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1 Abui WordNet A small fully hand-checked wordnet for Abui, containing over 1,400 concepts and 3,600 senses, is created. A bootstrapping technique is introduced to utilise the information in the gloss fields (English, national, and regional) to generate sense candidates using a naive algorithm based on multilingual sense intersection.https://github.com/fanacek/abuiwn abz N/A Wordnet Language Dictionary Creative Commons Attribution 4.0 (cc-by-4.0)Machine-generatedManual (full) 3606 instances 3606 Palacký University OlomoucAbui Wordnet: Using a Toolbox Dictionary to develop a wordnet for a low-resource languagehttps://aclanthology.org/2022.fieldmatters-1.7/2022 ACL Workshop Free No No 2023-11-24 18:25:23 Approved abui_wordnet https://github.com/SEACrowd/seacrowd-datahub/issues/143

2 AC-IQuAD simple
complex

This is an automatically-produced question answering dataset generated from Indonesian Wikipedia articles. Each entry in the dataset consists of a context paragraph, the question and answer, and the question's equivalent SPARQL query. Questions are separated into two subsets: simple 
(question consists of a single SPARQL triple pattern) and complex (question consists of two triples plus an optional typing triple).https://www.kaggle.com/datasets/realdeo/indonesian-qa-generated-by-kgind N/A Question Answering Language Wikipedia Creative Commons Attribution 4.0 (cc-by-4.0)Crawling Automatic & Manual (full) 234

171
0
0

219
72 instances 696 Universitas IndonesiaAC‑IQuAD: Automatically Constructed Indonesian Question  Answering Dataset by Leveraging Wikidatahttps://link.springer.com/article/10.1007/s10579-023-09702-y2023 Language Resources and EvaluationFree No No 2024-02-22 08:36:28 Approved ac_iquad https://github.com/SEACrowd/seacrowd-datahub/issues/612

3 AIFORTHAI - LotusCorpus The Large vOcabualry Thai continUous Speech recognition (LOTUS) corpus was designed for developing large vocabulary continuous speech recognition (LVCSR), spoken dialogue system, speech dictation, broadcast news transcriber. It contains two datasets, one for training acoustic model, another for training a language model.https://github.com/korakot/corpus/releases/download/v1.0/AIFORTHAI-LotusCorpus.ziptha Thailand Automatic Speech RecognitionLanguage
Speech Multi-domain Creative Commons Attribution Non Commercial Share Alike 3.0 (cc-by-nc-sa-3.0)Expert-generatedManual (full) 3007 500 500 sentences 4007

TMEC
Prince of Songkla University
Mahanakorn University of Technology

LOTUS: Large vOcabulary Thai continUous Speech Recognition Corpushttps://doi.org/10.1109/ICSDA.2009.52783772005 NSTDA Annual ConferenceFree No No 2024-02-15 12:55:50 Approved tha_lotus https://github.com/SEACrowd/seacrowd-datahub/issues/449

4 ALICE-THI THI-C68
THI-D10 ALICE-THI is a Thai handwritten script dataset that contains 24045 character images, which is split into Thai handwritten character dataset (THI-C68) for 14490 images and Thai handwritten digit dataset (THI-D10) for 9555 images. The data was collected from 150 native writers aged from 20 to 23 years old. The participants were allowed to write only the isolated Thai script on the form and at least 100 samples per character. The character images obtained from this dataset generally have no background noise.https://www.ai.rug.nl/~mrolarik/ALICE-THI/tha Thailand Optical Character RecognitionLanguage

Vision General Unknown (unknown)Crowdsourced Manual (full) 13130
8055

0
0

1360
1500 images 24045 University of GroningenRecognition of handwritten characters using local gradient feature descriptorshttps://www.sciencedirect.com/science/article/abs/pii/S09521976150017242015 Engineering Applications of Artificial IntelligenceFree No No 2023-12-24 02:38:10 Approved alice_thi https://github.com/SEACrowd/seacrowd-datahub/issues/225

5 AlloVera
javanese
tagalog

vietnamese
AlloVera, which provides mappings from 218 allophones to phonemes for 14 languages. Phonemes are contrastive phonological units, and allophones are their various concrete realizations, which are predictable from phonological context.https://github.com/dmort27/allovera

jav
tgl
vie

N/A Automatic Speech RecognitionSpeech Mixed MIT (mit) Crowdsourced None N/A (see Table 1) instances 0 Carnegie Mellon UniversityAlloVera: A Multilingual Allophone Databasehttps://aclanthology.org/2020.lrec-1.6562020 LREC Free No No 2024-04-01 11:28:49 Approved with notes allovera https://github.com/SEACrowd/seacrowd-datahub/issues/706

6 Alorese Collection Alorese Collection or Alorese Corpus is a collection of language data in a couple of Alorese variation (Alor and Pantar Alorese). The collection is available in video, audio, and text formats with genres ranging from Experiment or task, Stimuli, Discourse, and Written materials.https://hdl.handle.net/1839/e10d7de5-0a6d-4926-967b-0a8cc6d21fb1aol

Alor Besar Village, Alor
Alor Kecil Village, Alor
Dulolong Village, Alor

Munaseli Village, Pantar
Pandai Villange, Pantar

Language Modeling
Automatic Speech Recognition

Language
Vision

Speech

Conversational
Mixed

Culture & heritage
Folklore

Experiment or Task
Wordlist
Stimuli

Unknown (unknown)Expert-generatedNone Contact me for data sizehours 0 Leiden UniversityThe Plural Word hire in Alorese: Contact-Induced Change from Neighboring Alor-Pantar Languageshttps://scholarlypublications.universiteitleiden.nl/handle/1887/708912016 Oceanic Linguistics Free Yes Yes 2024-02-14 23:32:26 Approved alorese https://github.com/SEACrowd/seacrowd-datahub/issues/448

7 ALT Burmese Treebank A 20,000-sentence Burmese (Myanmar) treebank on news articles containing complete phrase structure annotation. As the final result of the Burmese component in the Asian Language Treebank Project, this is the first large-scale, open-access treebank for the Burmese language.https://zenodo.org/records/3463010 mya Myanmar Constituency ParsingLanguage News articles Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Expert-generatedNone 9187 0 6123 sentences 15310 NICT Japan A Burmese (Myanmar) Treebank: Guideline and Analysishttps://dl.acm.org/doi/10.1145/33732682020 TALLIP Free No No 2023-11-01 12:54:38 Approved alt_burmese_treebankhttps://github.com/SEACrowd/seacrowd-datahub/issues/16

8 AM2iCo Indonesian We present AM2ICO (Adversarial and Multilingual Meaning in Context), a widecoverage cross-lingual and multilingual evaluation set; it aims to faithfully assess the ability of state-of-the-art (SotA) representation models to understand the identity of word meaning in cross-lingual contexts for 14 language pairs.https://github.com/cambridgeltl/AM2iCo ind
eng Word Sense DisambiguationLanguage Wikipedia Creative Commons Attribution 4.0 (cc-by-4.0)Crawling

Expert-generated 1,589 500 1,000 examples 3089 Public AM2 ICO: Evaluating Word Meaning in Context across Low-Resource Languages with Adversarial Exampleshttps://arxiv.org/pdf/2104.08639.pdf2021 Free No No NusaCrowd carry-over id_am2ico

9 AMADI_LontarSet Binarization of Palm Leaf Manuscript ImagesAMADI_LontarSet is the first handwritten Balinese palm leaf manuscript dataset. It includes three components of dataset as follows: binarized images ground truth dataset, word annotated images dataset, and isolated character annotated images dataset. The dataset is constructed from a hundred pages of randomly selected collections of palm leaf manuscripts from Bali, Indonesia.http://amadi.univ-lr.fr/ICFHR2016_Contest/index.php/download-123ban Bali, Indonesia Optical Character RecognitionLanguage
Vision Culture & heritage Unknown (unknown)Expert-generated

Machine-generatedManual (full) 150 N/A 50 images 10430

University of La Rochelle
University Padjadjaran
Institute of Technology of Cambodia
Universitas Pendidikan Ganesha

AMADI_LontarSet: The First Handwritten Balinese Palm Leaf Manuscripts Datasethttps://hal.science/hal-01389853/2016 ICFHR Free No No 2023-12-20 02:30:21 Approved amadi_lontarset_binarizationhttps://github.com/SEACrowd/seacrowd-datahub/issues/694

10 AMADI_LontarSet Isolated Character Recognition of Balinese Script in Palm Leaf Manuscript ImagesAMADI_LontarSet is the first handwritten Balinese palm leaf manuscript dataset. It includes three components of dataset as follows: binarized images ground truth dataset, word annotated images dataset, and isolated character annotated images dataset. The dataset is constructed from a hundred pages of randomly selected collections of palm leaf manuscripts from Bali, Indonesia.http://amadi.univ-lr.fr/ICFHR2016_Contest/index.php/download-123ban Bali, Indonesia Optical Character RecognitionLanguage
Vision Culture & heritage Unknown (unknown)Expert-generated

Machine-generatedManual (full) ±10000 N/A ±7000 images 0

University of La Rochelle
University Padjadjaran
Institute of Technology of Cambodia
Universitas Pendidikan Ganesha

AMADI_LontarSet: The First Handwritten Balinese Palm Leaf Manuscripts Datasethttps://hal.science/hal-01389853/2016 ICFHR Free No No 2024-05-31 18:22:40 Approved amadi_lontarset_isolatedhttps://github.com/SEACrowd/seacrowd-datahub/issues/722

11 AMADI_LontarSet Query-by-Example Word Spotting on Palm Leaf Manuscript ImagesAMADI_LontarSet is the first handwritten Balinese palm leaf manuscript dataset. It includes three components of dataset as follows: binarized images ground truth dataset, word annotated images dataset, and isolated character annotated images dataset. The dataset is constructed from a hundred pages of randomly selected collections of palm leaf manuscripts from Bali, Indonesia.http://amadi.univ-lr.fr/ICFHR2016_Contest/index.php/download-123ban Bali, Indonesia Optical Character RecognitionLanguage
Vision Culture & heritage Unknown (unknown)Expert-generated

Machine-generatedManual (full) 10100 N/A 130 images 10230

University of La Rochelle
University Padjadjaran
Institute of Technology of Cambodia
Universitas Pendidikan Ganesha

AMADI_LontarSet: The First Handwritten Balinese Palm Leaf Manuscripts Datasethttps://hal.science/hal-01389853/2016 ICFHR Free No No 2024-05-31 18:18:51 Approved amadi_lontarset_word_spottinghttps://github.com/SEACrowd/seacrowd-datahub/issues/721

12 Amanatun wordlist OCSEAN-AOZ_20220704-WORDLIST.txt
OCSEAN-AOZ_20220704-WORDLIST.wavA wordlist of 1228 items in the Amanatun variety/dialect of Uab Meto. The list was recorded with Alfred in three sessions: evening 04/07/2022, evening 05/07/2022, and afternoon 16/07/2022. Due the 20 minute limit of the recording device there are eight recordings in totalhttps://catalog.paradisec.org.au/collections/OCSEANaoz Oekiu Word lists Language

Speech
Automatic Speech Recognition

Wordlist Creative Commons Attribution Non Commercial Share Alike 3.0 (cc-by-nc-sa-3.0)Expert-generatedAutomatic & Manual (full) 1228 tokens 1228 OCSEAN Amanatun wordlisthttps://www.ocsean.eu 2022 Paradisec Free No No 2024-03-22 13:15:07 Approved with notes amanatun_wordlisthttps://github.com/SEACrowd/seacrowd-datahub/issues/690

13 ara-close-lange The dataset contribution of this study is a compilation of short fictional stories written in Bikol for readability assessment. The data was combined other collected Philippine language corpora, such as Tagalog and Cebuano. 
The data from these languages are all distributed across the Philippine elementary system's first three grade levels (L1, L2, L3). We sourced this dataset from Let's Read Asia (LRA), Bloom Library, Department of Education, and Adarna House.https://github.com/imperialite/ara-close-langbcl

ceb Philippine Readibility AssessmentLanguage Books Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generatedNone 0 0 7200 documents 7200 National University, PhilippinesAutomatic Readability Assessment for Closely Related Languageshttps://aclanthology.org/2023.findings-acl.331/2023 ACL Free Let's Read Asia (LRA) and Bloom LibraryNo No 2023-11-01 08:42:01 Approved ara_close https://github.com/SEACrowd/seacrowd-datahub/issues/14

14 Asian Language Treebank Parallel Corpus The ALT project aims to advance the state-of-the-art Asian natural language processing (NLP) techniques through the open collaboration for developing and using ALT. The process of building ALT began with sampling about 20,000 sentences from English Wikinews, and then these sentences were translated into the other languages. ALT now has 13 languages, including 8 languages spoken in Southeast Asia: Filipino, Bahasa Indonesia, Khmer, Lao, Malay, Myanmar (Burmese), Thai, and Vietnamese.https://www2.nict.go.jp/astrec-att/member/mutiyama/ALT/

khm
lao

mya
ind
fil

zlm
tha
vie

N/A Machine Translation Language News Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generatedNone 18088 1000 1018 sentences 20106 multiple institutionsIntroduction of the Asian Language Treebankhttps://www2.nict.go.jp/astrec-att/member/mutiyama/ALT/ALT-Parallel-Corpus-20191206/ALT-O-COCOSDA.pdf2016 O-COCOSDA Free Wikinews No No 2023-11-20 19:56:38 Approved parallel_asian_treebankhttps://github.com/SEACrowd/seacrowd-datahub/issues/109

15 Asian Signbank The Asian Signbank is a database of signs from multiple Asian sign languages, including the Ho Chi Minh City, Jakarta and Yogyakarta sign languages. The database provides signing illustrations and videos and includes glosses of signs in English and their native language. Signs are selected and performed by deaf and hearing researchers.http://cslds.org/asiansignbank/ hos
inl N/A Machine Translation

Sign Language Recognition
Language

Vision Conversational Other (other) Expert-generatedNone N/A instances 0 The Chinese University of Hong KongSign Language Documentation in the Asia-Pacific Region:  A Deaf-Centered Approachhttps://www.sign-lang.uni-hamburg.de/lrec/pub/12022.pdf2012 LREC Free upon request No No 2023-12-16 07:56:05 Approved asian_signbank https://github.com/SEACrowd/seacrowd-datahub/issues/692

16 ASR-IBSC: AN IBAN SPEECH CORPORA This package contains Iban language text and speech suitable for Automatic Speech Recognition (ASR) experiments. In addition, transcribed speech, 2M tokens corpus crawled from an online newspaper site is provided. News data was provided by a local radio station in Sarawak, Malaysia.https://github.com/sarahjuan/iban iba Malaysia Text-To-Speech Synthesis
Automatic Speech RecognitionSpeech News Creative Commons Attribution Share Alike 3.0 (cc-by-sa-3.0)Expert-generatedNone 6.8 N/A 1.2 hours 8

Grenoble Informatics Laboratory (LIG)
University Grenoble-Alpes
Faculty of Computer Science and Information Technology, UNIMAS, Malaysia

Semi-supervised G2P bootstrapping and its application to ASR for a very under-resourced language: Iban2014 SLTU Free No No 2024-02-11 07:19:00 Approved asr_ibsc https://github.com/SEACrowd/seacrowd-datahub/issues/440

17 ASR-INDOCSC: AN INDONESIAN CONVERSATIONAL SPEECH CORPUSThis open-source dataset consists of 4.54 hours of transcribed Indonesian conversational speech on certain topics, where seven conversations between two pairs of speakers were contained.https://magichub.com/datasets/indonesian-conversational-speech-corpus/ind Asia Text-To-Speech Synthesis
Automatic Speech RecognitionSpeech

Sports
Food

Movies/TV
Family
Holiday
Friends

Creative Commons Attribution Non Commercial No Derivatives 4.0 (cc-by-nc-nd-4.0)Expert-generatedNone 4.54 hours 4.54 Beijing Magic Data Technology Co.N/A 2021 No publication Free No No 2024-02-11 06:27:35 Approved asr_indocsc https://github.com/SEACrowd/seacrowd-datahub/issues/438

18 ASR-MALCSC: MALAY CONVERSATIONAL SPEECH CORPUSThis open-source dataset consists of 5 hours of transcribed Malay conversational speech on certain topics, where ten conversations between five pairs of speakers were contained.https://magichub.com/datasets/malay-conversational-speech-corpus/zlm Johor, Malaysia Text-To-Speech Synthesis
Automatic Speech RecognitionSpeech

Health
Culture & heritage

Sports
Food

Holiday
Work

Telecom

Creative Commons Attribution Non Commercial No Derivatives 4.0 (cc-by-nc-nd-4.0)Expert-generatedNone 5 hours 5 Beijing Magic Data Technology Co.N/A 2021 No publication Free No No 2024-02-11 08:30:34 Approved asr_malcsc https://github.com/SEACrowd/seacrowd-datahub/issues/442

19 ASR-SINDODUSC: A SCRIPTED INDONESIAN DAILY-USE SPEECH CORPUSThis open-source dataset consists of 3.5 hours of transcribed Indonesian scripted speech focusing on daily use sentences, where 3,296 utterances contributed by ten speakers were contained.https://magichub.com/datasets/indonesian-scripted-speech-corpus-daily-use-sentence/ind

Jakarta
Bali

Sulawesi
East Java

Text-To-Speech Synthesis
Automatic Speech RecognitionSpeech General Creative Commons Attribution Non Commercial No Derivatives 4.0 (cc-by-nc-nd-4.0)Expert-generatedNone 3.5 hours 3.5 Beijing Magic Data Technology Co.N/A 2021 No publication Free No No 2024-02-11 06:36:36 Approved asr_sindodusc https://github.com/SEACrowd/seacrowd-datahub/issues/439

20 ASR-SMALDUSC: A SCRIPTED MALAY DAILY-USE SPEECH CORPUSThis open-source dataset consists of 4.8 hours of transcribed Malay scripted speech focusing on daily use sentences, where 2,839 utterances contributed by ten speakers were contained.https://magichub.com/datasets/malay-scripted-speech-corpus-daily-use-sentence/zlm SELANGOR, MalaysiaAutomatic Speech Recognition
Text-To-Speech SynthesisSpeech General Creative Commons Attribution Non Commercial No Derivatives 4.0 (cc-by-nc-nd-4.0)Expert-generatedNone 4.8 hours 4.8 Beijing Magic Data Technology Co.N/A 2021 No publication Free No No 2024-02-11 08:25:58 Approved asr_smaldusc https://github.com/SEACrowd/seacrowd-datahub/issues/441

21 ASR-STIDUSC: A SCRIPTED THAI DAILY-USE SPEECH CORPUSThis open-source dataset consists of 4.56 hours of transcribed Thai scripted speech focusing on daily use sentences, where 5,431 utterances contributed by ten speakers were contained.https://magichub.com/datasets/thai-scripted-speech-corpus-daily-use-sentence/tha Bangkok, ThailandText-To-Speech Synthesis
Automatic Speech RecognitionSpeech General Creative Commons Attribution Non Commercial No Derivatives 4.0 (cc-by-nc-nd-4.0)Expert-generatedNone 4.56 hours 4.56 Beijing Magic Data Technology Co.N/A 2021 No publication Free No No 2024-02-11 08:34:27 Approved asr_stidusc https://github.com/SEACrowd/seacrowd-datahub/issues/443

22 Audio Keyword Spotting ind This dataset is a ASR for short text & voices, focusing in identifying common words (or keywords) with entities of Person name and Place Name found in Bible, as found in trabina (https://github.com/wswu/trabina).https://huggingface.co/datasets/sil-ai/audio-keyword-spottinghttps://huggingface.co/datasets/sil-ai/audio-keyword-spottingind N/A Automatic Speech RecognitionLanguage
Speech Mixed Creative Commons Attribution 4.0 (cc-by-4.0)Machine-generatedNone 575 83 81 utterances 739 SIL International - https://huggingface.co/datasets/sil-ai/audio-keyword-spotting2022 No publication Free CommonVoice Yes No 2023-12-03 21:44:53 Approved audio_keyword_spottinghttps://github.com/SEACrowd/seacrowd-datahub/issues/166

23 Automated Similarity Judgment Program (ASJP) The database of the Automated Similarity Judgment Program (ASJP) aims to contain 40-item word lists of all the world's languages. The database currently contains over 10,000 word lists rom over 5000 distinct languages.https://asjp.clld.org
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N/A Word lists Language

General
Mixed

Culture & heritage
Dictionary
Academic

Uncategorized
wordnet

Bilingual Dictionary
Wordlist

Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generated
Expert-translated None 36000 instances 36000 Max Planck Institute for Evolutionary AnthropologyN/A 2022 No publication Free No No 2024-03-31 05:08:35 Approved asjp https://github.com/SEACrowd/seacrowd-datahub/issues/665

24 Aya Collection - Translated

Adversarial QA
CNN/DailyMail

dolly
Flan COPA
Flan CoT

Flan GEM Wiki
Flan Lambada

Flan Unified QA
HotpotQA

Joke Explanation
Mintaka
MLQA

NQ-Open
PAWS
PIQA
SODA

Wiki-split
WikiQA
Xlel WD

The Aya Collection is a massive multilingual collection consisting of 513 million instances of prompts and completions covering a wide range of tasks. This dataset covers the translated prompts of the Aya Collection.https://huggingface.co/datasets/CohereForAI/aya_evaluation_suite

ceb
tha
mya
zsm
jav
ind
vie
sun
ace
bjn

khm
lao
min

Worldwide Instruction Tuning Language General Apache license 2.0 (apache-2.0)Machine-translatedNone 0 instances 0 Cohere for AI Aya Dataset: An Open-Access Collection for Multilingual Instruction Tuninghttps://arxiv.org/abs/2402.066192024 Preprint Free dolly v2 No No 2024-03-03 15:32:09 Approved aya_collection_transalatedhttps://github.com/SEACrowd/seacrowd-datahub/issues/481

25 Aya Dataset The Aya Dataset is a multilingual instruction fine-tuning dataset curated by an open-science community via Aya Annotation Platform from Cohere For AI. The dataset contains a total of 204k human-annotated prompt-completion pairs along with the demographics data of the annotators. This dataset can be used to train, finetune, and evaluate multilingual LLMs.https://huggingface.co/datasets/CohereForAI/aya_datasethttps://huggingface.co/datasets/CohereForAI/aya_dataset

tgl
ceb
tha
mya
zsm
jav
ind
vie
sun
tam

Global Instruction Tuning Language
General
Mixed

Multi-domain
Apache license 2.0 (apache-2.0)Crowdsourced None N/A prompt/completion pairs 0 Cohere for AI Aya Dataset: An Open-Access Collection for Multilingual Instruction Tuninghttps://arxiv.org/abs/2402.066192024 Preprint Free No No 2024-02-14 06:03:30 Approved aya_dataset https://github.com/SEACrowd/seacrowd-datahub/issues/447

26 Aya Evaluation Suite

dolly_mt_ceb
dolly_mt_sun
dolly_mt_jav
dolly_mt_zsm
dolly_mt_ind
dolly_mt_ace
dolly_mt_vie
dolly_mt_lao
dolly_mt_min
dolly_mt_mya
dolly_mt_bjn
dolly_mt_tam
dolly_mt_khm
dolly_mt_tha

Aya Evaluation Suite contains a total of 26,750 open-ended conversation-style prompts to evaluate multilingual open-ended generation quality.https://huggingface.co/datasets/CohereForAI/aya_evaluation_suite
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zsm
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ind
vie
sun
ace
bjn

khm
lao
min

Worldwide Instruction Tuning Language General Apache license 2.0 (apache-2.0)Machine-translatedNone

200
200
200
200
200
400
200
200
400
200
400
200
200
200

instances 3400 Cohere for AI Aya Dataset: An Open-Access Collection for Multilingual Instruction Tuninghttps://arxiv.org/abs/2402.066192024 Preprint Free dolly v2 No No 2024-03-03 15:28:58 Approved aya_evaluation_suitehttps://github.com/SEACrowd/seacrowd-datahub/issues/479

27 Bactrian-X

Burmese
Tagalog

Indonesian
Khmer
Thai

Vietnamese

The Bactrain-X dataset is a collection of 3.4M instruction-response pairs in 52 languages, that are obtained by translating 67K English instructions (alpaca-52k + dolly-15k) into 51 languages using Google Translate API. The translated instructions are then fed to ChatGPT (gpt-3.5-turbo) to obtain its natural responses, resulting in 3.4M instruction-response pairs in 52 languages (52 languages x 67k instances = 3.4M instances). Human evaluations were conducted to evaluate response quality for several languages, with those of interest to SEACrowd being Burmese and Tagalog.https://github.com/mbzuai-nlp/Bactrian-Xhttps://huggingface.co/datasets/MBZUAI/Bactrian-X/tree/main/data

mya
tgl
ind

khm
tha
vie

Myanmar
Philippines

Question Answering
Summarization
Relation Extraction
Text Classification

Language
Mixed

Multi-domain
Wikipedia

Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Machine-translatedAutomatic & Manual (partial) 0.7 67000 0 0 sentence pairs 67000 The University Of Melbourne
MBZUAI Bactrian-X: Multilingual Replicable Instruction-Following Models with Low-Rank Adaptationhttps://arxiv.org/pdf/2305.15011.pdf2023 Preprint Free alpaca-52k and dolly-15kNo No 2024-01-30 06:35:12 Approved bactrian_x https://github.com/SEACrowd/seacrowd-datahub/issues/424

28 BalitaNLP BalitaNLP is a multimodal language dataset for image-conditional language generation and text-conditional image generation. It consists of 351,755 Filipino news articles and images gathered from Filipino news outlets. News articles are categorized into five possible groups (News, Sports, Entertainment, Crime, Other).https://github.com/KenrickLance/BalitaNLP-Datasetfil Philippines Image-to-Text Generation
Text-to-Image Generation

Language
Vision News articles Unknown (unknown)Crawling Manual (partial) 262480 32806 32821 examples 328107 Angeles University FoundationTransformer-based Conditional Language Models to Generate Filipino News Articleshttps://storage.googleapis.com/public-kenricklancebunag/Transformer-based%20Conditional%20Language%20Models%20-%20IEOM%20Submission.pdf2023 Proceedings of the International Conference on Industrial Engineering and Operations ManagementFree No Yes 2023-11-01 05:35:25 Approved balita_nlp https://github.com/SEACrowd/seacrowd-datahub/issues/12

29 Barasa Barasa: Indonesian SentiWordNet for sentiment analysishttps://github.com/neocl/barasa ind Wordnet Language General MIT (mit) Unknown 16 0 0 MB 16.2 Ahmad Izzan, Christian Wibisono, Ilham Firdausi Putra 2015 Free NusaCrowd carry-over barasa

30 BasahaCorpus BasahaCorpus contains short stories in four Central Philippine languages (Minasbate, Rinconada, Kinaray-a, and Hiligaynon) for low-resource readability assessment. Each dataset per language contains stories distributed over the first three grade levels (L1, L2, and L3) in the Philippine education context. The grade levels of the dataset have been provided by an expert from Let's Read Asia.https://github.com/imperialite/BasahaCorpus-HierarchicalCrosslingualARA

bto
krj
hil

msb

N/A Readibility AssessmentLanguage Books Creative Commons Attribution 4.0 (cc-by-4.0)Crawling None 7784 1113 2225 documents
National University, Philippines
University of Bath
MBZUAI

BasahaCorpus: An Expanded Linguistic Resource for Readability Assessment in Central Philippine Languageshttps://arxiv.org/abs/2310.115842023 EMNLP Free No No 2023-11-05 00:19:37 Approved basaha_corpus https://github.com/SEACrowd/seacrowd-datahub/issues/26

31 Baybayin
Baybayin characters

Latin characters
Baybayin diacritic images

The Baybayin dataset contains binary images of Baybayin characters, Latin characters, and 4 character symbols of Baybayin diacritics in MATLAB format. It consisted of 17000 images for Baybayin (1000 per character), 18200 images for Latin (700 per character), and 2000 images for Baybayin diacritics (500 per symbol). Each character image is strictly center-fitted with a size 56x56 pixels. This dataset was initially used to discriminate Latin script from Baybayin script in character recognition.https://www.kaggle.com/datasets/rodneypino/baybayin-and-latin-binary-images-in-mat-formattgl Philippines Optical Character RecognitionLanguage
Vision General Creative Commons Attribution 4.0 (cc-by-4.0)Crawling Automatic

17000
18200
2000

images 37200 University of the Philippines DilimanOptical character recognition system for Baybayin scripts using support vector machinehttps://peerj.com/articles/cs-360/2021 PeerJ Computer ScienceFree Multiple datasets in kaggle, various websites, and booksNo No 2023-12-25 12:10:39 Approved baybayin https://github.com/SEACrowd/seacrowd-datahub/issues/570

32 Beaye Lexicon lexicon The Beaye Lexicon is a lexicon resource encompassing translations between Indonesian, English, and Beaye words. Developed through a collaborative effort involving two native Beaye speakers and evaluated by linguistic experts, this lexicon comprises 984 Beaye vocabularies. The creation of the Beaye Lexicon marks the inaugural effort in documenting the previously unrecorded Beaye language.https://github.com/joanitolopo/bhinneka-korpus/tree/main/lexiconday Landak Region Word lists Language General Apache license 2.0 (apache-2.0)Expert-generatedManual (full) 3 6250 782 782 tokens 7814 Independent Penyusunan Korpus Paralel Bahasa Indonesia–Bahasa Melayu Ambon, Melayu Kupang, Beaye, dan Uab Metohttps://drive.google.com/file/d/1AMWTvzhSyOf0kK89E8xbhsx34kwa-4dZ/view?usp=drivesdk2023 Kongres Bahasa Indonesia XIIFree NusaX Lexicon DatasetNo No 2023-10-31 10:22:37 Approved beaye_lexicon https://github.com/SEACrowd/seacrowd-datahub/issues/10

33 Belebele

ceb_Latn
ilo_Latn
ind_Latn
jav_Latn
kac_Latn

khm_Khmr
lao_Laoo

mya_Mymr
shn_Mymr
sun_Latn
tgl_Latn
tha_Thai
vie_Latn
war_Latn
zsm_Latn

Belebele is a multiple-choice machine reading comprehension (MRC) dataset spanning 122 language variants. This dataset enables the evaluation of mono- and multi-lingual models in high-, medium-, and low-resource languages. Each question has four multiple-choice answers and is linked to a short passage from the FLORES-200 dataset. The human annotation procedure was carefully curated to create questions that discriminate between different levels of generalizable language comprehension and is reinforced by extensive quality checks. While all questions directly relate to the passage, the English dataset on its own proves difficult enough to challenge state-of-the-art language models. Being fully parallel, this dataset enables direct comparison of model performance across all languages. Belebele opens up new avenues for evaluating and analyzing the multilingual abilities of language models and NLP systems.https://github.com/facebookresearch/belebelehttps://huggingface.co/datasets/facebook/belebele

ceb
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ind
jav
kac
khm
lao

mya
shn
sun
tgl
tha
vie
war
zsm

N/A Question Answering Language General Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crowdsourced Manual (partial) 2 3000 500 500 instances 4000 Meta The BELEBELE Benchmark: a Parallel Reading Comprehension Dataset in 122 Language Variantshttps://arxiv.org/pdf/2308.16884v1.pdf2023 Preprint Free FLORES-200 No No 2023-10-29 18:51:11 Approved belebele https://github.com/SEACrowd/seacrowd-datahub/issues/7

34 BEST BEST 2010 The Benchmark for Enhancing the Standard of Thai language processing (BEST) is a Thai language dataset. The task is to determine where to split phrases into separate words, that is word and sentence segmentation. In Thai this is a non-trivial task.https://github.com/korakot/corpus/tree/main/BESTtha Thailand Named Entity Recognition
Statement Tagging Language

Article
Encyclopedia

News
Novel

Creative Commons Attribution Non Commercial Share Alike 3.0 (cc-by-nc-sa-3.0)Expert-generatedNone

198
108
96
107

N/A N/A documents 509

Chulalongkorn University
Kasetsart University
NECTEC
TSL

Thoughts on word and sentence segmentation in Thaihttp://pioneer.chula.ac.th/~awirote/ling/snlp2007-wirote.pdf2010 Proceedings of the Seventh Symposium on Natural language ProcessingFree No No 2024-03-04 00:01:04 Approved with notes best https://github.com/SEACrowd/seacrowd-datahub/issues/521

35 BEST2019-Handwritten

68PersonsBmp
ST200-1
ST200-2
ST200-3
WD200-1
WD200-2
WD200-3
WD200-4

This dataset contains training examples of typed and handwritten thai alphabets and phrases used in BEST 2019 competition in Thailand for optical character recongition. In the Dataset URL, there are 3 groups of folders. First, 68PersonsBmp folder contains 68 scanned documents of typed and handwritten numbers and thai alphabets. Second, ST200-* folders contained typed and handwritten thai alphabets and phrases where each subfolder has different thai phrases. WD200-* contains a mixture of typed and handwritten thai alphabets, monetary quantities (e.g. twenty baht) and provinces in Thailand where each subfolder contains different monetary quantities and provinces.https://thailang.nectec.or.th/best/best2019-handwrittenrecognition-trainingset/tha Thailand Optical Character RecognitionLanguage
Vision Mixed Unknown (unknown)Crawling

Crowdsourcing None

68
25
22
32
38
54
32
32

documents 303 NECTEC Thai Handwritten Recognition on BEST2019 Datasets Using Deep Learninghttps://link.springer.com/chapter/10.1007/978-3-030-80253-0_142019 International Workshop on Multi-disciplinary Trends in Artificial IntelligenceFree Yes No 2024-03-30 17:10:15 Approved best2019 https://github.com/SEACrowd/seacrowd-datahub/issues/664

36 Bhinneka Korpus The Bhinneka Korpus dataset was parallel dataset for five Indonesian Local Languages conducted through a volunteer-driven translation strategy, encompassing sentences in the Indonesian-English pairs and lexical terms. The dataset consist of parallel data with 16,000 sentences in total, details with 4,000 sentence pairs for two Indonesia local language and approximately 3,000 sentences for other languages, and one lexicon dataset creation for Beaye language. In addition, since beaye is a undocumented language, we don't have any information yet about the use of language code. Therefore, we used "day" (a code for land dayak language family) to represent the language.https://github.com/joanitolopo/bhinneka-korpus

day
mak
aoz
mkn
abs
ind

South Central Timor Regency
Kupang Regency 
Landak Regency 
Ambon Regency 
Makasar Regency

Machine Translation Language Conversational
General Apache license 2.0 (apache-2.0)Crowdsourced

Expert-generatedManual (full) 700 100 184 sentence pairs 984 Independent Penyusunan Korpus Paralel Bahasa Indonesia–Bahasa Melayu Ambon, Melayu Kupang, Beaye, dan Uab Metohttps://drive.google.com/file/d/1AMWTvzhSyOf0kK89E8xbhsx34kwa-4dZ/view?usp=drivesdk2023 Kongres Bahasa Indonesia XIIFree Tatoeba Project No No 2023-10-30 16:39:10 Approved bhinneka_korpus https://github.com/SEACrowd/seacrowd-datahub/issues/9

37 Bible Corpus

Vietnamnese Bible
Tagalog Bible

Indonesian Bible
Galela Bible
Thai Bible

Cebuano Bible
Uma Bible

A multilingual parallel corpus created from translations of the Bible. Using the Book, Chapter and Verse indices the corpus is aligned (almost) at a sentence level. The corpus contains 102 languages in total.https://github.com/christos-c/bible-corpus/tree/master

vie
tgl
ind
tha
gbi
ceb
ppk

N/A Machine Translation Language Religion Creative Commons Zero v1.0 Universal (cc0-1.0)Crawling
Expert-generatedNone

31102
31102
29813
7750
31102
31113
7793

paragraphs 169775 University of EdinburghA massively parallel corpus: the Bible in 100 languageshttps://link.springer.com/article/10.1007/s10579-014-9287-y2015 Language Resources and EvaluationFree No Yes 2023-12-28 03:02:00 Approved bible_corpus_christoshttps://github.com/SEACrowd/seacrowd-datahub/issues/702

38 BKD-Prosub BKD-Prosub is a Thai Pronoun Substitute and Address Term Annotated corpus in the work of BKD (Bangkok Data) corpus collection. The sentences are extracted from 2 TV drama scripts (Nakii, Dare to love) and 3 novels (Teepaankoon, Namsaycaycin, Phaathoog). Character position of the target word in a sentence is labeled with the types of Prosub or Address-term.https://babyai-hub.vizdata.tech/?p=313 tha Thailand
Japan Coreference ResolutionLanguage Books

Movies/TV Apache license 2.0 (apache-2.0)Expert-generatedManual (full)
10360
12624
668

tokens 23652 Tokyo University of Foreign Studies
Musashino UniversityCorpus Development for Pronoun Substitute and Address Term Studyhttps://www.virach.com/_files/ugd/cdb1d4_b0f1d95aa023454082c081062052cf51.pdf2023 International Conference on Business and Industrial Research (ICBIR2023)Free No No 2024-03-29 11:12:51 Approved with notes bkd_prosub https://github.com/SEACrowd/seacrowd-datahub/issues/589
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This is a Bloom Library dataset developed for the image captioning task. It covers 74 languages indigenous to SEA overall, amounting to total data of 21K. This dataset belongs to a CC license, where its datapoints has specific license attached to ithttps://huggingface.co/datasets/sil-ai/bloom-captioninghttps://huggingface.co/datasets/sil-ai/bloom-captioning
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images 21057 SIL International Bloom Library: Multimodal Datasets in 300+ Languages for a Variety of Downstream Taskshttps://aclanthology.org/2022.emnlp-main.5902022 EMNLP Free upon requestBloom Library No No 2023-12-02 00:48:56 Approved bloom_captioninghttps://github.com/SEACrowd/seacrowd-datahub/issues/162
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This version of the Bloom Library data is developed specifically for the language modeling task. It includes data from 364 languages across 31 language families. 33 languages are spoken in Southeast Asia.https://huggingface.co/datasets/sil-ai/bloom-lmhttps://huggingface.co/datasets/sil-ai/bloom-lm
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instances 2329 SIL International Bloom Library: Multimodal Datasets in 300+ Languages for a Variety of Downstream Taskshttps://aclanthology.org/2022.emnlp-main.5902022 EMNLP Free upon request No No 2023-12-02 06:03:30 Approved bloom_lm https://github.com/SEACrowd/seacrowd-datahub/issues/165

41 Bloom-speech
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This version of the Bloom Library data is developed specifically for the automatic speech recognition and speech-to-text tasks. It includes data from 56 languages across 18 language families. 8 languages are spoken in Southeast Asiahttps://huggingface.co/datasets/sil-ai/bloom-speechhttps://huggingface.co/datasets/sil-ai/bloom-speech
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instances 3596 SIL International Bloom Library: Multimodal Datasets in 300+ Languages for a Variety of Downstream Taskshttps://aclanthology.org/2022.emnlp-main.5902022 EMNLP Free upon request No No 2023-12-02 05:40:58 Approved bloom_speech https://github.com/SEACrowd/seacrowd-datahub/issues/163
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BLOOM VIST is a visual storytelling of books that consists of 62 languages indigenous to SEA. This dataset is owned by Bloom, a free, open-source software developed by SIL International and associated with Bloom Library, app, and services. This dataset is released with the LICENSE family of Creative Commons (although each story datapoints has its licensing in more detail, e.g cc-by, cc-by-nc, cc-by-nd, cc-by-sa, cc-by-nc-nd, cc-by-nc-sa)https://huggingface.co/datasets/sil-ai/bloom-visthttps://huggingface.co/datasets/sil-ai/bloom-vist
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Unknown Visual Storytelling Language
Vision Books Creative Commons license family (cc)Expert-generatedNone

1
55
1
5
3
22
1
1
66
394
182
20
2
1
1
15
1
34
3
1
1
2
232
56
195
31
26
1
29
1
9
22
6
1
1
51
4
6
1
11
1
1
2
1
9
1
1
6
1
8
2
1
10
3
275
2
28
17
1
1
1
10

documents 1877 SIL International Bloom Library: Multimodal Datasets in 300+ Languages for a Variety of Downstream Taskshttps://aclanthology.org/2022.emnlp-main.5902022 EMNLP Free upon request No No 2023-11-26 16:05:41 Approved bloom_vist https://github.com/SEACrowd/seacrowd-datahub/issues/158

43 BM-PT3 BM-A-PT3
BM-B-PT3 This test is for 15 years old Malaysia student, it is about reading comprehension and general knowledge for malay language.https://github.com/mesolitica/malaysian-dataset/tree/master/llm-benchmark/BM-pt3zlm Malaysia Commonsense ReasoningLanguage School Exam Unknown (unknown)Crowdsourced Manual (full) 54

11 instances 65 Independent NA 2023 NA Free No No 2024-03-14 16:54:18 Approved bm_pt3 https://github.com/SEACrowd/seacrowd-datahub/issues/529

44 BRCC The Bahasa Rojak Crawled Corpus (BRCC) is a code-mixed dataset for the Bahasa Rojak dialect in Malaysia. Passages are generated through data augmentation from English and Malay Wikipedia pages using a modified CoSDA-ML method. The quality of generated passages is evaluated by two native Malay speakers.https://data.depositar.io/dataset/brcc_and_sentibahasarojak/resource/8a558f64-98ff-4922-a751-0ce2ce8447bd
zlm
eng
cmn

https://data.depositar.io/dataset/brcc_and_sentibahasarojak/resource/8a558f64-98ff-4922-a751-0ce2ce8447bdLanguage Modeling Language Wikipedia Unknown (unknown)Crawling
Machine-generatedManual (partial) 2640702 sentences 2640702 National Central University, Taiwan

Academia Sinica, TaiwanBRCCandSentiBahasaRojak: The First Bahasa Rojak Corpus for  Pretraining and Sentiment Analysis Datasethttps://aclanthology.org/2022.coling-1.389.pdf2022 COLING Free No No 2024-02-27 10:41:51 Approved brcc https://github.com/SEACrowd/seacrowd-datahub/issues/519

45 Bud500 Bud500 is a diverse Vietnamese speech corpus designed to support ASR research community. With aprroximately 500 hours of audio, it covers a broad spectrum of topics including podcast, travel, book, food, and so on, while spanning accents from Vietnam's North, South, and Central regions. Derived from free public audio resources, this publicly accessible dataset is designed to significantly enhance the work of developers and researchers in the field of speech recognition.https://huggingface.co/datasets/linhtran92/viet_bud500https://huggingface.co/datasets/linhtran92/viet_bud500vie Vietnam Automatic Speech RecognitionLanguage
Speech Mixed Apache license 2.0 (apache-2.0)Crawling

Crowdsourced Manual (full) 634158 7500 7500 utterances 649158 VietAI Research Bud500: A Comprehensive Vietnamese ASR Datasethttps://github.com/quocanh34/Bud5002024 No publication Free No No 2024-03-16 11:45:15 Approved bud500 https://github.com/SEACrowd/seacrowd-datahub/issues/537

46 Burapha-TH
character

digit
syllable

The dataset has 68 character classes, 10 digit classes, and 320 syllable classes. For constructing the dataset, 1072 Thai native speakers wrote on collection datasheets that were then digitized using a 300 dpi scanner. De-skewing, detection box and segmentation algorithms were applied to the raw scans for image extraction. The dataset, unlike all other known Thai handwriting datasets, retains existing noise, the white background, and all artifacts generated by scanning.https://services.informatics.buu.ac.th/datasets/Burapha-TH/tha Thailand Optical Character RecognitionLanguage
Vision General Unknown (unknown)Expert-generatedManual (full) N/A N/A N/A images 0 Burapha UniversityBurapha-TH: A Multi-Purpose Character, Digit, and Syllable Handwriting Datasethttps://www.mdpi.com/2076-3417/12/8/40832022 MDPI Free No No 2023-11-19 14:42:47 Approved burapha_th https://github.com/SEACrowd/seacrowd-datahub/issues/105

47 CASA CASA is an aspect-based sentiment analysis dataset consisting of around a thousand car reviews collected from multiple Indonesian online automobile platforms. The dataset covers six aspects of car quality, where
each label represents a sentiment for a single aspect with three possible values: positive, negative, and neutral.https://github.com/IndoNLP/indonlu/tree/master/dataset/casa_absa-prosahttps://huggingface.co/datasets/indonluind Aspect Based Sentiment AnalysisLanguage reviews Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling

Expert-generated 810 90 180 sentences 1080 Christian WibisonoAspect detection and sentiment
classification using deep neural network for indonesian aspect-based sentiment analysishttps://ieeexplore.ieee.org/document/86291812018 Free Online Platform NusaCrowd carry-over casa

48 CC-100
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This corpus comprises of monolingual data for 100+ languages (xx are languages spoken in Southeast Asia). This was constructed using the urls and paragraph indices provided by the CC-Net repository by processing January-December 2018 Commoncrawl snapshots. Each file comprises of documents separated by double-newlines and paragraphs within the same document separated by a newline.https://data.statmt.org/cc-100/
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MB 75993 Meta Unsupervised Cross-lingual Representation Learning at Scalehttps://aclanthology.org/2020.acl-main.7472020 ACL Free CCNet No No 2023-11-28 19:09:13 Approved cc100 https://github.com/SEACrowd/seacrowd-datahub/issues/148

49 CC-Aligned
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CCAligned consists of parallel or comparable web-document pairs in 137 languages aligned with English (10 languages are from Southeast Asia; Burmese has two document collection with different scripts). These web-document pairs were constructed by performing language identification on raw web-documents, and ensuring corresponding language codes were corresponding in the URLs of web documents. This pattern matching approach yielded more than 100 million aligned documents paired with English.https://www2.statmt.org/cc-aligned/https://huggingface.co/datasets/ccaligned_multilingual
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MB 6,274.55 Meta CCAligned: A Massive Collection of Cross-Lingual Web-Document Pairshttps://aclanthology.org/2020.emnlp-main.4802020 EMNLP Free Common Crawl No No 2023-11-29 17:06:53 Approved cc_aligned_doc https://github.com/SEACrowd/seacrowd-datahub/issues/159

50 CC-Aligned Sentence Pairs
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This dataset contains the sentence pairs extracted from CC-Aligned document pairs using similarity scores of LASER embeddings (minimum similarity 1.04, sorted based on decreasing similarity score). It misses some languages not covered by LASER.https://www2.statmt.org/cc-aligned/
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MB 2,062 Meta Low-Resource Corpus Filtering Using Multilingual Sentence Embeddingshttps://aclanthology.org/W19-54352020 WMT Free CC-Aligned No No 2023-11-29 17:19:55 Approved cc_aligned_sent https://github.com/SEACrowd/seacrowd-datahub/issues/160

51 CC100
Indonesian
Javanese

Sundanese
CC100 comprises of monolingual data for 100+ languages and also includes data for romanized languages. This was constructed using the urls and paragraph indices provided by the CC-Net repository by processing January-December 2018 Commoncrawl snapshots. Each file comprises of documents separated by double-newlines and paragraphs within the same document separated by a newline. The data is generated using the open source CC-Net repository.https://data.statmt.org/cc-100/https://huggingface.co/datasets/cc100
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Language Modeling Language multi domain Other (other) Crawling 36,052 0 0 MB 36052 Kata.ai Unsupervised Cross-lingual Representation Learning at Scalehttps://aclanthology.org/2020.acl-main.747/2020 Free Common Crawl No No NusaCrowd carry-over cc100

52 CC3M-35L
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CC3M-35L is created by translating Conceptual Captions 3M (Sharma et al., 2018), originally in English, to the other 34 languages using Google’s machine translation API.CC3M-35L: https://google.github.io/crossmodal-3600/
CC3M: https://ai.google.com/research/ConceptualCaptions/download
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N/A Image-to-Text GenerationLanguage
Vision Multi-domain Creative Commons Attribution 4.0 (cc-by-4.0)Machine-generatedNone

3318333
3318333
3318333
3318333

15840
15840
15840
15840

0 examples 13336692 Google Crossmodal-3600: A Massively Multilingual Multimodal Evaluation Datasethttps://aclanthology.org/2022.emnlp-main.45/2022 EMNLP Free Conceptual Captions 3MNo No 2023-11-15 21:01:27 Approved cc3m_35l https://github.com/SEACrowd/seacrowd-datahub/issues/77

53 CCMatrix The CCMatrix dataset was collected from web crawls and released by Meta. The dataset is constructed based on the margin-based bitext mining which can be applied to monolingual corpora of billions of sentences to produce high quality aligned translation data.https://opus.nlpl.eu/CCMatrix/corpus/version/CCMatrixhttps://huggingface.co/datasets/yhavinga/ccmatrix
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US Language Modeling
Machine Translation Language Web BSD license family (bsd)Crawling Automatic N/A sentence pairs 0 Meta CCMatrix: Mining Billions of High-Quality Parallel Sentences on the WEBhttps://aclanthology.org/2021.acl-long.507/2021 ACL Free No No 2023-12-31 16:30:09 Approved with notes ccmatrix https://github.com/SEACrowd/seacrowd-datahub/issues/514

54 CebuaNER The CebuaNER dataset contains 4000+ news articles that have been tagged by native speakers of Cebuano using the BIO encoding schema for the named entity recognition (NER) task.https://github.com/mebzmoren/CebuaNERceb N/A Named Entity RecognitionLanguage News Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crawling
Expert-generatedManual (full) 2 0.9315 622 77 77 sentences 4258

National University, Philippines
University of Bath
Siliman University
Bicol University

CebuaNER: A New Baseline Cebuano Named Entity Recognition Modelhttps://arxiv.org/abs/2310.00679v12023 PACLIC Free No No 2023-11-04 23:57:15 Approved cebuaner https://github.com/SEACrowd/seacrowd-datahub/issues/23

55 Cendana Cendana is a linguistically annotated corpus that includes some grammatical analyses, such as parts-of-speech, phrases, relations between entities, and meaning representations. Cendana is built using tools developed in the Deep Linguistic Processing with HPSG (DELPHIN) community.https://github.com/davidmoeljadi/INDRA/tree/master/tsdb/gold/Cendana- ind Constituency ParsingLanguage chat GNU General Public License v2.0 (gpl-2.0)Expert-generated 552 0 0 sentences 552 Ferdiant Joshua, Ayu PurwariantiBuilding Cendana: a Treebank for Informal Indonesianhttps://core.ac.uk/download/pdf/286965233.pdf2019 Free Traveloka Conversational CorpusNo No NusaCrowd carry-over cendana

56 chatgpt-malaysian-open-qa
Common Crawl QA
hansard-qa.jsonl
wikipedia-qa.jsonl

Synthetic Malaysian Open QA.

Generated using ChatGPT3.5 on MS Wikipedia, MS Common Crawl and Malaysia Hansard
    - common-crawl-qa.jsonl, 69829 rows
    - hansard-qa.jsonl, 42368 rows
    - wikipedia-qa.jsonl, 44923 rows

https://huggingface.co/datasets/mesolitica/chatgpt-malaysian-open-qahttps://huggingface.co/datasets/mesolitica/chatgpt-malaysian-open-qazlm Malaysia Question Answering Language Web Creative Commons Attribution Non Commercial 2.0 (cc-by-nc-2.0)Machine-generatedAutomatic
69829
42368
44923

examples 157120 Independent
Mesolitica NA 2024 No publication Free MS Wikipedia, MS Common Crawl and Malaysia HansardNo No 2024-03-15 09:59:38 Approved chatgpt_malaysian_open_qahttps://github.com/SEACrowd/seacrowd-datahub/issues/532

57 CLIRMatrix CLIRMatrix is a massively large collection of bilingual and multilingual datasets for Cross-Lingual Information Retrieval extracted automatically from Wikipedia. CLIRMatrix comprises (1) BI-139, a bilingual dataset of queries in one language matched with relevant documents in another language for 139x138=19,182 language pairs, and (2) MULTI-8, a multilingual dataset of queries and documents jointly aligned in 8 different languages.https://github.com/ssun32/CLIRMatrix
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N/A Text Retrieval Language Wikipedia Unknown (unknown)Machine-generatedAutomatic Contact me for data sizeContact me for data sizeContact me for data size documents 0 Johns Hopkins UniversityCLIRMatrix: A massively large collection of bilingual and multilingual datasets for Cross-Lingual Information Retrievalhttps://aclanthology.org/2020.emnlp-main.340/2020 EMNLP Free Wikipedia Yes No 2024-02-02 14:38:54 Approved with notes clir_matrix https://github.com/SEACrowd/seacrowd-datahub/issues/426
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58 CMU Wilderness Multilingual Speech Dataset The CMU Wilderness Multilingual Speech Dataset is a speech dataset of aligned sentences and audio for around 700 different languages. It is based on readings of the New Testement from Bible.is. It provides data to allow building of kaldi ASR models, and Festvox TTS voices in the target languages.http://festvox.org/cmu_wilderness/
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N/A Automatic Speech Recognition
Text-To-Speech Synthesis

Language
Speech Religion Unknown (unknown)

Crawling
Expert-generated
Machine-generated

Automatic 20 utterances 1389443 Carnegie Mellon UniversityCMU Wilderness Multilingual Speech Datasethttps://ieeexplore.ieee.org/document/86835362019 ICASSP Free Bible.is No Yes 2023-12-30 15:37:50 Approved cmu_wilderness https://github.com/SEACrowd/seacrowd-datahub/issues/343

59 COCO Captions ID COCO Captions contains over one and a half million captions describing over 330,000 images. For the training and validation images, five independent human generated captions are be provided for each image. This is an Indonesian version of COCO translated using Google Translate.https://drive.google.com/drive/folders/1rPdSMX_piJVzbEBf4RFX-NClkpkFHM1rind Image-to-Text GenerationLanguage
Vision General Creative Commons Attribution 4.0 (cc-by-4.0)Machine-translated 113,287 5,000 5,000 sentences 123287 Microsoft, Ray Andrew Obaja Sinurat, Ayu PurwariantiPembangkitan Deskripsi Gambar dalam Bahasa Indonesia Dengan Pendekatan Semantic Compositional Networks.https://digilib.itb.ac.id/index.php/gdl/view/400932019 Free No No NusaCrowd carry-over coco_caption_id

60 COCO-35L
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COCO-35L is a machine-generated image caption dataset, constructed by translating COCO Captions (Chen et al., 2015) to the other 34 languages using Google’s machine translation API.https://google.github.io/crossmodal-3600/
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N/A Image-to-Text GenerationLanguage
Vision Multi-domain Creative Commons Attribution 4.0 (cc-by-4.0)Machine-generatedNone

113287
113287
113287
113287

5000
5000
5000
5000

0 examples 473148 Google Crossmodal-3600: A Massively Multilingual Multimodal Evaluation Datasethttps://aclanthology.org/2022.emnlp-main.45/2022 EMNLP Free COCO Captions No No 2023-11-15 21:07:44 Approved coco_35l https://github.com/SEACrowd/seacrowd-datahub/issues/78

61 Code-mixed Sentiment JV-ID
Sentiment Analysis - Javanese

Sentiment Analysis - Indonesian
Machine Translation

Dataset terdiri dari  3.963 kalimat code-mixing dalam bahasa Indonesia dan bahasa Jawa yang dikumpulkan dari twitter. Label dataset terdiri dari 3 kelas sentimen, yaitu: positif, negatif, dan netral. Label sentimen dikumpulkan dengan melakukan anotasi manual  untuk setiap tweet.https://docs.google.com/spreadsheets/d/1mq2VyPEDfXl7K6p5TbRPsaefYwkuy7RQ/edit?usp=sharing&ouid=117177384852624891959&rtpof=true&sd=truejav
ind

Sentiment Analysis
Machine Translation Language Social media Creative Commons Attribution 3.0 (cc-by-3.0)Expert-generated 977 0 0 tweets 977 Universitas IndonesiaCode-mixed sentiment analysis of Indonesian language and Javanese language using Lexicon based approachhttps://iopscience.iop.org/article/10.1088/1742-6596/1869/1/0120842021 Free - No No NusaCrowd carry-over code_mixed_jv_id

62 CodeSwitch-Reddit eng_monolingual
cs This corpus consists of monolingual English and multilingual (English and one other language) posts from country-specific subreddits, including r/indonesia and r/philippines for Southeast Asia. Posts were manually classified whether they contained code-switching or not.https://github.com/ellarabi/CodeSwitch-Reddit?tab=readme-ov-file

eng
ind
tgl

N/A Language Modeling
Code-switching IdentificationLanguage Social media Unknown (unknown)Crowdsourced Manual (full) 3 211707

135703 examples 347410 University of TorontoCodeSwitch-Reddit: Exploration of Written Multilingual Discourse in Online Discussion Forumshttps://aclanthology.org/D19-1484.pdf2019 EMNLP Free Yes No 2024-01-11 11:30:33 Approved codeswitch_reddithttps://github.com/SEACrowd/seacrowd-datahub/issues/356

63 CommonVoice12.0
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The Common Mozilla Voice dataset consists of a unique MP3 and corresponding text file. Many of the 26119 recorded hours in the dataset also include demographic metadata like age, sex, and accent that can help improve the accuracy of speech recognition engines. The dataset currently consists of 17127 validated hours in 104 languages, but more voices and languages are always added.https://commonvoice.mozilla.org/en/datasetshttps://huggingface.co/datasets/mozilla-foundation/common_voice_12_0
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N/A Automatic Speech RecognitionLanguage
Speech General Creative Commons Zero v1.0 Universal (cc0-1.0)Crowdsourced Manual (full)

32148
2475
5040
817

10964
285
3288
761

10964
1302
3647
763

utterances 72454 Mozilla Common Voice: A Massively-Multilingual Speech Corpushttps://aclanthology.org/2020.lrec-1.520/2020 LREC Free upon request No No 2023-11-22 01:26:38 Approved commonvoice_120https://github.com/SEACrowd/seacrowd-datahub/issues/141

64 CoNLL 2017 Shared Task Universal DependenciesUDP-Indonesian
UDP-Vietnamnese CoNLL Universal Dependency Parsinghttps://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-1989ind Indonesia Dependency ParsingLanguage Mixed Creative Commons Attribution 4.0 (cc-by-4.0)Crawling

Machine-generatedAutomatic 5205000
4066000 tokens 9271000 Charles UniversityCoNLL 2017 Shared Task: Multilingual Parsing from Raw Text to Universal Dependencieshttps://aclanthology.org/K17-3001/2017 CoNLL Free No No 2024-04-01 02:15:09 Approved conll2017_udp https://github.com/SEACrowd/seacrowd-datahub/issues/592

65 COPAL test
test_colloquial a novel Indonesian language common sense reasoning dataset. Unlike the previous Indonesian COPA dataset (XCOPA-ID), COPAL-ID incorporates Indonesian local and cultural nuances, and therefore, provides a more natural portrayal of day-to-day causal reasoning within the Indonesian cultural sphere. Professionally written by natives from scratch, COPAL-ID is more fluent and free from awkward phrases, unlike the translated XCOPA-ID. In addition, we present COPAL-ID in both standard Indonesian and in Jakartan Indonesian–a dialect commonly. It consist of premise, choice1, choice2, question, and label just like COPA dataset.https://huggingface.co/datasets/haryoaw/COPALhttps://huggingface.co/datasets/haryoaw/COPALind Jakarta Commonsense ReasoningLanguage Culture & heritage Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generatedAutomatic & Manual (full) 1 3 559 sentences 559

Independent
MBZUAI
Pitik

COPAL-ID: Indonesian Language Reasoning with Local Culture and Nuanceshttps://arxiv.org/pdf/2311.01012v1.pdf2023 Preprint Free No No 2023-11-08 07:34:43 Approved copal https://github.com/SEACrowd/seacrowd-datahub/issues/36

66 CORD Indonesian In this paper, we introduce a novel dataset called CORD, which stands for a Consolidated Receipt Dataset for post-OCR parsing. To the best of our knowledge, this is the first publicly available dataset which includes both box-level text and parsing class annotations. The parsing class labels are provided in two-levels. The eight superclasses include store, payment, menu, subtotal, and total. The eight superclasses are subdivided into 54 subclasses e.g., store has nine subclasses including name, address, telephone, and fax.
Furthermore, it also provides line annotations for the serialization task which is a newly emerging problem as a combination of the two tasks.https://drive.google.com/drive/folders/14OEWr86qotVBMAsWk7lymMytxn5u-kM6https://huggingface.co/datasets/naver-clova-ix/cord-v2ind Optical Character RecognitionLanguage Receipt Creative Commons Attribution 4.0 (cc-by-4.0)Crawling

Expert-generated 800 100 100 receipts 1000 Universal DependenciesCORD: A Consolidated Receipt Dataset for Post-OCR Parsinghttps://openreview.net/pdf?id=SJl3z659UH2019 Free No No NusaCrowd carry-over cord_v2

67 Corpus Crawler Primarily a crawler used to build corpora by following links to publicly accessible web pages known to be written in a certain language; it removes boilerplate and HTML markup; finally, it writes its output into plaintext files. This corpus crawler also includes word lists and token counts for each tokenhttps://github.com/google/corpuscrawler/tree/master
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N/A Word lists Language Religion Apache license 2.0 (apache-2.0)Crawling None N/A words 0 Google N/A 2017 No publication Free No No 2023-12-23 20:50:05 Approved with notes corpus_crawler https://github.com/SEACrowd/seacrowd-datahub/issues/697

68 Corpus of Singapore English Messages (CoSEM)
The CoSEM dataset consists of over 900,000 lines of online messages from the messaging platform WhatsApp collected from personal chat logs of students enrolled in an advanced sociolinguistics class from the National University of Singapore. Messages collected were from 2016 to 2019.

The dataset is in .txt format, where each line of utterance is tagged with a unique identifier that includes its metadata such as line number, year message was sent, and age and nationality of sender.
https://github.com/wdwgonzales/CoSEM/blob/main/Corpus/COSEM_v4_publicrelease_SEP172023.zipeng Singapore Language Modeling Language Social media Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crowdsourced None 1000 utterances 1000 The Chinese University of Hong Kong

University of MichiganThe Corpus of Singapore English Messages (CoSEM)https://onlinelibrary.wiley.com/doi/full/10.1111/weng.125342021 World Englishes Free No No 2023-11-14 15:14:56 Approved cosem https://github.com/SEACrowd/seacrowd-datahub/issues/52

69 CoVoST 2 Indonesian
English With the aim to foster research in massive multilingual ST and ST for low resource language pairs, we release CoVoST 2, a large-scale multilingual ST corpus covering translations from 21 languages into English and from English into 15 languages. This represents the largest open dataset available to date from total volume and language coverage perspective.https://github.com/facebookresearch/covosthttps://huggingface.co/datasets/covost2ind

eng Speech-to-Text TranslationSpeech
Language

Banking
General Creative Commons Zero v1.0 Universal (cc0-1.0)Crawling

Expert-translated 1 1 1 hours 3 Computer Science Department, Rensselaer Polytechnic InstituteCoVoST 2 and Massively Multilingual Speech-to-Text Translationhttps://arxiv.org/pdf/2007.10310.pdf2020 Free CoVo, Tatoeba No No NusaCrowd carry-over covost2

70 CreoleRC CreoleRC is a subset created by the CreoleVal paper. Relation classification (RC) aims to identify semantic associations between entities within a text, essential for applications like knowledge base completion and question answering. The dataset is sourced from Wikipedia and manually annotated. CreoleRC contains 5 creoles, but SEACrowd is interested specifically in the Chavacano subset.https://github.com/hclent/CreoleVal/tree/main/nlu/relation_classificationcbk N/A Relation Extraction Language General
Wikipedia Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling Manual (full) 97 relations 97 Aalborg UniversityCreoleVal: Multilingual Multitask Benchmarks for Creoleshttps://arxiv.org/abs/2310.195672023 Preprint Free Wikipedia No No 2023-12-23 18:23:19 Approved creole_rc https://github.com/SEACrowd/seacrowd-datahub/issues/222

71 Cross-Lingual Data Augmentation For Thai QA

th_fasttext_aug
th_llm_gec_aug

th_llm_paraphrase_aug
th_ltw2v_aug

th_qcpg_0.2_aug
th_qcpg_0.2_llm_gec_aug

th_qcpg_0.5_aug
th_qcpg_0.5_llm_gec_aug

th_qcpg_0.8_aug
th_qcpg_0.8_llm_gec_aug

th_thai2fit_aug
th_thai2trans_aug
th_wordnet_aug

en_aug
en_llm_gec_aug

en_llm_paraphrase_aug
en_qcpg_0.2_aug

en_qcpg_0.2_llm_gec_aug
en_qcpg_0.5_aug

en_qcpg_0.5_llm_gec_aug
en_qcpg_0.8_aug

en_qcpg_0.8_llm_gec_aug

This paper presents an innovative data augmentation framework with data quality control designed to enhance the robustness of Question Answering (QA) models in low-resource languages, particularly Thai. Recognizing the challenges posed by the scarcity and quality of training data, we leverage data augmentation techniques in both monolingual and cross-lingual settings. Our approach augments and enriches the original dataset, thereby increasing its linguistic diversity and robustness. We evaluate the robustness of our framework on Machine Reading Comprehension, and the experimental results illustrate the potential of data augmentation to effectively increase training data and improve model generalization in low-resource language settings, offering a promising direction for the data augmentation manner.https://github.com/parinzee/cross-lingual-data-augmentation-for-thai-qahttps://huggingface.co/datasets/parinzee/claq-qa-thai-datasettha
eng Thailand Question Answering Language
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MIT (mit) Expert-generatedManual (full)
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16980
16980
16980
16980
16980
16980

examples 373560 Independent
VISTEC Cross-Lingual Data Augmentation For Thai Question-Answeringhttps://aclanthology.org/2023.genbench-1.16/2023 EMNLP Free iapp-wiki-qa, tydiqa, xquad, thaiqaNo No 2024-01-06 11:43:26 Approved cross_lingual_augmented_thai_qahttps://github.com/SEACrowd/seacrowd-datahub/issues/704

72 Cross-lingual Outline- based Dialogue (COD)Indonesian
Cross-lingual Outline-based Dialogue dataset (termed COD) enables natural language under-
standing, dialogue state tracking, and end-to-end dialogue modelling and evaluation in 4
diverse languages: Arabic, Indonesian, Russian, and Kiswahili. The data covers multi domain instances, e.g., bank, travel, weather, movies, music.

https://github.com/cambridgeltl/COD ind Dialogue System Language multi-domain Unknown (unknown)Machine-translated
Expert-translated 0 92 102 dialogues 194 - Cross-Lingual Dialogue Dataset Creation via Outline-Based Generationhttps://arxiv.org/abs/2201.134052022 Free English Schema- Guided Dialogue (SGD) datasetNo No NusaCrowd carry-over cod

73 CrossSum
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This is a large-scale cross-lingual summarization dataset containing article-summary samples in 1,500+ language pairs, which includes pairs with the Burmese, Indonesian and Vietnamese languages. Articles in the first language are assigned summaries in the second language.https://drive.google.com/file/d/11yCJxK5necOyZBxcJ6jncdCFgNxrsl4m/viewhttps://huggingface.co/datasets/csebuetnlp/CrossSum
ind
vie

mya
N/A Cross-lingual Abstractive SummarizationLanguage News articles Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crowdsourced Automatic & Manual (partial)

615
3832
615
360
3832
360

76
479
76
45
479
45

76
479
76
45
479
45

article-summary pairs 12014

Bangladesh University of Engineering and Technology
Monash University Indonesia
University of California
Swinburne University of Technology

CrossSum: Beyond English-Centric Cross-Lingual Summarization for 1,500+ Language Pairshttps://aclanthology.org/2023.acl-long.143.pdf2023 ACL Free XL-Sum No No 2024-01-23 17:32:54 Approved crosssum https://github.com/SEACrowd/seacrowd-datahub/issues/396

74 CUB Bahasa Semi-translated dataset of CUB-200-2011 into Indonesian. This dataset contains thousands of image-text annotation pairs of 200 subcategories belonging to birds. The natural language descriptions are collected through the Amazon Mechanical Turk (AMT) platform and are required at least 10 words, without any information on subcategories and actions.https://github.com/share424/Indonesian-Text-to-Image-synthesis-with-Sentence-BERT-and-FastGAN/tree/masterind N/A Image-to-Text GenerationLanguage
Vision Birds Unknown (unknown)Machine-generatedManual (partial) 8855 2933 N/A images 11788 Bandung Institute of TechnologyIndonesian Text-to-Image Synthesis with Sentence-BERT and FastGANhttps://arxiv.org/abs/2303.145172023 Preprint Free CUB-200-2011 (Caltech-UCSD Birds-200-2011)No No 2023-11-15 23:07:41 Approved cub_bahasa https://github.com/SEACrowd/seacrowd-datahub/issues/68

75 CulturaX
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CulturaX is a comprehensive multilingual dataset comprising 6.3 trillion tokens across 167 languages, designed for large language model development. It incorporates an advanced cleaning and deduplication process, including language identification and fuzzy deduplication with MinHash, to ensure high-quality data for model training. The dataset, which spans 16TB in parquet format and 27TB when unpacked, is a combination of the latest mC4 and OSCAR corpora, emphasizing non-English languages to support multilingual model training. For data cleaning validation, CulturaX employs a SentencePiece tokenizer and KenLM language models, utilizing recent Wikipedia dumps for perplexity scoring.https://huggingface.co/datasets/uonlp/CulturaXhttps://huggingface.co/datasets/uonlp/CulturaX
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documents 149598921 University of Oregon
Adobe Research CulturaX: A Cleaned, Enormous, and Multilingual Dataset for Large Language Models in 167 Languageshttps://arxiv.org/abs/2309.094002023 Preprint Free upon requestmC4 and OSCARYes No 2023-11-16 15:24:49 Approved culturax https://github.com/SEACrowd/seacrowd-datahub/issues/84

76 CulturaY CulturaY: A Large Cleaned Multilingual Dataset of 75 Languages
From the team that brought you CulutraX, we present CulturaY, another substantial multilingual dataset of 15TB (uncompressed)/3TB (zstd-compressed) that applies the same dataset cleaning methodology to the HPLT v1.1 dataset. Please note that HPLT v1.2 has also been released and is an alternative verison with different cleaning methodolgies. This data was used in part to train our SOTA Vietnamese model: Vistral-7B-Chat.https://huggingface.co/datasets/ontocord/CulturaYhttps://huggingface.co/datasets/ontocord/CulturaY
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N/A Language Modeling Language Mixed Creative Commons Attribution 4.0 (cc-by-4.0)Crawling
Crowdsourced Automatic

16330227
8473141
4888894
4493567
575221
513729

documents 35274779 Independent CulturaY: A Large Cleaned Multilingual Dataset of 75 Languageshttps://huggingface.co/datasets/ontocord/CulturaY2024 No publication Free No No 2024-03-16 11:37:17 Approved culturay https://github.com/SEACrowd/seacrowd-datahub/issues/535

77 Customer Review (Natasha Skincare) This dataset is collected from tweet costumer review from Natasha Skincare. This dataset contain of label emotion (joy, sad, angry, fear, disgust, surprise, or no emotion).https://drive.google.com/file/d/1D1pHX7CxrI-eIl2bAvIp1bWQeucyUGw0/view?usp=sharingind Emotion ClassificationLanguage Social media Unknown (unknown)Crawling
Expert-generated 87,120 37,143 37,143 tweets 161406 Tweet @NatashaSkinCareCLASSIFICATION OF CUSTOMERS EMOTION USING NAÏVE BAYES  CLASSIFIER  (Case Study: Natasha Skin Care)https://jurnal.uns.ac.id/itsmart/article/viewFile/17328/150822017 Free No No NusaCrowd carry-over sentiment_nathasa_review

78 CVSS Indonesian We introduce CVSS, a massively multilingual-to-English speech-to-speech translation (S2ST) corpus, covering sentence-level parallel S2ST pairs from 21 languages into English. CVSS is derived from the Common Voice (Ardila et al., 2020) speech corpus and the CoVoST 2 (Wang et al., 2021b) speech-to-text translation (ST) corpus, by synthesizing the translation text from CoVoST 2 into speech using state-of-the-art TTS systems. Two versions of translation speech in English are provided: 1) CVSS-C: All the translation speech is in a single high-quality canonical voice; 2) CVSS-T: The translation speech is in voices transferred from the corresponding source speech. In addition, CVSS provides normalized translation text which matches the pronunciation in the translation speech.https://github.com/google-research-datasets/cvssind Speech-to-Speech TranslationLanguage General Creative Commons Attribution 4.0 (cc-by-4.0)Crowdsourced
Expert-translated 3 2 2 hours 6.3 IR-NLP Lab Fasilkom UICVSS Corpus and Massively Multilingual Speech-to-Speech Translationhttps://arxiv.org/pdf/2201.03713.pdf2022 Free  Common Voice, CoVoST 2 NusaCrowd carry-over cvss

79 DaMuEL DaMuEL is a large multilingual dataset (with 53 languages) for Entity Linking that is derived from Wikipedia. The dataset comes in a JSONL format and includes 7 NER entity types (PER, ORG, LOC, EVENT, BRAND, WORK_OF_ART and MANUFACTURED). Morphological information is also made available through UDPipe.https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-5047ind
vie N/A

Entity Linking
POS Tagging
Morphological Inflections
Named Entiy Recognition

Language Wikipedia Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling
Machine-generatedNone 273800000 tokens 273800000 Charles UniversityDaMuEL: A Large Multilingual Dataset for Entity Linkinghttps://arxiv.org/pdf/2306.09288.pdf2023 Preprint Free No No 2024-01-16 12:05:11 Approved damuel https://github.com/SEACrowd/seacrowd-datahub/issues/705

80 DeepLontar DeepLontar is a dataset for handwritten Balinese character detection and syllable recognition on the Lontar manuscript. It consists of 600 images of the Balinese Lontar manuscript and was built through the process of acquisition (200 original images), data generation (400 augmented images), data annotation, and expert validation. Annotations were conducted to label each character resulting in more than 100,000 characters in 55 character classes. Additionally, this dataset has been tested on the detection and recognition process of Balinese characters using the YOLOv4 model, which produce a detection performance with mean average precision (mAP) of up to 99.55% with precision, recall, and F1-score are 99%, 100%, and 99%, respectively.https://doi.org/10.6084/m9.figshare.20103803.v2ban Bali, Indonesia Optical Character RecognitionLanguage
Vision Culture & heritage Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generatedManual (full) 520 N/A 80 images 600

Institut Teknologi Sepuluh Nopember
Universitas Udayana
Universitas Hindu Negeri I Gusti Bagus Sugriwa
Institut Bisnis dan Teknologi Indonesia

DeepLontar dataset for handwritten Balinese character detection and syllable recognition on Lontar manuscripthttps://www.nature.com/articles/s41597-022-01867-52022 Nature Free Lontar manuscript collected from libraries at universities in BaliNo No 2023-12-23 17:47:56 Approved with notes deep_lontar https://github.com/SEACrowd/seacrowd-datahub/issues/696

81 Dengue Filipino Benchmark dataset for low-resource multiclass classification, with 4,015 training, 500 testing, and 500 validation examples, each labeled as part of five classes. Each sample can be a part of multiple classes. Collected as tweets.https://huggingface.co/datasets/dengue_filipinohttps://huggingface.co/datasets/dengue_filipinofil Phillipines Text Classification Language Social media Unknown (unknown)Crowdsourced Automatic & Manual (full) 4015 500 500 tweets 5015 De La Salle University ManilaIntelligent Dengue Infoveillance Using Gated Recurrent Neural Learning and Cross-Label Frequencieshttps://ieeexplore.ieee.org/document/84599632018 ICA Free No No 2023-11-20 01:58:20 Approved with notes dengue_filipino https://github.com/SEACrowd/seacrowd-datahub/issues/140

82 Duolingo STAPLE 2020 aws_baseline
gold This dataset is provided by Duolingo for their Simultaneous Translation and Paraphrase for Language Education (STAPLE) shared task in 2020. It contains English prompts and corresponding sets of plausible translations in five other languages, including Vietnamese. Each prompt is provided with a baseline automatic reference translation from Amazon, as well as some accepted translations with corresponding user response rates used for task scoring.https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/38OJR6eng

vie N/A Machine Translation
Paraphrasing Language Conversational Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Crowdsourced

Machine-translatedAutomatic & Manual (full) 3500 500 500 sentences 4500 Duolingo Simultaneous Translation And Paraphrase for Language Educationhttps://aclanthology.org/2020.ngt-1.28.pdf2020 ACL Free upon request No No 2024-03-07 08:03:25 Approved duolingo_staple_2020https://github.com/SEACrowd/seacrowd-datahub/issues/522
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https://google.github.io/crossmodal-3600/
https://aclanthology.org/2022.emnlp-main.45/
https://github.com/SEACrowd/seacrowd-datahub/issues/78
https://docs.google.com/spreadsheets/d/1mq2VyPEDfXl7K6p5TbRPsaefYwkuy7RQ/edit?usp=sharing&ouid=117177384852624891959&rtpof=true&sd=true
https://iopscience.iop.org/article/10.1088/1742-6596/1869/1/012084
https://github.com/ellarabi/CodeSwitch-Reddit?tab=readme-ov-file
https://aclanthology.org/D19-1484.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/356
https://commonvoice.mozilla.org/en/datasets
https://huggingface.co/datasets/mozilla-foundation/common_voice_12_0
https://aclanthology.org/2020.lrec-1.520/
https://github.com/SEACrowd/seacrowd-datahub/issues/141
https://github.com/SEACrowd/seacrowd-datahub/issues/141
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-1989
https://aclanthology.org/K17-3001/
https://github.com/SEACrowd/seacrowd-datahub/issues/592
https://huggingface.co/datasets/haryoaw/COPAL
https://huggingface.co/datasets/haryoaw/COPAL
https://arxiv.org/pdf/2311.01012v1.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/36
https://drive.google.com/drive/folders/14OEWr86qotVBMAsWk7lymMytxn5u-kM6
https://huggingface.co/datasets/naver-clova-ix/cord-v2
https://openreview.net/pdf?id=SJl3z659UH
https://github.com/google/corpuscrawler/tree/master
https://github.com/SEACrowd/seacrowd-datahub/issues/697
https://github.com/wdwgonzales/CoSEM/blob/main/Corpus/COSEM_v4_publicrelease_SEP172023.zip
https://onlinelibrary.wiley.com/doi/full/10.1111/weng.12534
https://github.com/SEACrowd/seacrowd-datahub/issues/52
https://github.com/facebookresearch/covost
https://huggingface.co/datasets/covost2
https://arxiv.org/pdf/2007.10310.pdf
https://github.com/hclent/CreoleVal/tree/main/nlu/relation_classification
https://arxiv.org/abs/2310.19567
https://github.com/SEACrowd/seacrowd-datahub/issues/222
https://github.com/parinzee/cross-lingual-data-augmentation-for-thai-qa
https://huggingface.co/datasets/parinzee/claq-qa-thai-dataset
https://aclanthology.org/2023.genbench-1.16/
https://github.com/SEACrowd/seacrowd-datahub/issues/704
https://github.com/cambridgeltl/COD
https://arxiv.org/abs/2201.13405
https://drive.google.com/file/d/11yCJxK5necOyZBxcJ6jncdCFgNxrsl4m/view
https://huggingface.co/datasets/csebuetnlp/CrossSum
https://aclanthology.org/2023.acl-long.143.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/396
https://github.com/share424/Indonesian-Text-to-Image-synthesis-with-Sentence-BERT-and-FastGAN/tree/master
https://arxiv.org/abs/2303.14517
https://github.com/SEACrowd/seacrowd-datahub/issues/60
https://google.com
https://huggingface.co
https://arxiv.org/abs/2309.09400
https://github.com/SEACrowd/seacrowd-datahub/issues/83
https://huggingface.co/datasets/ontocord/CulturaY
https://huggingface.co/datasets/ontocord/CulturaY
https://huggingface.co/datasets/ontocord/CulturaY
https://github.com/SEACrowd/seacrowd-datahub/issues/535
https://drive.google.com/file/d/1D1pHX7CxrI-eIl2bAvIp1bWQeucyUGw0/view?usp=sharing
https://jurnal.uns.ac.id/itsmart/article/viewFile/17328/15082
https://github.com/google-research-datasets/cvss
https://arxiv.org/pdf/2201.03713.pdf
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-5047
https://arxiv.org/pdf/2306.09288.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/705
https://doi.org/10.6084/m9.figshare.20103803.v2
https://www.nature.com/articles/s41597-022-01867-5
https://github.com/SEACrowd/seacrowd-datahub/issues/696
https://huggingface.co/datasets/dengue_filipino
https://huggingface.co/datasets/dengue_filipino
https://ieeexplore.ieee.org/document/8459963
https://github.com/SEACrowd/seacrowd-datahub/issues/140
https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/38OJR6
https://aclanthology.org/2020.ngt-1.28.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/522
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83 eBible Curated corpus of parallel data derived from versions of the Bible provided by eBible.org. The Bibles in this repository contain only the verse text. All other text (introductory paragraphs, comments, footnotes, etc) have been removed.https://github.com/BibleNLP/ebible/tree/mainhttps://huggingface.co/datasets/bible-nlp/biblenlp-corpus
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N/A Language Modeling
Machine Translation Language Religion Creative Commons Attribution Non Commercial No Derivatives 4.0 (cc-by-nc-nd-4.0)Crawling

Expert-generatedNone N/A sentences 0 University of Southern California (USC)N/A 2022 No publication Free No No 2023-12-26 14:47:13 Approved ebible https://github.com/SEACrowd/seacrowd-datahub/issues/700

84 EmoT (IndoNLU Split) EmoT is an emotion classification dataset collected from the social media platform Twitter. The dataset consists of around 4000 Indonesian colloquial language tweets, covering five different emotion labels: anger, fear, appiness, love, and sadness.https://github.com/IndoNLP/indonlu/tree/master/dataset/emot_emotion-twitterhttps://huggingface.co/datasets/indonluind Emotion ClassificationLanguage social media Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generated 3,521 440 442 sentence pairs 4403 Tokyo Institute of TechnologyEmotion classification on indonesian
twitter dataset. https://ieeexplore.ieee.org/document/86292622018 Free Twitter No No NusaCrowd carry-over emot

85 EmotCMT
EmotCMT is a Indonesian-English code-switching data collected from Twitter for emotion classification task.

https://thesai.org/Downloads/Volume12No11/Paper_77-Normalisation_of_Indonesian_English_Code_Mixed_Text.pdf
https://github.com/ir-nlp-csui/CodeMixedEmotionind

eng Emotion ClassificationLanguage Social media Unknown (unknown)Crawling
Expert-generated 582 0 0 sentences 582 FMIPA Universitas Gadjah MadaNormalisation of Indonesian-English Code-Mixed Text and its Effect on Emotion Classificationhttps://thesai.org/Downloads/Volume12No11/Paper_77-Normalisation_of_Indonesian_English_Code_Mixed_Text.pdf2021 Free Normalization of indonesian-english code-mixed twitter dataNo No NusaCrowd carry-over emotcmt

86 EMoTES-3K Tagalog
English This dataset features examples of commonsense morality in both English and Filipino, complete with reasoning justificationshttps://huggingface.co/datasets/NLPinas/EMoTES-3Khttps://huggingface.co/datasets/NLPinas/EMoTES-3Ktgl

eng
Philippines
Philippines Commonsense ReasoningLanguage Ethics Apache license 2.0 (apache-2.0)Expert-generatedManual (full) 2905

2905 examples 5810 Independent
University of the Philippines DilimanEmotion-based Morality in Tagalog and English Scenarios (EMoTES-3K): A Parallel Corpus for Explaining (Im)morality of Actionshttps://rootroo.com/downloads/nlp4dh_iwclul_proceedings.pdf2023 NLP4DH Free No No 2023-12-22 15:05:28 Approved emotes_3k https://github.com/SEACrowd/seacrowd-datahub/issues/340

87 Emotion Indonesian Public Opinion The dataset is formed from Indonesian tweet containing six emotion values, namely anger, fear, joy, love, sad, and neutral. The total data in this dataset is 7,080 and it is fully cleaned and fully annotated. Each label has a varied amount of data distribution, including 1,130 data for anger, 911 data for fear, 1,275 data for joy, 760 data for love, 1,003 data for sad, and 2,001 data for neutral.https://github.com/Ricco48/Emotion-Dataset-from-Indonesian-Public-Opinionind Emotion ClassificationLanguage Social media Creative Commons Attribution Non Commercial No Derivatives 4.0 (cc-by-nc-nd-4.0)Expert-generated
Expert-translated 7,080 0 0 tweets 7080 Ahmad Izzan Emotion dataset from Indonesian public opinionhttps://www.sciencedirect.com/science/article/pii/S23523409220065882022 Free Twitter No No NusaCrowd carry-over emotion_id_opinion

88 ETOS ETOS (Ejaan oTOmatiS) is a dataset for automatic spelling correction for formal Indonesian text. It consists of 200 sentences with each sentence contains at least one typo. It has 4,323 tokens with 288 of them are non-word errors.https://github.com/ir-nlp-csui/etos ind Indonesia POS Tagging Language General GNU Affero General Public License v3.0 (agpl-3.0)Crawling
Expert-generatedManual (full) 200 sentences 200 University of IndonesiaA Comparison of Distributed, PAM, and Trie Data Structure Dictionaries in Automatic Spelling Correction for Indonesian Formal Texthttps://ieeexplore.ieee.org/document/100530622022 ISRITI Free No No 2024-01-08 18:18:12 Approved etos https://github.com/SEACrowd/seacrowd-datahub/issues/354

89 FacQA The goal of the FacQA dataset is to find the answer to a question from a provided short passage from a news article . Each row in the FacQA dataset consists of a question, a short passage, and a label phrase, which can be found inside the corresponding short passage. There are six categories of questions: date, location, name, organization, person, and quantitative.https://github.com/IndoNLP/indonlu/tree/master/dataset/facqa_qa-factoid-itbhttps://huggingface.co/datasets/indonluind Question Answering Language news articles Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generated 2,495 311 311 documents 3117 Louis Owen A Machine Learning Approach for
Indonesian Question Answering Systemhttps://www.researchgate.net/publication/221173808_A_machine_learning_approach_for_indonesian_question_answering_system2007 Free Wikipedia No No NusaCrowd carry-over facqa

90 Fake News Filipino Fake news articles were sourced from online sites that were tagged as fake news sites by the non-profit independent media fact-checking organization Verafiles and the National Union of Journalists in the Philippines (NUJP). Real news articles were sourced from mainstream news websites in the Philippines, including Pilipino Star Ngayon, Abante, and Bandera.https://github.com/jcblaisecruz02/Tagalog-fake-newshttps://huggingface.co/datasets/fake_news_filipinofil Phillipines Hoax Detection Language News Unknown (unknown)Expert-generatedManual (full) 2244 0 962 documents 3206 De La Salle University ManilaLocalization of Fake News Detection via Multitask Transfer Learninghttps://aclanthology.org/2020.lrec-1.316/2019 LREC Free No No 2023-11-20 01:52:54 Approved fakenews_ph https://github.com/SEACrowd/seacrowd-datahub/issues/107

91 Filipino Age-of-Acquisition Words The dataset contains 885 Filipino words derived from an age-of-acquisition participant study. The words are derived child-directed corpora using pre-specified linguistic criteria. Each word in the corpora contains information about its meaning, part-of-speech (POS), age band, morpheme count, syllable length, phoneme length, and the level of book it was derived from. The dataset can be used for lexical complexity prediction, lexical simplification, and readability assessment research.https://osf.io/j42g7 fil Philippines Machine Translation Language General Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generated
Machine-generatedAutomatic N/A tokens 0 University of Oxford

University of the PhilippinesTalkTogether Age-of-Acquisition Word Lists for 885 Filipino Wordshttps://osf.io/gnjmr 2021 Technical Report Free upon request No No 2023-11-16 22:43:36 Approved filipino_words_aoahttps://github.com/SEACrowd/seacrowd-datahub/issues/94

92 Filipino Gay Language (Swardspeak) The dataset contains 4000+ Filipino tweets in gay language or lingo also called swardspeak in slang terminology. The tweet dataset was collected from February 2013 to November 2014 using the following commonly used gay words as filters:  jinet ("hot"), ditey ("here"), imbyerna ("annoying"), etc. The original paper makes use of the corpus to develop a gay language translator to understand the meaning of phrases using gay words in Filipino.https://github.com/imperialite/Philippine-Languages-Online-Corpora/tree/master/Tweets/Gay%20languagefil Philippines Language Modeling Language General
Mixed Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling None N/A tweets 0 National University, PhilippinesWitchebelles Anata Magcharot kay Mudra na Nagsusuba si Akech: Developing a Rule-based Unidirectional Beki Lingo to Filipino Translatorhttps://national-u.edu.ph/wp-content/uploads/2016/08/Witchebelles-Anata-Magcharot-kay-Mudra-na-Nagsusuba-si-Akech-Developing-a-Rule-based-Unidirectional-Beki-Lingo-to-Filipino-Translator.pdf2016 NU Journal of Sciences, Technology and Arts Research (JSTAR)Free upon request No No 2023-11-15 06:07:20 Approved filipino_gay_lang https://github.com/SEACrowd/seacrowd-datahub/issues/66

93 Filipino Hate Speech Tiktok - Text
The dataset contains annotated hate speech from transcribed Tiktok videos, mostly in Taglish (codemixed Tagalog and Cebuano) collected via an unofficial Tiktok API. Most of the domain and context of the videos are related to politics and general elections in the Philippines.

Labeling: 0 - no hate speech, 1 - recognized hate speech
https://github.com/imperialite/filipino-tiktok-hatespeech/tgl

eng Philippines Hate Speech DetectionLanguage Election
Politics Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling Manual (full) 3 0.75 10038 4246 4254 comments 18538 National University, PhilippinesA BERT-based Hate Speech Classifier from Transcribed Online Short-Form Videoshttps://dl.acm.org/doi/abs/10.1145/3485768.34858062021 ICSET Free upon request No Yes 2023-11-15 05:51:19 Approved filipino_hatespeech_tiktokhttps://github.com/SEACrowd/seacrowd-datahub/issues/65

94 Filipino Product Reviews (Lazada) The dataset contains over 900+ weakly annotated Filipino reviews scraped from the Lazada Philippines platform. Each review is associated with a five star point rating where one is the lowest and five is the highest.https://github.com/EricEchemane/Filipino-Tagalog-Product-Reviews-Sentiment-Analysis/tree/main/datafil Philippines Sentiment Analysis Language Reviews
Social media Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Crawling Automatic N/A paragraphs 0 Independent No paper associated.https://github.com/EricEchemane/Filipino-Tagalog-Product-Reviews-Sentiment-Analysis/tree/main2022 No publication Free No No 2023-11-19 09:01:24 Approved lazada_review_filipinohttps://github.com/SEACrowd/seacrowd-datahub/issues/104

95 Filipino Slang Spelling Normalization This dataset contains 398 abbreviated and/or contracted Filipino words used in Facebook comments made on weather advisories from a Philippine weather bureau. Each word contains three "correct" versions provided by three undergraduate volunteers.https://github.com/ljyflores/efficient-spelling-normalization-filipinofil Philippines Lexical NormalizationLanguage Conversational
Social media Unknown (unknown)Expert-generatedManual (full) 3 0.838 17965 993 1007 examples 19965 Yale University Look Ma, Only 400 Samples! Revisiting the Effectiveness of Automatic N-Gram Rule Generation for Spelling Normalization in Filipinohttps://aclanthology.org/2022.sustainlp-1.5/2022 EMNLP Free No No 2023-11-01 10:58:50 Approved filipino_slang_normhttps://github.com/SEACrowd/seacrowd-datahub/issues/15

96 FilWordNet Filipino WordNet (FilWordNet) is a lexical database of Filipino language. It was derived from the Princeton WordNet and translated by humans to Filipino. It documents 13,539 unique words and 9,519 synsets. Each synset includes the definition, part-of-speech, word senses, and Suggested Upper Merged Ontology terms (SUMO terms).https://drive.google.com/file/d/1E_4pYqvT3WkdT52Gv7jo4gjd6EEBdPP3/view?usp=sharingfil Philippines Wordnet Language wordnet Unknown (unknown)Crowdsourced Manual (full) 15929 instances 15929 De La Salle UniversityIntroducing Filipino Wordnethttps://www.researchgate.net/publication/228938676_Introducing_Filipino_WordNet2010 Global Wordnet ConferenceFree upon requestPrinceton WordNetNo No 2024-01-05 13:51:29 Approved filwordnet https://github.com/SEACrowd/seacrowd-datahub/issues/353

97 Fleurs

Fleurs Burmese
Fleurs Cebuano
Fleurs Filipino

Fleurs Indonesian
Fleurs Javanese

Fleurs Khmer
Fleurs Lao

Fleurs Malay
Fleurs Thai

Fleurs Vietnamese

Fleurs dataset is a part of XTREME-S benchmark to evaluate universal cross-lingual speech representations in many languages. Fleurs is used for two tasks: automatic speech recognition and speech classification. Fleurs covers 10 language native to Southeast Asian and other 3 major languages mostly spoken in few of Southeast Asia countries (Mandarin Chinese, Portuguese, and Tamil).https://huggingface.co/datasets/google/xtreme_shttps://huggingface.co/datasets/google/xtreme_s
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Multiple countries Automatic Speech Recognition
Spoken Language IdentificationSpeech Wikipedia Creative Commons Attribution 4.0 (cc-by-4.0)Crowdsourced None
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sentences 20090 Google XTREME-S: Evaluating Cross-lingual Speech Representationshttps://www.isca-speech.org/archive/interspeech_2022/conneau22_interspeech.html2022 Interspeech Free Flores-200 No No 2023-11-07 04:19:40 Approved fleurs https://github.com/SEACrowd/seacrowd-datahub/issues/31

98 FLORES-200
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The creation of FLORES-200 doubles the existing language coverage of FLORES-101. Given the nature of the new languages, which have less standardization and require more specialized professional translations, the verification process became more complex. This required modifications to the translation workflow. FLORES-200 has several languages which were not translated from English. Specifically, several languages were translated from Spanish, French, Russian and Modern Standard Arabic. Moreover, FLORES-200 also includes two script alternatives for four languages.https://github.com/facebookresearch/flores/blob/main/flores200/README.md
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N/A Machine Translation Language
News articles

Wikipedia
Wikidata

Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Crawling
Expert-generatedAutomatic & Manual (partial) 2 1 N/A 997 1012 sentence pairs 2009 Meta The FLORES-101 Evaluation Benchmark for Low-Resource and Multilingual Machine Translationhttps://arxiv.org/abs/2106.031932022 TACL Free Yes No 2023-11-12 17:34:06 Approved flores200 https://github.com/SEACrowd/seacrowd-datahub/issues/46

99 FSL-105 FSL-105 is a video dataset for 105 different Filipino Sign Language (FSL) signs. Each sign is categorized into one of 10 categories and is each represented by approximately 20 four-second video samples. Signs were performed by adult deaf FSL signers on a blank blue background and reviewed by an FSL expert.https://data.mendeley.com/datasets/48y2y99mb9/2pspManila, National Capital Region, PhilippinesVideo-to-Text Retrieval
Video Captioning Vision Conversational Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generatedManual (full) 68 27 55 examples 150 De La Salle UniversityRecognizing Filipino Sign Language with InceptionV3, LSTM, and GRUhttps://ieeexplore.ieee.org/document/101092842022 Institute of Electrical and Electronics EngineersFree No No 2023-11-01 08:15:14 Approved fsl_105 https://github.com/SEACrowd/seacrowd-datahub/issues/13

100 FTC-200 (SIB-200)
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SIB-200 is a topic classification data set covering 200 languages and derived from Flores-200 machine translation corpus. The English subset of Flores-200 was annotated with topic labels and those labels were projected onto the parallel instances belonging to the remaining 203 languages covered in the corpus. In initial baseline experiments on SIB-200, languages unseen during pre-training of multilingual LMs, under-represented language families, and languages from regions of Africa, Americas, Oceania, and SEA often had the lowest performance. Note that, after annotation, topic categories with less than 80 sentences were removed from the final classification dataset.https://github.com/dadelani/sib-200https://huggingface.co/datasets/Davlan/sib200
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N/A Text Classification Language

Health
Politics
Sports
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travel
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Entertainment

Apache license 2.0 (apache-2.0)Expert-generated
Machine-generatedManual (partial) 4 0.44
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485936 examples 22088

Amazon
Masakhane
University College London
University of Toronto
Saarland University
University of Ontario Institute of Technology

SIB-200: A Simple, Inclusive, and Big Evaluation Dataset for Topic Classification in 200+ Languages and Dialectshttps://arxiv.org/pdf/2309.07445v1.pdf2023 Preprint Free Flores-200 No No 2023-12-27 04:53:20 Approved sib200 https://github.com/SEACrowd/seacrowd-datahub/issues/266

101 GATITOS
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The GATITOS (Google's Additional Translations Into Tail-languages: Often Short) dataset is a high-quality, multi-way parallel dataset of tokens and short phrases. This dataset consists in 4,000 English segments (4,500 tokens) that have been translated into each of 173 languages, 170 of which are low-resource, 23 are spoken in Southeast Asia. This dataset contains primarily short segments: 93% single tokens, and only 23 sentences (0.6%) have over 5 tokens. As such it is best thought of as a multilingual lexicon, rather than a parallel training corpus. The source text is frequent words in the English Language, along with some common phrases and short sentences. Care has been taken to ensure that they include good coverage of numbers, months, days of the week, swadesh words, and names of the languages themselves (including the endonym).https://github.com/google-research/url-nlp/blob/main/gatitos/README.md
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N/A Machine Translation Language Mixed Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generatedNone 4000 sentence pairs 4000 Google Bilex Rx: Lexical Data Augmentation for Massively Multilingual Machine Translationhttps://arxiv.org/abs/2303.152652023 EMNLP Free No No 2023-11-28 15:42:12 Approved gatitos https://github.com/SEACrowd/seacrowd-datahub/issues/147

102 generated_reviews_enth This dataset (referred to as generated_reviews_yn in scb-mt-en-th-2020) are English product reviews generated by CTRL, translated by Google Translate API and annotated as accepted or rejected (correct) based on fluency and adequacy of the translation by human annotators. This allows it to be used for English-to-Thai translation quality esitmation (binary label), machine translation, and sentiment analysis. For SEACrowd, we use data with correct = 1.https://github.com/vistec-ai/generated_reviews_enththa
eng N/A Machine Translation Language Reviews Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Machine-generatedManual (full) 42073 4772 5245 sentence pairs 52090 Vistec-AI SCB-MT-EN-TH-2020: A LARGE ENGLISH-THAI PARALLEL CORPUShttps://arxiv.org/pdf/2007.03541.pdf2020 Preprint Free No No 2023-11-17 14:29:22 Approved with notes generated_review_enthhttps://github.com/SEACrowd/seacrowd-datahub/issues/392

103 GKLMIP Khmer News Dataset The GKLMIP Khmer News Dataset is scraped from the Voice of America Khmer website. The news articles in the dataset are categorized into 8 categories: culture, economics, education, environment, health, politics, rights and science.https://github.com/GKLMIP/Pretrained-Models-For-Khmerkhm N/A Topic Classification Language News Unknown (unknown)Crawling None 4296 1434 1436 documents 7166 Guangdong University of Foreign Studies, ChinaPretrained Models and Evaluation Data for the Khmer Languagehttps://ieeexplore.ieee.org/document/96454412021 Tsinghua Science and TechnologyFree No No 2024-01-20 00:10:43 Approved gklmip_newsclasshttps://github.com/SEACrowd/seacrowd-datahub/issues/362
104 GKLMIP Product Sentiment The GKLMIP Product Sentiment Dataset is a Burmese dataset for sentiment analysis. It was created by crawling comments on an e-commerce website. The sentiment labels range from 1 to 5, with 1 and 2 being negative, 3 and 4 being neutral, and 5 being positive.https://github.com/GKLMIP/Pretrained-Models-For-Myanmar/tree/mainmya China Sentiment Analysis Language E-commerce Unknown (unknown)Crawling None 2492 358 716 sentences 3566 Guangdong University of Foreign Studies, ChinaPre-trained Models and Evaluation Data for the Myanmar Languagehttps://link.springer.com/chapter/10.1007/978-3-030-92310-5_522021 International Conference on Neural Information ProcessingFree No No 2024-01-17 00:38:12 Approved gklmip_sentimenthttps://github.com/SEACrowd/seacrowd-datahub/issues/358

105 GlobalVoices A parallel corpus of news stories from the web site Global Voices compiled and provided by CASMACAT: http://casmacat.eu/corpus/global-voices.html.This version is adjusted for OPUS and is truly multilingual. It comprises of 38 languages, 635 bitexts, 203k total number of files, 74.85M total number of tokens and 4.15M total number of sentence fragments.https://opus.nlpl.eu/GlobalVoices-v2015.php
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N/A Machine Translation Language News articles Creative Commons Attribution 3.0 (cc-by-3.0)Expert-generatedNone (Large number of pairwise subsets here; complete list in table at the bottom of https://opus.nlpl.eu/GlobalVoices-v2015.php)sentence pairs 0 Uppsala University
Nordic Language Processing Laboratory (NLPL)Parallel Data, Tools and Interfaces in OPUShttp://www.lrec-conf.org/proceedings/lrec2012/pdf/463_Paper.pdf2012 LREC Free No Yes 2023-12-19 18:39:54 Approved with notes globalvoices https://github.com/SEACrowd/seacrowd-datahub/issues/693

106 GlobalWoZ

E&F_id
E&F_th
E&F_vi
F&E_id
F&E_th
F&E_vi
F&F_id
F&F_th
F&F_vi

This is the data of the paper “GlobalWoZ: Globalizing MultiWoZ to Develop Multilingual Task-Oriented Dialogue Systems” accepted by ACL 2022. The dataset contains several sub-datasets in 20 languages and 3 schemes (F&E, E&F, F&F), including Indonesian (id), Thai (th), and Vietnamese (vi) language. The method is based on translating dialogue templates and filling them with local entities in
the target language countries.https://entuedu-my.sharepoint.com/:f:/g/personal/bosheng001_e_ntu_edu_sg/EhlGX7Bmi8pMsdZsm6gQr4oBgI4Z7kFznovkuDOdixfLUg?e=kbo7kz
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N/A Dialogue System Language

Hotel reviews
Restaurant
Attraction
Hospital
Police
Taxi
Train

Unknown (unknown)Crawling
Machine-generatedManual (partial)

10437
10437
10437
10437
10437
10437
10437
10437
10437

dialogues 93933 Alibaba Group
Nanyang Technological UniversityGlobalWoZ: Globalizing MultiWoZ to Develop Multilingual Task-Oriented Dialogue Systemshttps://aclanthology.org/2022.acl-long.115.pdf2022 ACL Free MultiWoZ 2.2 Yes No 2023-11-16 15:07:31 Approved globalwoz https://github.com/SEACrowd/seacrowd-datahub/issues/83

107 Glot500-c Glot500-c is a corpus of text including 511 languages, on which the Glot500-m LLM model was trained. This is a subset of Glot2000-c, based on a minimum number of sentences (30,000) exclusion criterion. This corpus is about 600 GB in size and contains about 1.5 billion sentences. The data is obtained in part by crawling data from websites and by compiling existing datasets. This means there may be overlap with other SEACrowd datasets. It also means that the licenses may be different for each of the underlying datasets, and some of the datasets will require specific registration and/or access requests. The work also contains several benchmarks and evaluation tasks on which Glot500-m is evaluated.https://github.com/cisnlp/Glot500https://huggingface.co/datasets/cis-lmu/Glot500
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N/A

Language Modeling
Named Entity Recognition
POS Tagging
Text Classification

Language Multi-domain Other (other)

Crawling
Crowdsourced
Expert-generated
Machine-generated
Expert-translated
Machine-translated

Automatic & Manual (full) 1500000000 sentences 1500000000 LMU München Glot500: Scaling Multilingual Corpora and Language Models to 500 Languageshttps://aclanthology.org/2023.acl-long.61/2023 ACL Free No No 2024-03-22 16:52:39 Approved gloot500_c https://github.com/SEACrowd/seacrowd-datahub/issues/682

108 GlotStoryBook The GlotStoryBook dataset is a compilation of children's storybooks from the Global Storybooks project, encompassing 174 languages organized for machine translation tasks. It features rows containing the text segment (text number), the language code, and the file name, which corresponds to the specific book and story segment. This structure allows for the comparison of texts across different languages by matching file names and text numbers between rows.https://github.com/cisnlp/GlotStoryBookhttps://huggingface.co/datasets/cis-lmu/GlotStoryBook
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N/A Language Modeling Language Books Other (other) Crawling Automatic N/A instances 0 Munich Center for Machine LearningGlotLID: Language Identification for Low-Resource Languageshttps://arxiv.org/abs/2310.162482023 EMNLP Free Global StorybooksNo No 2023-11-16 13:00:50 Approved glotstorybook https://github.com/SEACrowd/seacrowd-datahub/issues/91

109 GNOME A parallel corpus of GNOME localization files, which contains the interface text in the GNU Network Object Model Environment (GNOME) and published by GNOME translation teams. Text in this dataset is relatively short and technical.https://opus.nlpl.eu/GNOME/corpus/version/GNOME
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N/A Machine Translation Language Technology Unknown (unknown)Expert-generatedManual (full) N/A sentence pairs 0 Uppsala University
GNOME Translation TeamsParallel Data, Tools and Interfaces in OPUShttps://aclanthology.org/L12-1246/2012 LREC Free No No 2023-12-31 16:09:45 Approved with notes gnome https://github.com/SEACrowd/seacrowd-datahub/issues/513

110 Gowajee Corpus The Gowajee corpus was collected in the Automatic Speech Recognition class offered at Chulalongkorn University as a homework assignment. Each group was asked to come up with an example smart home application.https://github.com/ekapolc/gowajee_corpustha Thailand Automatic Speech RecognitionLanguage
Speech Smart home MIT (mit) Crowdsourced

Expert-generatedManual (full) 20308 utterances 40616 Chulalongkorn UniversityGowajee Corpus https://github.com/ekapolc/gowajee_corpus?tab=readme-ov-file2023 Technical Report Free No No 2024-03-20 22:12:41 Approved gowajee https://github.com/SEACrowd/seacrowd-datahub/issues/586
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111 Grambank Grambank is a global dataset of structural linguistic features, part of Glottobank. Grambank is designed to be used to investigate the global distribution of features, language universals, functional dependencies, language prehistory and interactions between language, cognition, culture and environment. The Grambank database currently covers 2,467 language varieties, capturing a wide range of grammatical phenomena in 195 features, from word order to verbal tense, nominal plurals, and many other well-studied comparative linguistic variables. Grambank's coverage spans 215 different language families and 101 isolates from all inhabited continents. The aim is for Grambank to ultimately cover all languages for which a grammar or sketch grammar exists.https://grambank.clld.org
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N/A Wordnet Language General
Linguistic FeaturesCreative Commons Attribution 4.0 (cc-by-4.0)Expert-generatedNone 195 features 195 Max Planck Institute of Psycholinguistics

Max Plank Institute of Science of Human HistoryGrambank reveals the importance of genealogical constraints on linguistic diversity and highlights the impact of language losshttps://www.science.org/doi/10.1126/sciadv.adg61752023 Science Advances Free No No 2024-03-31 09:26:53 Approved grambank https://github.com/SEACrowd/seacrowd-datahub/issues/691

112 Graves' Disease Chatbot Dataset in Bahasa IndonesiaIndonesian A dataset consisting of hundreds of common questions in Graves' disease in Bahasa Indonesia. The dataset is intended to create and train a chatbot model for answering common questions about Graves' disease in Bahasa Indonesia.https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/LNWKPYind Chatbot Language Health Creative Commons Zero v1.0 Universal (cc0-1.0)Expert-generated 607 0 0 sentences 607 Paolo Pareti 2022 Free No No NusaCrowd carry-over grave_disease_chatbot_id

113 Hate Speech Filipino Tweet
The dataset used in this study was a subset of the corpus 1,696,613 tweets crawled by Andrade et al. and posted from November 2015 to May 2016 during the campaign period for the Philippine presidential election. They were culled based on the presence of candidate names (e.g., Binay, Duterte, Poe, Roxas, and Santiago) and election-related hashtags (e.g., #Halalan2016, #Eleksyon2016, and #PiliPinas2016).

Data preprocessing was performed to prepare the tweets for feature extraction and classification. It consisted of the following steps: data de-identification, uniform resource locator (URL) removal, special character processing, normalization, hashtag processing, and tokenization.
https://huggingface.co/datasets/hate_speech_filipinohttps://huggingface.co/datasets/hate_speech_filipinofil N/A Hate Speech DetectionLanguage Social media

Election Unknown (unknown)Crowdsourced Manual (full) 4 0.86 10000 4230 10000 tweets 24230 De La Salle University ManilaHate Speech in Philippine Election-Related Tweets: Automatic Detection and Classification Using Natural Language Processinghttps://www.researchgate.net/publication/375911232_Hate_Speech_in_Philippine_Election-Related_Tweets_Automatic_Detection_and_Classification_Using_Natural_Language_Processing2019 Philippine Computing JournalFree No No 2024-02-02 17:22:19 Approved filipino_hatespeech_electionhttps://github.com/SEACrowd/seacrowd-datahub/issues/429

114 HoASA (IndoNLU Split) HoASA is an aspect-based sentiment analysis dataset consisting of hotel reviews collected from the hotel aggregator platform, AiryRoomshttps://github.com/IndoNLP/indonlu/tree/master/dataset/hoasa_absa-airyhttps://huggingface.co/datasets/indonluind Aspect Based Sentiment AnalysisLanguage hotel reviews Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling
Expert-generated 7,560 0 1,890 sentences 9450 Google Multi-label Aspect Categorization with Convolutional Neural Networks and Extreme Gradient Boostinghttps://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=89888982019 Free Online Platform No No NusaCrowd carry-over hoasa

115 HPLTDatasets v1.2
The dataset is part of the High Performance Language Technologies project (HPLT), a 3-year EU-funded project started in September 2022. HPLT derives
monolingual and bilingual datasets from the Internet Archive and CommonCrawl
and builds efficient and solid machine translation (MT) as well as large language models (LLMs). HPLT aims at providing free, sustainable and reusable datasets, models and workflows at scale using high-performance computing (HPC).

https://hplt-project.org/datasets/v1.2https://huggingface.co/datasets/BramVanroy/hplt_monolingual_v1_2
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N/A Language Modeling Language General
Web Creative Commons Zero v1.0 Universal (cc0-1.0)Crawling Automatic

31.42M
469.98K
8.19M
239.47K
585.24K

documents 0

University of Edinburgh
University of Helsinki
Charles University
University of Oslo
University of Turk
Prompsit Language Engineering
CESNET
Sigma2 HPC centres

HPLT: High Performance Language Technologieshttps://aclanthology.org/2023.eamt-1.61/2023 European Association for Machine Translation (EAMT)Free No No 2024-03-10 00:06:42 Approved hplt https://github.com/SEACrowd/seacrowd-datahub/issues/524

116 HSE Thai Corpus

he HSE Thai Corpus is a corpus of modern texts written in Thai language. The texts, containing in whole 50 million tokens, were collected from various Thai websites (mostly news websites). To make it easier for non-Thai-speakers to comprehend and use texts in the corpus the researchers decided to separate words in each sentence with spaces.

The data for the corpus was collected by means of Scrapy. To tokenize texts the Pythai module was used. The text in this dataset is encoded in UTF-8.

This dataset contains text from two sources: Wikipedia and thaigov.go.th. The former is licensed under a standard Wikipedia license, and the latter under an Open Government License for Thailand.

https://www.kaggle.com/datasets/rtatman/hse-thai-corpustha Thailand Language Modeling
Language IdentificationLanguage

General
Mixed

Multi-domain
News articles

Apache license 2.0 (apache-2.0)Crawling None N/A tokens 0 HSE University No paper https://www.kaggle.com/datasets/rtatman/hse-thai-corpus/data2017 No publication Free No No 2023-11-21 06:50:25 Approved hse_thai https://github.com/SEACrowd/seacrowd-datahub/issues/113

117 Human Instructions - Indonesian (wikihow) Human Instructions - Indonesian (wikihow) is 39.246 Human Instructions in Indonesian Extracted from wikiHow. Step-by-step instructions in Indonesian extracted from wikiHow and decomposed into a formal graph representation in RDF. Instructions are represented in RDF following the PROHOW vocabulary and data model. For example, the category, steps, requirements and methods of each set of instructions have been extracted. This dataset has been produced as part of the The Web of Know-How project.https://www.kaggle.com/datasets/paolop/human-instructions-indonesian-wikihowind Knowledge Base Language General Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crawling
Expert-generated 39,246 0 0 documents 39246 Google Vocabulary Alignment for Collaborative Agents: a Study with Real-World Multilingual How-to Instructionshttps://paolopareti.uk/homepage/papers/pareti_ijcai_2018.pdf2017 Free No No NusaCrowd carry-over id_wikihow

118 iapp_wiki_qa_squad iapp_wiki_qa_squad, Open Thai Wikipedia QA is an extractive question answering dataset from Thai Wikipedia articles. It is adapted from the original iapp-wiki-qa-dataset to SQuAD format, resulting in 5761/742/739 questions from 1529/191/192 articles.https://github.com/iapp-technology/iapp-wiki-qa-datasethttps://huggingface.co/datasets/iapp_wiki_qa_squadtha Thailand Question Answering Language Wikipedia MIT (mit) Crawling None 5761 742 739 instances 7242 iAPP Technology - https://zenodo.org/records/45399162021 No publication Free Yes No 2023-12-13 22:31:27 Approved iapp_squad https://github.com/SEACrowd/seacrowd-datahub/issues/191

119 ICON ICON (Indonesian CONstituency treebank) is a large-scale high-quality constituency treebank (10000 sentences) for the Indonesian language, sourced from Wikipedia and news data from Tempo, spanning the period from 1971 to 2016. The annotation guidelines were formulated with the Penn Treebank POS tagging and bracketing guidelines as a reference, with additional adaptations to account for the characteristics of the Indonesian language.https://github.com/aisingapore/seacorenlp-data/tree/main/id/constituencyind Indonesia Constituency ParsingLanguage News articles
Wikipedia Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generatedManual (partial) 8000 1000 1000 sentences 10000

Bandung Institute of Technology
AI Singapore
Prosa.ai

ICON: Building a Large-Scale Benchmark Constituency Treebank for the Indonesian Languagehttps://aclanthology.org/2023.tlt-1.5/2023 TLT Free No No 2023-12-01 16:02:32 Approved icon https://github.com/SEACrowd/seacrowd-datahub/issues/161

120 ID Abusive ID Abusive is a Twitter dataset for abusive language detection in Indonesian. Pre-defined abusive words are used as queries to collect the tweets. The dataset is labeled into 3 labels: not abusive language, abusive but not offensive, and offensive language by 20 volunteer annotators.https://github.com/okkyibrohim/id-abusive-language-detection- ind Hate Speech DetectionLanguage social media Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crawling
Expert-generated 2,016 0 0 tweets 2016 Universitas Darussalam GontorA Dataset and Preliminaries Study for Abusive Language Detection in Indonesian Social Mediahttps://www.sciencedirect.com/science/article/pii/S18770509183145832018 Free Twitter NusaCrowd carry-over id_abusive

121 ID Abusive Online News Comment The dataset consists of comments that are in some of the top news stories in 2019, obtained from several online news/forum, such as: kompas, kaskus, and detik. The labeling process is carried out by a total of 10 annotators and each comment is annotated by 3 annotators. Each comment was labeled with one of the following labels: not abusive, abusive but not offensive, abusive and offensive.https://github.com/dhamirdesrul/Indonesian-Online-News-Comments/tree/master/Datasetind Abusive Language DetectionLanguage Commentary Unknown (unknown)Crawling 3,184 0 0 comments 3184 Wilson Wongso & Maas, Andrew L. and Daly, Raymond E. and Pham, Peter T. and Huang, Dan and Ng, Andrew Y. and Potts, ChristopherAbusive Language Detection on Indonesian Online News Commentshttps://ieeexplore.ieee.org/document/90346202019 Free NusaCrowd carry-over id_abusive_news_comment

122 ID Coreference Resolution ID Coreference resolution is news dataset aimed for coreference resolution task. This dataset consists of 1030 manually labelled sentences derived from IDENTIC parallel corpus.https://github.com/tugas-akhir-nlp/indonesian-coreference-resolution-cnn/tree/master/dataind Coreference ResolutionLanguage News articles Unknown (unknown)Crawling
Expert-generated 759 0 108 sentences 867 Institut Teknologi BandungExperiments on coreference resolution for Indonesian language with lexical and shallow syntactic featureshttps://ieeexplore.ieee.org/document/80746482017 Free IDENTIC No No NusaCrowd carry-over id_coref

123 ID Multilabel HS ID Multilabel HS consists of hate speech and abusive language Twitter dataset from several previous researches consisting of (Alfina et al., 2017, 2018), (Putri, 2018), and (Ibrohim and Budi, 2018), and new tweets queried using specific abusive words/phrases. Labels used in the dataset are: HS (hate speech label), Abusive (abusive language label), HS_Individual (hate speech targeted to an individual), HS_Group (hate speech targeted to a group), HS_Religion (hate speech related to religion/creed), HS_Race (hate speech related to race/ethnicity), HS_Physical (hate speech related to physical/disability), HS_Gender (hate speech related to gender/sexual orientation), HS_Physical (hate related to other invective/slander), HS_Weak (weak hate speech), HS_Moderate (moderate hate speech), HS_Strong (strong hate speech).https://github.com/okkyibrohim/id-multi-label-hate-speech-and-abusive-language-detection- ind Hate Speech DetectionLanguage social media Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crawling
Expert-generated 13,169 0 0 tweets 13169 Institut Teknologi Bandung, EdukasystemMulti-label Hate Speech and Abusive Language Detection in Indonesian Twitterhttps://aclanthology.org/W19-3506/2019 Free ID Abusive, TwitterNo No NusaCrowd carry-over id_multilabel_hs

124 ID Newspapers 2018 This dataset aims to provide open access to the public to thousands of articles in Indonesian from various sources. The articles are provided along with accompanying article metadata, such as source url, date, and title, along with the content of the article itself. Articles were taken over the period of 01 January 2018 to 20 August 2018 from 7 primary sources (Detik, Kompas, Tempo, CNN Indonesia, Sindo, Republika, Poskota). The original dataset also contains data in html format, which includes raw data (images, along with css and ) from the online news website.https://github.com/feryandi/Dataset-Artikelhttps://huggingface.co/datasets/indonesian-nlp/id_newspapers_2018ind N/A Language Modeling Language
Vision News Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling

Expert-generatedNone
60GB (original, including images)
2.2GB (text only)
1GB (text only, clean)

MB 0 Independent N/A 2018 No publication Free No No 2024-01-29 12:42:22 Approved id_newspaper_2018https://github.com/SEACrowd/seacrowd-datahub/issues/516

125 ID Quora Question Pairs Quora Question Pairs (QQP) dataset consists of over 400,000 question pairs, and each question pair is annotated with a binary value indicating whether the two questions are paraphrase of each other. This dataset is translated version of QQP to Indonesian Language.https://github.com/louisowen6/quora_paraphrasing_idind Paraphrasing Language General Other (other) Machine-translated 134,084 14,927 0 sentence pairs 149011 Multiple Insitutions 2021 Free https://quoradata.quora.com/First-Quora-Dataset-Release-Question-Pairs NusaCrowd carry-over id_qqp
126 ID Short Answer Grading ID Short Answer Grading dataset is  dataset of questions using Edukasystem platform. It used 4 exams consisting of Biology and Geography  subject.  Two  exams  are used for training data and 2 exams are used for testing data.  Exam  used  for training data has 15 questions and exam for testing data has 3  questions. The dataset has 30  questions  + 7605  short answers  as  training  data  and  6  questions + 1560  short answers as testing data. The number of respondents is 534 different respondents. Assessment  was  carried  out  by  2  experts  for  Biology subject and 5 experts for Geography subject. The assessment is carried out on a scale of 0 to 5. https://github.com/AgeMagi/tugas-akhir/tree/master/dataind Short Answer GradingLanguage Education Unknown (unknown)Expert-generated 7,605 0 1,560 sentences 9165 Multiple InstitutionsShort Answer Grading Using Contextual Word Embedding and Linear Regressionhttps://inacl.id/journal/index.php/jlk/article/view/38/352020 Free No No NusaCrowd carry-over id_short_answer_grading

127 id-en-code-mixed This dataset contain 825 tweet instances of Indonesian-English, corresponding to four NLP tasks, i.e., tokenization, language identification, lexical normalization, and word translation. Data for lexical normalization task is curated in MultiLexNorm (already in Nusa Catalogue), but other tasks are not. Tokenization for social media data is not as trivial as splitting the token using white space delimiter. In this data, language identification is performed in token-level granularity.https://github.com/ir-nlp-csui/id-en-code-mixedind
eng Token-level language identificationLanguage Social media Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crawling

Expert-generated 22,736 0 0 tokens 22736 KAIST Normalization of Indonesian-English Code-Mixed Twitter Datahttps://github.com/ir-nlp-csui/id-en-code-mixed2019 Free Twitter No No NusaCrowd carry-over id_en_code_mixed

128 ID-HSD-Nofaaulia Indonesian There have been many studies on detecting hate speech in short documents like Twitter data. But to our knowledge, research on long documents is rare, we suppose that the difficulty is increasing due to the possibility of the message of the text may be hidden. In this research, we explore in detecting hate speech on Indonesian long documents using machine learning approach. We build a new Indonesian hate speech dataset from Facebook. https://github.com/nofaulia/hate-speech-detection/blob/main/data/dataset.csvhttps://github.com/nofaulia/hate-speech-detection/blob/main/data/dataset.csvind Hate Speech DetectionLanguage Social media Unknown (unknown)Crawling
Expert-generated 815 0 91 documents 906 BINUS Hate Speech Detection on Indonesian Long Text Documents Using Machine Learning Approachhttps://dl.acm.org/doi/10.1145/3330482.33304912022 Free Facebook No No NusaCrowd carry-over id_hsd_nofaaulia

129 ID-HSD-Riomulia ID-HSD-RioMulia composed of tweets about the Jakarta Governor Election
2017, whose selection of candidates potentially triggers hate speech in relation to race, religion, and gender. Each tweet is labelled as either containing hate speech or not by 30 human annotators.https://github.com/ir-nlp-csui/id-hsd-riomulia- ind Hate Speech DetectionLanguage social media Unknown (unknown)Crawling

Expert-generated 713 0 0 tweets 713 Universitas Al Azhar IndonesiaHate Speech Detection in the Indonesian Language: A Dataset and Preliminary Studyhttps://ieeexplore.ieee.org/abstract/document/83550392017 Free Twitter No No NusaCrowd carry-over id_hatespeech

130 id-vaccines-tweets Dataset containing tweets about COVID-19 vaccines with manually labelled information about whether they are a subjective tweet and their sentiment polarity. Tweets are from 20-27 June 2021 and 15-22 July 2021.https://github.com/rayendito/id-vaccines-tweetsind N/A Sentiment Analysis Language

Commentary
Health

Reviews
Social media

Disaster Preparedness
Hospital

Unknown (unknown)Crawling Manual (full) 1 1 4183 sentences 4183 Independent
Bandung Institute of TechnologyAnalisis Sentimen Masyarakat Indonesia Terhadap Vaksin COVID-19 Secara Objektif dan Subjektif Menggunakan POS Tagginghttps://github.com/rayendito/id-vaccines-tweets/blob/main/id_covid19_vaccines_sent_analysis.pdf2021 Preprint Free Twitter (now X) Yes Yes 2023-12-11 11:30:41 Approved id_vaccines_tweethttps://github.com/SEACrowd/seacrowd-datahub/issues/189

131 Identic (Larasati, 2012) IDENTIC is an Indonesian-English parallel corpus for research purposes. The corpus is a bilingual corpus paired with English. The aim of this work is to build and provide researchers a proper Indonesian-English textual data set and also to promote research in this language pair. The corpus contains texts coming from different sources with different genres.https://lindat.mff.cuni.cz/repository/xmlui/handle/11858/00-097C-0000-0005-BF85-F?show=full- eng
ind Machine Translation Language multi domain Unknown (unknown)Crawling

Expert-generated 45,000 0 0 sentences 45000 Bangladesh University of Engineering and TechnologyIDENTIC Corpus: Morphologically Enriched Indonesian - English Parallel Corpushttps://aclanthology.org/L12-1374/2012 Free - NusaCrowd carry-over identic

132 identifikasi-bahasa The identifikasi-bahasa dataset includes text samples in Indonesian, Ambonese, and Javanese. Each entry is comprised of cleantext, representing the sentence content, and a label identifying the language. The manual input process involved grouping the data by language categories, with labels for language identification and cleantext representing sentence content. The dataset, excluding punctuation and numbers, consists of a minimum of 3,000 Ambonese, 10,000 Javanese, and 3,500 Indonesian language entries, meeting the research's minimum standard for effective language identification.https://github.com/joanitolopo/identifikasi-bahasa
ind
jav
abs

N/A Language IdentificationLanguage Conversational
Social media Apache license 2.0 (apache-2.0)Crawling

Expert-generatedManual (full) 39511 N/A 16933 sentences 56444 Independent PERBANDINGAN KLASIFIKASI BAHASA MENGGUNAKAN METODE NAÏVE  BAYES CLASSIFIER (NBC) DAN SUPPORT VECTOR MACHINE (SVM)https://ejournal.unkhair.ac.id/index.php/jiko/article/view/2958/22382021 JIKO (Jurnal Informatika dan KomputerFree No No 2024-01-20 09:29:04 Approved identifikasi_bahasahttps://github.com/SEACrowd/seacrowd-datahub/issues/363

133 IDK-MRC
IDK-MRC is an Indonesian Machine Reading Comprehension dataset that covers answerable and unanswerable questions. Based on the combination of the existing answerable questions in TyDiQA, the new unanswerable question in IDK-MRC is generated using question generation model and human-written question. Each paragraph in the dataset have a set of answerable and unanswerable question with the corresponding answer.

(Note: the paper for this dataset is still under review on EMNLP 2022 -- the anonymity period ends on Oct 6, 2022)
https://anonymous.4open.science/r/IDK-MRC-EFF0ind Question Answering Language General

Wikipedia Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Machine-generated
Expert-generated 9,332 764 844 paragraph, question, and answer pairs10940 University of CambridgeIDK-MRC: Unanswerable Questions for Indonesian Machine Reading Comprehensionhttps://arxiv.org/abs/2210.137782022 Free IDK-MRC dataset is derived from Indonesian subset of TyDiQA-GoldP No No NusaCrowd carry-over idk_mrc

134 IDK-MRC-NLI Indonesian The IDK-MRC-NLI dataset is derived from the IDK-MRC question answering dataset, utilizing named entity recognition (NER), chunking tags, regex, and embedding similarity techniques to determine its contradiction sets. Collected through this process, the dataset comprises various columns beyond premise, hypothesis, and label, including properties aligned with NER and chunking tags. This dataset is designed to facilitate Natural Language Inference (NLI) tasks and contains information extracted from diverse sources to provide comprehensive coverage. Each data instance encapsulates premise, hypothesis, label, and additional properties pertinent to NLI evaluation.https://huggingface.co/datasets/muhammadravi251001/idkmrc-nlihttps://huggingface.co/datasets/muhammadravi251001/idkmrc-nliind N/A Natural Language InferenceLanguage General
Wikipedia Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Machine-generatedManual (partial) 18665 1529 1689 sentence pairs 21883 University of Indonesia

Universitas IndonesiaVerification of QA Predictions Using NLI Model: Lesson Learned from Indonesian Data2024 NAACL Free IDK-MRC No No 2024-03-21 23:01:43 Approved idk_mrc_nli https://github.com/SEACrowd/seacrowd-datahub/issues/615

135 Idn-tagged-corpus-CSUI Id-tagged-corpus-CSUI is a POS tagging dataset contains about 10,000 sentences, collected from the PAN Localization Project tagged with 23 POS tag classes.https://github.com/ir-nlp-csui/idn-tagged-corpus-CSUIhttps://huggingface.co/datasets/indonluind POS Tagging Language news articles Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling
Expert-generated 8,000 1,000 1,029 sentences 10029 University of UtahDesigning an Indonesian Part of speech Tagset and Manually Tagged Indonesian Corpus https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=69735192014 Free - No No NusaCrowd carry-over idn_tagged_corpus_csui

136 idner-news-2k A dataset of Indonesian News for Named-Entity Recognition task. This dataset was previously provided by Syaifudin & Nurwidyantoro (2016) (https://github.com/yusufsyaifudin/Indonesia-ner). We manually re-annotated the dataset with a more standardized NER tags. We split this dataset into three files, namely train.txt, dev.txt, and test.txt. Each file consists of three columns which are Tokens, PoS Tag, and NER Tag respectively. The format is following CoNLL dataset which split each token into one line and each sentence is separated by one empty line. For the NER tag, we use the IOB format as illustrated in the example below. In terms of PoS tag, we tagged the data using UDPipe (http://ufal.mff.cuni.cz/udpipe), a pipeline for tokenization, tagging, lemmatization and dependency parsing whose model is trained on UD Treebanks.https://github.com/khairunnisaor/idner-news-2kind N/A Named Entity RecognitionLanguage News articles MIT (mit) Crowdsourced Manual (full) 1464 367 509 documents 2340 Tokyo Metropolitan UniversityTowards a Standardized Dataset on Indonesian Named Entity Recognitionhttps://aclanthology.org/2020.aacl-srw.10/2020 AACL SRW Free https://github.com/yusufsyaifudin/Indonesia-nerNo No 2024-03-15 19:56:04 Approved idner_news_2k https://github.com/SEACrowd/seacrowd-datahub/issues/534

137 IJELID This is a code-mixed Indonesian-Javanese-English dataset for token-level language identification. We named this dataset as IJELID (Indonesian-Javanese-English Language Identification). This dataset contains tweets that have been tokenized with the corresponding token and its language label. There are seven language labels in the dataset, namely: ID (Indonesian)JV (Javanese), EN (English),
MIX_ID_EN (mixed Indonesian-English), MIX_ID_JV (mixed Indonesian-Javanese), MIX_JV_EN (mixed Javanese-English), OTH (Other).https://github.com/fathanick/Code-mixed-Indonesian-Javanese-English-Twitter-Data
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eng

Indonesia
Java Token-level language identificationLanguage

General
Mixed

Multi-domain
Social media

Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crawling Automatic & Manual (partial) 2 0.9964 281403 35175 35177 tweets 351755 Universiti Brunei Darussalam
Universitas Islam IndonesiaCorpus creation and language identification for code-mixed Indonesian-Javanese-English Tweetshttps://peerj.com/articles/cs-1312/2023 PeerJ Computer ScienceFree No No 2023-10-31 21:53:43 Approved ijelid https://github.com/SEACrowd/seacrowd-datahub/issues/29

138 IMDb Javanese Large Movie Review Dataset translated to Javanese. This is a dataset for binary sentiment classification containing substantially more data than previous benchmark datasets. We provide a set of 25,000 highly polar movie reviews for training, and 25,000 for testing.https://huggingface.co/datasets/w11wo/imdb-javanesehttps://huggingface.co/datasets/w11wo/imdb-javanesejav Sentiment Analysis Language Reviews Unknown (unknown)Machine-translated 25,000 0 25,000 sentences 50000 Telkom UniversityCausal and Masked Language Modeling of Javanese Language using Transformer-based Architectureshttps://ieeexplore.ieee.org/document/9631331/2021 Free IMDb Dataset No No NusaCrowd carry-over imdb_jv

139 Indo Wiki Paralel Corpora
Javanese

Sundanese
Minangkabau

Manually aligned parallel corpora from Wikipediahttps://github.com/dindainastra/indowikiparalelcorpora
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Machine Translation Language Wikipedia Unknown (unknown)Crawling
Expert-generated 2,422 0 0 sentence pairs 2422 Telkom UniversityCreating Indonesian-Javanese parallel corpora using wikipedia articleshttps://ieeexplore.ieee.org/document/70658282014 Free Wikipedia No No NusaCrowd carry-over id_wiki_parallel

140 Indo_MultiModal_CC_12M Indonesian Conceptual 12M (CC12M) is a dataset with 12 million image-text pairs specifically meant to be used for visionand-language pre-training. Its data collection pipeline is a relaxed version of the one used in Conceptual Captions 3M (CC3M). Indo_MultiModal_CC_12M is the Indonesian language version.https://huggingface.co/datasets/munggok/CC_12M_Indonesiahttps://huggingface.co/datasets/munggok/CC_12M_Indonesiaind
Image-to-Text Generation
Text-to-Image Generation
VL Modeling

Vision
Language General Other (other) Machine-translated 1 0 0 GB 1.3 Clova AI, NAVER CorpConceptual 12M: Pushing Web-Scale Image-Text Pre-Training To Recognize Long-Tail Visual Conceptshttps://arxiv.org/abs/2102.089812022 Free Conceptual 12M NusaCrowd carry-over id_mm_cc_12m

141 Indo_MultiModal_LAION Indonesian Indo_MultiModal_LAION is a translated subset of the LAION-400M dataset with 70M image-text pairs specifically meant to be used for vision-language pre-training in Indonesian language. LAION-400M is a dataset with 400M English (image, text) pairs, filtered with OpenAI‘s CLIP by calculating the cosine similarity between the text and image embeddings and dropping those with a similarity below 0.3. The threshold of 0.3 had been determined through human evaluations and seemed to be a good heuristic for estimating semantic image-text-content matching. The image-text-pairs have been extracted from the Common Crawl web data dump and are from random web pages crawled between 2014 and 2021. More info for LAION-400M: https://laion.ai/blog/laion-400-open-dataset/.https://huggingface.co/datasets/munggok/Laion_Indohttps://huggingface.co/datasets/munggok/Laion_Indoind
Image-to-Text Generation
Text-to-Image Generation
VL Modeling

Vision
Language General Creative Commons Attribution 4.0 (cc-by-4.0)Machine-translated 7 0 0 GB 6.7 Facebook AI LAION-400M: Open Dataset of CLIP-Filtered 400 Million Image-Text Pairshttps://arxiv.org/abs/2111.021142022 Free LAION-400 No No NusaCrowd carry-over id_mm_laion

142 Indo_MultiModal_PMD_ID Indonesian Introduced in the FLAVA paper, Public Multimodal Dataset (PMD) is a collection of publicly-available image-text pair datasets. PMD contains 70M image-text pairs in total with 68M unique images. The dataset contains pairs from Conceptual Captions, Conceptual Captions 12M, WIT, Localized Narratives, RedCaps, COCO, SBU Captions, Visual Genome and a subset of YFCC100M dataset. Indo_MultiModal_PMD_Indonesia is the Indonesian language version.https://huggingface.co/datasets/munggok/pmd_indonesiahttps://huggingface.co/datasets/munggok/pmd_indonesiaind
Image-to-Text Generation
Text-to-Image Generation
VL Modeling

Language
Vision General Other (other) Machine-translated GB 0 Columbia University, New York, NYFlava: A foundational language and vision alignment modelhttps://arxiv.org/abs/2112.044822022 Free Conceptual Captions, Conceptual Captions 12M, WIT, Localized Narratives, RedCaps, COCO, SBU Captions, Visual Genome, YFCC100MNo No NusaCrowd carry-over id_mm_pmd

143 indo_story_cloze This is the first commonsense reasoning dataset in Indonesian. IndoStoryCloze is a story in our dataset that consists of the four-sentence premise, one-sentence correct ending, and one-sentence incorrect ending. In total, we have created 2,325 Indonesian stories with the train/dev/test split 1,000/200/1,135.https://huggingface.co/datasets/indolem/indo_story_clozehttps://huggingface.co/datasets/indolem/indo_story_clozeind Indonesia Commonsense ReasoningLanguage General MIT (mit) Expert-generatedManual (partial) 1000 200 1135 documents 2335 The University Of MelbourneCloze Evaluation for Deeper Understanding of Commonsense Stories in Indonesianhttps://aclanthology.org/2022.csrr-1.2.pdf2022 ACL Workshop Free NA No No 2023-11-14 01:52:25 Approved indo_story_cloze https://github.com/SEACrowd/seacrowd-datahub/issues/179

144 indo-law This dataset consists of Indonesian court decision documents for general criminal cases that have been annotated for the document sections. The documents were taken from the website of the Indonesian Supreme Court Decision. There are 22,630 documents with xml format in this dataset, which each contains 11 tags that enclose the annotated sections of the court decision documents. https://github.com/ir-nlp-csui/indo-law ind Legal Classification Language Law Unknown (unknown)Crawling
Expert-generated 22,630 0 0 documents 22630 IT University of CopenhagenPredicting the Category and the Length of Punishment in Indonesian Courts Based on Previous Court Decision Documentshttps://www.mdpi.com/2073-431X/11/6/882022 Free No No NusaCrowd carry-over indo_law

145 Indo4B Indo4B is an Indonesian pre-training corpus collected from multiple online sources, Indo4B consists of ~3.6B tokens  and over more than 250M sentences. Indo4B has been used to pre-trained a large pre-trained language model called IndoBERT and IndoBERT-lite.https://storage.googleapis.com/babert-pretraining/IndoNLU_finals/dataset/preprocessed/dataset_wot_uncased_blanklines.tar.xz- ind Language Modeling Language multi domain Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crawling 4 0 0 tokens 3.6 Google ResearchIndoNLU: Benchmark and Resources for Evaluating Indonesian Natural Language Understandinghttps://aclanthology.org/2020.aacl-main.85/2020 Free Multiple Online SourcesNo No NusaCrowd carry-over indo4b

146 Indo4B Plus Indo4BPlus is an Indonesian pre-training corpus derived from Indo4B. Indo4BPlus covers three languages in Indonesia, i.e., Indonesian, Javanese, and Sundanese. Indo4BPlus consists of ~4B tokens with over more than 300M documents.https://storage.googleapis.com/babert-pretraining/IndoNLG_finals/IndoNLG_ALL_new_dataset_preprocessed_uncased.txt.zip-
ind
sun
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Language Modeling Language multi domain Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crawling 4 0 0 tokens 4 Language Technology Lab, TAL, University of Cambridge, UKIndoNLG: Benchmark and Resources for Evaluating Indonesian Natural Language Generationhttps://aclanthology.org/2021.emnlp-main.699/2021 Free Multiple Online SourcesNo No NusaCrowd carry-over indo4b_plus

147 IndoAbusive IndoAbusive contains tweet data classified as abusive and non-abusive.https://github.com/fathanick/Dataset-for-Abusive-and-Non-Abusive-Tweet-Identificationind Indonesia Abusive Language DetectionLanguage Mixed Creative Commons Attribution 4.0 (cc-by-4.0)Crawling Manual (full) 5461 tweets 5461 Universitas Islam IndonesiaIdentifikasi Konten Kasar Pada Tweet Bahasa Indonesiahttp://inacl.id/journal/index.php/jlk/article/download/15/162019 Jurnal Linguistik KomputasionalFree No No 2024-05-12 23:39:36 Approved indoabusive https://github.com/SEACrowd/seacrowd-datahub/issues/717
148 IndoACD Indonesian Adult Content DetectionThis dataset contains tweets that can be classified as adult or non-adult. Adult content refers to tweets about pornography and adult-oriented material, while non-adult content includes tweets with normal and safe content.https://github.com/fathanick/Adult-content-dataset-twitterind Indonesia Text Classification Language Tweet Creative Commons Attribution 4.0 (cc-by-4.0)Crawling Automatic & Manual (partial) 38037 3260 13041 tweets 54338 Universitas Islam IndonesiaAdult Content Detection on Indonesian Tweets by Fine-tuning Transformer-based Modelshttps://ieeexplore.ieee.org/abstract/document/10367283/2023 IEEE Free No Yes 2024-05-12 23:53:52 Approved indoacd https://github.com/SEACrowd/seacrowd-datahub/issues/718

149 IndoAMR IndoAMR is annotated Indonesia AMR parser from Indonesian simple sentences.https://github.com/adylanrff/amr_parser ind Abstract Meaning RepresentationLanguage News articles Unknown (unknown)Crawling
Expert-generated 700 0 300 sentences 1000 Kata.ai Parsing Indonesian Sentence into Abstract Meaning Representation using Machine Learning Approachhttps://arxiv.org/pdf/2103.03730.pdf2021 Free No No NusaCrowd carry-over indoamr

150 IndoCamRest IndoCamRest is a synthetic task-oriented dialogue system dataset that translated from Cambridge Restaurant 676 (CamRest) dataset (Wen et al., 2016) into the new Indonesian parallel dataset using the translation pipeline method including the delexicalization, translation, and delexicalization. The dataset consists of 676 dialogues in the restaurant reservation domain, with a user and an agent talking to each other to search the restaurant near the user. It also consists of slots and dialogue acts from the user and the agent.https://github.com/dehanalkautsar/IndoToD/tree/main/IndoCamRestind Indonesia Dialogue System Language Restaurant Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crowdsourced Manual (partial) 676 dialogues 676 Bandung Institute of TechnologyIndoToD: A Multi-Domain Indonesian Benchmark For End-to-End Task-Oriented Dialogue Systemshttps://arxiv.org/pdf/2311.00958.pdf2023 SEALP Free CamRest676 Yes No 2023-11-14 17:31:33 Approved indocamrest https://github.com/SEACrowd/seacrowd-datahub/issues/53

151 IndoCollex List of Colloquial word Transformation with its label. e.g.: makan -> mkn (shortening). Data is published on "IndoCollex: A Testbed for Morphological Transformation of Indonesian Word Colloquialism" Research Paper published on ACL-IJCNLP 2021. Useful for morphological research.https://github.com/haryoa/indo-collex ind Morphological InflectionsLanguage General MIT (mit) Expert-generated
Expert-translated 1,637 182 193 sentence pairs 2012 TUFS IndoCollex: A Testbed for Morphological Transformation of Indonesian Word Colloquialismhttps://aclanthology.org/2021.findings-acl.280.pdf2021 Free No No NusaCrowd carry-over indocollex

152 IndoCoref IndoCoref is a coreference resolution dataset collected from Wikipedia. IndoCoref consists of 201 passages from wikipedia with manually labelled coreference by five annotators.https://github.com/valentinakania/indocoref/tree/main/data- ind Coreference ResolutionLanguage general MIT (mit) Expert-generated 0 0 201 documents 201 TUFS A Multi-Pass Sieve Coreference Resolution for Indonesianhttps://aclanthology.org/2021.ranlp-1.102021 Free Wikipedia No No NusaCrowd carry-over indocoref

153 IndoCulture IndoCulture is aimed at understanding the influence of geographical factors on language model reasoning ability, with a specific emphasis on the diverse cultures found within eleven Indonesian provinces.https://huggingface.co/datasets/indolem/IndoCulturehttps://huggingface.co/datasets/indolem/IndoCultureind Indonesia Commonsense ReasoningLanguage
General
Religion

Culture & heritage
Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generatedManual (full) 150 2429 instances 2429

The University Of Melbourne
MBZUAI
University of Indonesia

IndoCulture: Exploring Geographically-Influenced Cultural Commonsense Reasoning Across Eleven Indonesian Provinceshttps://arxiv.org/pdf/2404.01854.pdf2024 Preprint Free NA No No 2024-04-03 12:36:07 Approved indoculture https://github.com/SEACrowd/seacrowd-datahub/issues/710

154 IndoLEM NTP IndoLEM next tweet prediction is a next tweet prediction dataset collected from tweeterhttps://github.com/indolem/indolem- ind Next Tweet PredictionLanguage social media Creative Commons Attribution Share Alike 3.0 (cc-by-sa-3.0)Crawling
Expert-generated 5,681 811 1,890 instances 8382 David Moeljadi IndoLEM and IndoBERT: A Benchmark Dataset and Pre-trained Language Model for Indonesian NLPhttps://aclanthology.org/2020.coling-main.66.pdf2020 Free Twitter No No NusaCrowd carry-over indolem_ntp

155 IndoLEM Sentiment Analysis IndoLEM Sentiment Analysis is a textual sentiment analysis dataset collected from twitterhttps://github.com/indolem/indolem- ind Sentiment Analysis Language social media Creative Commons Attribution Share Alike 3.0 (cc-by-sa-3.0)Crawling
Expert-generated 3,638 399 1,011 sentences 5048 David Moeljadi IndoLEM and IndoBERT: A Benchmark Dataset and Pre-trained Language Model for Indonesian NLPhttps://aclanthology.org/2020.coling-main.66.pdf2020 Free Twitter No No NusaCrowd carry-over indolem_sentiment

156 IndoLEM Tweet Ordering IndoLEM tweet ordering is a text ordering dataset collected from tweeterhttps://github.com/indolem/indolem- ind Tweet Ordering Language social media Creative Commons Attribution Share Alike 3.0 (cc-by-sa-3.0)Crawling
Expert-generated 5,327 760 1,521 instances 7608 David Moeljadi IndoLEM and IndoBERT: A Benchmark Dataset and Pre-trained Language Model for Indonesian NLPhttps://aclanthology.org/2020.coling-main.66.pdf2020 Free Twitter NusaCrowd carry-over indolem_tweet_ordering

157 Indoler The dataset contains 993 annotated court decision documents. The document was taken from the Decision of the Supreme Court of Indonesia (https://decision3.mahkamahagung.go.id/) for 5 state courts of DKI Jakarta with a total of 1000 criminal documents cases.https://github.com/ir-nlp-csui/indoler/tree/mainind Indonesia Named Entity RecognitionLanguage Legal Unknown (unknown)Crawling
Machine-generatedAutomatic 695 30 268 examples 993 University of IndonesiaLegal Entity Recognition in Indonesian Court Decision Documents Using Bi-LSTM and CRF Approacheshttps://ieeexplore.ieee.org/abstract/document/92631572020 ICACSIS Free Yes No 2024-01-04 02:26:57 Approved indoler https://github.com/SEACrowd/seacrowd-datahub/issues/351

158 IndoMMLU IndoMMLU is the first multi-task language understanding benchmark for Indonesian culture and languages, which consists of questions from primary school to university entrance exams in Indonesia. By employing professional teachers, we obtained 14,906 questions across 63 tasks and education levels, with 46% of the questions focusing on assessing proficiency in the Indonesian language and knowledge of nine local languages and cultures in Indonesia.https://huggingface.co/datasets/indolem/IndoMMLUhttps://huggingface.co/datasets/indolem/IndoMMLU
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Indonesia Question Answering Language Education Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crawling Manual (partial)

11478
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14,979 examples MBZUAI Large Language Models Only Pass Primary School Exams in Indonesia: A Comprehensive Test on IndoMMLUhttps://arxiv.org/pdf/2310.04928.pdf2023 EMNLP Free No No 2023-11-14 02:04:12 Approved indommlu https://github.com/SEACrowd/seacrowd-datahub/issues/180

159 IndoModal IndoModal is a dataset consisting of annotations related to modality (meanings concerning possibility and necessity) in Indonesian, more specifically "harus", "mesti" and their derivatives "harusnya", "seharusnya", "mestinya" and "semestnya".  These words were annotated with regard to various linguistic features, including semantics (e.g. "flavour" [epistemic vs. root]) and syntax (e.g. "level" [main clause vs. non-main clause]).  The sentences were taken from three Indonesian subcorpora in the Leipzig Corpora Collection.  The suffixes in the file names denote the annotators.https://github.com/matbahasa/IndoModal ind Indonesia Word Sense DisambiguationLanguage
Mixed

News articles
Wikipedia

Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generatedNone 3 600 sentences 600 Tokyo University of Foreign StudiesAnnotation of modal expressions in Indonesian.https://www.anlp.jp/proceedings/annual_meeting/2024/pdf_dir/E9-5.pdf2024 Annual Meeting of the Association for Natural Language ProcessingFree Leipzig Corpora CollectionNo No 2024-03-22 16:14:09 Approved indomodal https://github.com/SEACrowd/seacrowd-datahub/issues/681

160 IndoNER-Tourism

This dataset is designed for named entity recognition (NER) tasks in the Bahasa Indonesia tourism domain. It contains labeled sequences of named entities, including locations, facilities, and tourism-related entities. The dataset is annotated with the following entity types:

- B-WIS: Beginning of a tourism-related entity.
- I-WIS: Continuation of a tourism-related entity.
- B-LOC: Beginning of a location entity.
- I-LOC: Continuation of a location entity.
- B-FAS: Beginning of a facility entity.
- I-FAS: Continuation of a facility entity.
- O: Non-entity or other words not falling into the specified categories.

https://github.com/fathanick/IndoNER-Tourism/tree/mainind Indonesia Named Entity RecognitionLanguage Tourism Academic Free License v3.0 (afl-3.0)Crawling Manual (full) 2 0.996 116564 tokens 116564 Universitas Islam IndonesiaNamed Entity Recognition of Tourist Destinations Reviews in the Indonesian Languagehttps://www.inacl.id/journal/index.php/jlk/article/download/89/632023 Jurnal Linguistik KomputasionalFree https://github.com/Royananayoan/CNN-Feature-Based-Sentiment-Analysis-of-Indonesian-Tourism/blob/master/CODES/DATA/DATA%20RAW.csvNo No 2024-01-03 16:28:06 Approved indoner_tourism https://github.com/SEACrowd/seacrowd-datahub/issues/348

161 Indonesia BioNER
This dataset taken from online health consultation platform Alodokter.com which has been annotated by two medical doctors. Data were annotated using IOB in CoNLL format.

Dataset contains 2600 medical answers by doctors from 2017-2020. Two medical experts were assigned to annotate the data into two entity types: DISORDERS and ANATOMY. The topics of answers are: diarrhea, HIV-AIDS, nephrolithiasis and TBC, which marked as high-risk dataset from WHO.
https://huggingface.co/datasets/abid/indonesia-bioner-datasethttps://huggingface.co/datasets/abid/indonesia-bioner-datasetind Indonesia Named Entity RecognitionLanguage Health BSD 3-clause Clear license (bsd-3-clause-clear)Crawling Manual (full) 1950 260 390 examples 2600 Institut Teknologi Sepuluh Nopember

Universitas Budi LuhurPengenalan Entitas Biomedis dalam Teks Konsultasi Kesehatan Online Berbahasa Indonesia Berbasis Arsitektur Transformershttps://jtiik.ub.ac.id/index.php/jtiik/article/view/6337/pdf2023 Jurnal Teknologi Informasi dan Ilmu Komputer (JTIIK)Free No No 2024-02-02 16:22:44 Approved bioner_id https://github.com/SEACrowd/seacrowd-datahub/issues/428

162 Indonesia Sentiment Analysis Dataset
This dataset consists of 10806 labeled Indonesian tweets with their corresponding sentiment analysis: positive, negative, and neutral, up to 2019. This dataset was developed in Cloud Experience Research Group, Gadjah Mada University. There is no further explanation of the dataset. Contributor found this dataset after skimming through "Sentiment analysis of Indonesian datasets based on a hybrid deep-learning strategy" (Lin CH and Nuha U, 2023).

See the dataset announcement [here](https://ridi.staff.ugm.ac.id/2019/03/06/indonesia-sentiment-analysis-dataset/).
https://github.com/ridife/dataset-idsa/blob/master/Indonesian%20Sentiment%20Twitter%20Dataset%20Labeled.csvind Indonesia Sentiment Analysis Language

Commentary
Mixed

Social media
Unknown (unknown)Crawling None 10806 tweets 10806 Gadjah Mada UniversityN/A https://ridi.staff.ugm.ac.id/2019/03/06/indonesia-sentiment-analysis-dataset/2019 No publication Free No No 2023-11-14 14:50:38 Approved id_sentiment_analysishttps://github.com/SEACrowd/seacrowd-datahub/issues/51

163 Indonesia-Chinese-MTRobustEval The dataset is curated for the purpose of evaluating the robustness of Neural Machine Translation (NMT) towards natural occuring noise (typo, slang, code switching, etc.). The dataset is crawled from Twitter, then pre-processed to obtain sentences with noise. The dataset consists of a thousand noisy sentences. The dataset is translated into Chinese manually as the benchmark for evaluating the robustness of NMT.https://github.com/supryzhu/Indonesia-Chinese-MTRobustEvalind
cmn Indonesia Machine Translation Language Social media MIT (mit) Crawling Manual (full) N/A N/A 1001 sentence pairs 2002 Tianjin University - 2023 Preprint Free Yes Yes 2024-01-07 23:32:37 Approved indonesia_chinese_mtrobustevalhttps://github.com/SEACrowd/seacrowd-datahub/issues/314

164 Indonesian Clickbait (CLICK-ID) The CLICK-ID dataset is a collection of Indonesian news headlines that was collected from 12 local online news publishers; detikNews, Fimela, Kapanlagi, Kompas, Liputan6, Okezone, Posmetro-Medan, Republika, Sindonews, Tempo, Tribunnews, and Wowkeren. This dataset is comprised of mainly two parts; (i) 46,119 raw article data, and (ii) 15,000 clickbait annotated sample headlines. Annotation was conducted with 3 annotator examining each headline. Judgment were based only on the headline. The majority then is considered as the ground truth. In the annotated sample, our annotation shows 6,290 clickbait and 8,710 non-clickbait.https://data.mendeley.com/datasets/k42j7x2kpn/1https://huggingface.co/datasets/id_clickbaitind Clickbait Detection Language news articles Creative Commons Attribution 4.0 (cc-by-4.0)Crawling
Expert-generated 15,000 0 0 headlines 15000 Institut Teknologi BandungCLICK-ID: A novel dataset for Indonesian clickbait headlineshttps://www.sciencedirect.com/science/article/pii/S2352340920311252#!2020 Free Online news publishersNo No NusaCrowd carry-over id_clickbait

165 Indonesian Frog Storytelling Corpus Indonesian written and spoken storytelling corpus, based on the twenty-eight pictures.https://github.com/matbahasa/corpus-frog-storytellingind Language Modeling Language Books Unknown (unknown)Unknown 0 0 documents 0  FAISAL RAHUTOMO, Inggrid Yanuar, ROSA ANDRIE ASMARAUsage of Indonesian possessive verbal predicates: A statistical analysis based on questionnaire and storytelling surveys1http://www.tufs.ac.jp/st/personal/13/david/papers/APLL5_davidmoeljadi.pdf2014 Free No No NusaCrowd carry-over id_frog_story

166 Indonesian GEC framework A large corpus of the Indonesian language that can be utilized for evaluating the next Indonesian GEC task. The parallel data was generated with a semi-supervised confusion method. The data includes common errors made by Indonesian second language learners and native speakers, including syntax errors, spelling errors, and semantic errors.https://github.com/Almangiri/Indonesian-GEC-framework/tree/mainind Indonesia Grammatical Error CorrectionLanguage Mixed Unknown (unknown)Crawling
Machine-generatedAutomatic 5999634 424431 424420 examples 6848485 South China University of Technology

Pamulang UniversityAutomatic Correction of Indonesian Grammatical Errors Based on Transformerhttps://www.mdpi.com/2076-3417/12/20/103802022 Applied Sciences Free CC100-Indonesian, Common CrawlNo No 2024-04-01 12:01:34 Approved id_gec https://github.com/SEACrowd/seacrowd-datahub/issues/622

167 Indonesian general domain MT En-Id
For the general domain, both Tatoeba and TALPCo are manually curated, but their sentences (especially Tatoeba) are very short compared to Wikimatrix. Therefore, for these two datasets, we do a random split involving all datasets in the domain for validation and testing, each having 2000 unique pairs not present in the training set. For the general domain, we mix shorter sentences from TALPCo and the longer ones from Wikimatrix as our validation and test data. We observe that Tatoeba has similar types of high-quality sentences like TALPCo has, albeit shorter. Therefore we choose TALPCo to be in the validation and test sets instead, because longer sentences mean more difficult and meaningful evaluation.

The Tatoeba dataset contains short sentences. However, they contain high-quality full-sentence pairs with precise translation and is widely used in previous work in other languages (Artetxe and Schwenk, 2019b). Due to its simplicity, we do not use Tatoeba as our test and validation sets. We find that the Wikipedia scraper for Wikimatrix is faulty in some cases, causing some noise coming from unfiltered markup tags.
https://github.com/gunnxx/indonesian-mt-data/tree/master/general- eng

ind Machine Translation Language general Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generated 1,729,472 2,000 2,000 sentences 1733472 Universitas IndonesiaBenchmarking Multidomain English-Indonesian Machine Translation.https://aclanthology.org/2020.bucc-1.6/2020 Free Wiki[x], Tatoeba, TALPCo NusaCrowd carry-over indo_general_mt_en_id

168 Indonesian Google Play Review Indonesian Google Play Review, dataset scrapped from e-commerce app on Google Play for sentiment analysis.https://huggingface.co/datasets/jakartaresearch/google-play-reviewhttps://huggingface.co/datasets/jakartaresearch/google-play-reviewind Sentiment Analysis Language App review Creative Commons Attribution 4.0 (cc-by-4.0)Crawling 7,028 3,012 0 sentences 10040 Jakarta AI Research 2022 Free - No No NusaCrowd carry-over id_google_play_review
169 Indonesian Hoax News Detection Indonesian Hoax News Detection is a dataset for hoax news detection. 600 Data are retrieved in Indonesian language with 372 valid news and 228 fake news.All data are manually labelled.https://data.mendeley.com/datasets/p3hfgr5j3m/1ind Hoax Detection Language News articles Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generated 600 0 0 documents 600 Jakarta AI ResearchStudy of hoax news detection using naïve bayes classifier in Indonesian language,https://ieeexplore.ieee.org/document/82656492018 Free No No NusaCrowd carry-over id_hoax_news

170 Indonesian News Corpus This corpus contains 150,466 news articles crawled from various Indonesian news portals from the second half of 2015.https://data.mendeley.com/datasets/2zpbjs22k3/1ind Indonesia
Topic Modeling
Topic Classification
Sentiment Analysis

Language News articles Creative Commons Attribution 4.0 (cc-by-4.0)Crawling None N/A documents 0 Politeknik Negeri MalangKorpus berita daring bahasa indonesia dengan depth first focused crawlinghttp://proceeding.sentrinov.org/index.php/sentrinov/article/download/163/1452018 Prosiding Sentrinov (Seminar Nasional Terapan Riset Inovatif)Free No No 2024-04-02 16:49:25 Approved

171 Indonesian News Dataset An imbalanced dataset to classify Indonesian News articles. The dataset contains 5 class labels: bola, news, bisnis, tekno, and otomotif. The dataset comprises of around 6k train and 2.5k test examples, with the more prevalent classes (bola and news) having roughly 10x the number of train and test examples than the least prevalent class (otomotif).https://github.com/andreaschandra/indonesian-newsind N/A Text Classification
Topic Classification Language

News
Sports

Business
Technology

Vehicle

Unknown (unknown)Crawling
Expert-generatedNone 6127 0 2627 instances 8754 Independent N/A 2019 No publication Free No No 2024-01-29 12:22:40 Approved indonesian_news_datasethttps://github.com/SEACrowd/seacrowd-datahub/issues/422

172 Indonesian Poem Tweets Indonesian Poem tweets is dataset crawled from Twitter. The purpose of this data is to create text generation model for short text and make sure they are all coherence and rhythmichttps://huggingface.co/datasets/jakartaresearch/poem-tweetshttps://huggingface.co/datasets/jakartaresearch/poem-tweetsind Language Modeling Language Social media Creative Commons Attribution 4.0 (cc-by-4.0)Crawling 16,427 0 0 tweets 16427 Samsul Rahmadani 2022 Free - NusaCrowd carry-over id_poem_tweets

173 Indonesian PRONER Automatically Labeled Data
Manually Labeled Data A corpus for Indonesian Product Named Entity Recognition (PRONER). We labeled a small amount of data and implemented a semi-supervised learning approach to label the rest of the data. We used conditional random fields (CRF) as the classifier.https://github.com/dziem/proner-labeled-text/tree/masterind Indonesia Named Entity RecognitionLanguage Product Creative Commons Attribution 4.0 (cc-by-4.0)Crawling Automatic & Manual (partial) 1 2275

16853 sentences 19128 Telkom UniversityCorpus Development for Indonesian Product Named Entity Recognition using Semi-supervised Approachhttp://www.winlp.org/wp-content/uploads/2020/final_papers/37_Paper.pdf2020 Data Science and Its Applications (ICoDSA)Free No No 2024-01-04 02:00:15 Approved ind_proner https://github.com/SEACrowd/seacrowd-datahub/issues/350

174 Indonesian religious domain MT En-Id

Religious domain consists of religious manuscripts or articles. These articles are different from news as they are not in a formal, informative style. Instead, they are written to advocate and inspire religious values, often times citing biblical or quranic anecdotes. 

The Tanzil dataset is a Quran translation dataset which has a
relatively-imbalanced sentence length between the two languages, evidenced in Table 2, where an average Indonesian
sentence in this dataset is about 50% longer than an average English one. Furthermore, an average pair of sentences
in this dataset would, on average, have one of them twice
as long as the other. However, we still decide to include
the dataset in the domain to avoid overfitting because the
remaining datasets are all about Christianity.
Another interesting property in the religion domain corpus
is the localized names, for example, David to Daud, Mary
to Maryam, Gabriel to Jibril, and more. In contrast, entity
names are usually kept unchanged in other domains.
We also find quite a handful of Indonesian translations of
JW300 are missing the end sentence dot (.), even though
the end sentence dot is present in their English counterpart.
Lastly, we also find some inconsistency in the transliteration, for example praying is sometimes written as ”salat” or
”shalat”, or repentance as ”tobat” or ”taubat”.

https://github.com/gunnxx/indonesian-mt-data/tree/master/religious- eng
ind Machine Translation Language religion Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generated 579,544 5,000 4,823 sentences 589367 Samsul RahmadaniBenchmarking Multidomain English-Indonesian Machine Translation.https://aclanthology.org/2020.bucc-1.6/2020 Free Tanzil, JW300, Bible, Dsm-odb NusaCrowd carry-over indo_religious_mt_en_id
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175 Indonesian Stance ID Stance is a collection of Kompasiana articles that match with a pre-defined list of Indonesian politician names. Each article possesses a stance towards a candidate entity and election event, determined by annotators. Since the task is framed as a binary classification task, articles with no stance (neutral) are excluded from the gold-standard set.https://github.com/reneje/id_stance_dataset_article-Stance-Classification-Towards-Political-Figures-on-Blog-Writing- ind

javanese
javanese kromo
javanese ngoko

dayak ahe
dayak iban

dayak pesaguan
dayak taman

buginese kelolau
buginese wajo

sundanese
madurese

banjar
batak toba

khek pontianak
kapuas hulu

melayu kembayan
melayu ketapang
melayu melawi

melayu pontianak
melayu putussibau

melayu sambas
melayu sintang

padang
tiociu pontianak

Stance Detection Language journalistic blog Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crawling
Expert-generated 337 0 0 documents 337 Universitas TanjungpuraStance Classification towards Political Figures on Blog Writinghttps://www.researchgate.net/profile/Rahmad-Mahendra/publication/330787341_Stance_Classification_Towards_Political_Figures_on_Blog_Writing/links/5c69677d4585156b5702ee77/Stance-Classification-Towards-Political-Figures-on-Blog-Writing.pdf2018 Free Kompasiana No No NusaCrowd carry-over id_stance

176 Indonesian WSD Indonesian WSD is a word sense dissambiguation dataset automatically collected using CrossLingual WSD (CLWSD) approach by utilizing WordNet and parallel corpus GIZA++. The monolingual WSD model is built from training data and it is used to assign the correct sense to any previously unseen word in a new context. The dataset covers 6 commonly ambiguous words, i.e, "alam", "atas", "kayu", "anggur", "perdana", and "dasar", with a total of 2416 sentences.https://github.com/rmahendra/Indonesian-WSD/blob/master/dataset-clwsd-ina.zip- ind Word Sense DisambiguationLanguage multi domain Unknown (unknown)Crawling 2,416 0 0 sentences 2416 Universitas IndonesiaCross-Lingual and Supervised Learning Approach for Indonesian Word Sense Disambiguation Taskhttps://aclanthology.org/2018.gwc-1.282018 Free CLWSD, WordNet NusaCrowd carry-over id_wsd

177 Indonesian-Madurese Bible translation The Madurese Parallel Corpus Dataset is created by scraping content from the online Bible, resulting in 30,013 Indonesian-Madurese sentences. This corpus is distinct from a previous Madurese dataset, which was gathered from physical documents such as the Kamus Lengkap Bahasa Madura-Indonesia. The proposed dataset provides bilingual sentences, allowing for comparisons between Indonesian and Madurese. It aims to supplement existing Madurese corpora, enabling enhanced research and development focused on regional languages in Indonesia. Unlike the prior dataset that included information like lemmas, pronunciation, linguistic descriptions, part of speech, loanwords, dialects, and various structures, this new corpus primarily focuses on bilingual sentence pairs, potentially broadening the scope for linguistic studies and language technology advancements in the Madurese language.https://data.mendeley.com/datasets/cgtg4bhrtf/3mad
ind  Online bible web pageMachine Translation Language Religion Creative Commons Attribution 4.0 (cc-by-4.0)Crawling Automatic & Manual (partial) 30013 sentence pairs 30013 State University of MalangAutogenerated Indonesian-Madurese Parallel Corpus Dataset using Neural Machine Translatiohttps://papers.ssrn.com/sol3/papers.cfm?abstract_id=46444302023 Preprint Free No No 2024-01-04 17:01:47 Approved id_mad_bible https://github.com/SEACrowd/seacrowd-datahub/issues/311

178 IndonesianNMT Repository containing datasets for data automatically generated from gpt-3.5-turbo and text-davinci-003 used in the work "Replicable Benchmarking of Neural Machine Translation (NMT) on Low-Resource Local Languages in Indonesia"https://github.com/luckysusanto/IndonesianNMT

ind
jav
min
sun
ban

N/A Machine Translation Language General Unknown (unknown)Machine-generatedAutomatic 5000 sentence pairs 5000

Bandung Institute of Technology
University of Indonesia
Monash University Indonesia
Boston University

Replicable Benchmarking of Neural Machine Translation (NMT) on Low-Resource Local Languages in Indonesiahttps://arxiv.org/abs/2311.009982023 SEALP Free ChatGPT No No 2023-12-11 09:06:43 Approved indonesiannmt https://github.com/SEACrowd/seacrowd-datahub/issues/338

179 indonglish-dataset Indonglish-dataset was constructed based on keywords derived from the sociolinguistic phenomenon observed among teenagers in South Jakarta. The dataset was designed to tackle the semantic task of sentiment analysis, incorporating three distinct label categories: positive, negative, and neutral. The annotation of the dataset was carried out by a panel of five annotators, each possessing expertise language and data sciencehttps://github.com/laksmitawidya/indonglish-datasethttps://huggingface.co/TalTechNLP/voxlingua107-epaca-tdnnind N/A Sentiment Analysis Language Mixed Unknown (unknown)Crawling
Expert-generatedManual (full) 5 3638 399 1011 tweets 5048 FMIPA UGM YogyakartaCode-Mixed Sentiment Analysis using Transformer for Twitter Social Media Datahttps://thesai.org/Publications/ViewPaper?Volume=14&Issue=10&Code=IJACSA&SerialNo=532023 IJACSA Free No No 2024-02-20 10:57:35 Approved indonglish https://github.com/SEACrowd/seacrowd-datahub/issues/475

180 IndoNLG Bible En-Id Bible En-Id is a machine translation dataset containing Indonesian-English parallel sentences collected from the bible. We also add a Bible dataset to the English Indonesian translation task. Specifically, we collect an Indonesian and an English language Bible and generate a verse-aligned parallel corpus for the English-Indonesian machine translation task. We split the dataset and use 75% as the training set, 10% as the validation set, and 15% as the test set. Each of the datasets is evaluated in both directions, i.e., English to Indonesian (En → Id) and Indonesian to English (Id → En) translations.https://storage.googleapis.com/babert-pretraining/IndoNLG_finals/downstream_task/downstream_task_datasets.ziphttps://huggingface.co/datasets/GEM/indonlgeng
ind Machine Translation Language religion Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling

Expert-translated 23,308 3,109 4,661 sentences 31078 Dyah Inastra IndoNLG: Benchmark and Resources for Evaluating Indonesian Natural Language Generationhttps://aclanthology.org/2021.emnlp-main.699/2021 Free Bible No No NusaCrowd carry-over bible_en_id

181 IndoNLG Bible Jv-Id Bible Jv-Id is a machine translation dataset containing Indonesian-Javanese parallel sentences collected from the bible. Analogous to the En ↔ Id and Su ↔ Id datasets, we create a new dataset for Javanese and Indonesian translation generated from the verse-aligned Bible parallel corpus with
the same split setting. In terms of size, both the Su ↔ Id and Jv ↔ Id datasets are much smaller compared to the En ↔ Id dataset, because there are Bible chapters for which translations are available for Indonesian, albeit not for the local languages.https://storage.googleapis.com/babert-pretraining/IndoNLG_finals/downstream_task/downstream_task_datasets.ziphttps://huggingface.co/datasets/GEM/indonlgjav

ind Machine Translation Language religion Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling
Expert-translated 5,967 797 1,193 sentences 7957 Telkom UniversityIndoNLG: Benchmark and Resources for Evaluating Indonesian Natural Language Generationhttps://aclanthology.org/2021.emnlp-main.699/2021 Free Bible NusaCrowd carry-over bible_jv_id

182 IndoNLG Bible Su-Id Bible Su-Id is a machine translation dataset containing Sundanese Indonesian parallel sentences collected from the bible. Analogous to the En ↔ Id and Su ↔ Id datasets, we create a new dataset for Javanese and Indonesian translation generated from the verse-aligned Bible parallel corpus with the same split setting. In terms of size, both the Su ↔ Id and Jv ↔ Id datasets are much smaller compared to the En ↔ Id dataset, because there are Bible chapters for which translations are available for Indonesian, albeit not for the local languageshttps://storage.googleapis.com/babert-pretraining/IndoNLG_finals/downstream_task/downstream_task_datasets.ziphttps://huggingface.co/datasets/GEM/indonlgsun
ind Machine Translation Language religion Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling

Expert-translated 5,968 797 1,193 sentences 7958 Universitas Negeri Medan and UTHM, MalaysiaIndoNLG: Benchmark and Resources for Evaluating Indonesian Natural Language Generationhttps://aclanthology.org/2021.emnlp-main.699/2021 Free Bible No No NusaCrowd carry-over bible_su_id

183 IndoNLI IndoNLI is the first human-elicited Natural Language Inference (NLI) dataset for Indonesian. IndoNLI is annotated by both crowd workers and experts. The expert-annotated data is used exclusively as a test set. It is designed to provide a challenging test-bed for Indonesian NLI by explicitly incorporating various linguistic phenomena such as numerical reasoning, structural changes, idioms, or temporal and spatial reasoning.https://github.com/ir-nlp-csui/indonlihttps://huggingface.co/datasets/indonliind Natural Language InferenceLanguage news articles
Wikipedia Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generated 10,330 2,197 5,183 sentence pairs 17710 Carnegie Mellon University, George Mason University, Johns Hopkins University, Amazon, Appen, Facebook, Google, Microsoft, Translated, Translators Without BordersIndoNLI: A Natural Language Inference Dataset for Indonesianhttps://aclanthology.org/2021.emnlp-main.821/2021 Free - No No NusaCrowd carry-over indonli

184 IndoNLU NERGrit NER Grit dataset is a NER dataset taken from the Grit-ID repository, and the labels are spans in IOB chunking representation. The dataset consists of three kinds of named entity tags, PERSON (name of person), PLACE (name of location), and ORGANIZATION (name of organization).https://github.com/IndoNLP/indonlu/tree/master/dataset/nerp_ner-prosahttps://huggingface.co/datasets/indonluind Named Entiy RecognitionLanguage other Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Unknown 1,672 209 209 sentences 2090 Meta AI, UC Berkeley, Johns Hopkins UniversityIndoNLU: Benchmark and Resources for Evaluating Indonesian Natural Language Understandinghttps://aclanthology.org/2020.aacl-main.85/2020 Free - No No NusaCrowd carry-over indonlu_nergrit
185 IndoPuisi Indonesian Puisi is an Indonesian poetic form. The dataset contains 7223 Indonesian puisi (poem) with its title and author. The data was scraped online using BeautifulSoup. The title and author column was produced using regex.https://github.com/ilhamfp/puisi-pantun-generator/tree/main/datahttps://huggingface.co/datasets/id_puisiind Language Modeling Language General MIT (mit) Crawling 7,223 0 0 documents 7223 Meta AI, UC Berkeley, Johns Hopkins University 2020 Free No No NusaCrowd carry-over indo_puisi

186 IndoQA IndoQA is an Indonesian question-answering dataset. It is comprised of ~4.5k examples. The datasets consists of a context paragraph along with an associated question-answer pair.https://huggingface.co/datasets/jakartaresearch/indoqahttps://huggingface.co/datasets/jakartaresearch/indoqaind N/A Question Answering Language Mixed
Multi-domain Creative Commons Attribution No Derivatives 4.0 (cc-by-nd-4.0)Expert-generatedNone 3310 1100 N/A instances 4410 Jakarta AI ResearchN/A https://huggingface.co/datasets/jakartaresearch/indoqa2022 No publication Free No No 2024-02-05 11:12:44 Approved indoqa https://github.com/SEACrowd/seacrowd-datahub/issues/430

187 IndoSMD IndoSMD is a synthetic task-oriented dialogue system dataset that was translated from the In-Car Assistant (SMD) dataset (Eric et al., 2017) into the new Indonesian dataset using the translation pipeline method including delexicalization, translation, and delexicalization. The dataset consists of 323 dialogues in the POI Navigation, Calendar Scheduling, and Weather Information Retrieval domain, with a user and an agent talking to each other. It also consists of slots and dialogue acts from the user and the agent.https://github.com/dehanalkautsar/IndoToD/tree/main/IndoSMDind Indonesia Dialogue System Language
POI Navigation

Weather Information
Calendar Scheduling

Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crowdsourced Manual (partial) 323 dialogues 323 Bandung Institute of TechnologyIndoToD: A Multi-Domain Indonesian Benchmark For End-to-End Task-Oriented Dialogue Systemshttps://arxiv.org/pdf/2311.00958.pdf2023 SEALP Free SMD Yes No 2023-11-14 17:40:48 Approved indosmd https://github.com/SEACrowd/seacrowd-datahub/issues/54

188 IndoSRL Indonesian IndoSRL is a semantic role labeling datasets in Indonesian. This dataset provides complete predicate-argument structure for the existing predicates in a sentence. This dataset provides SRL annotations on top of Indonesian GSD corpus from Universal dependencies. This dataset can be used for four tasks: Predicate identification, predicate sense disambiguation, argument identification and argument classification. This data is available in conllup format. https://github.com/UniversalPropositions/UP_Indonesian-GSDind
eng Semantic Role LabelingLanguage General Community Data License Agreement – Sharing, Version 1.0 (cdla-sharing-1.0)Expert-generated 4,477 559 557 sentences 5593 Meta AI, UC Berkeley, Johns Hopkins UniversityUniversal Proposition Bank 2.0https://aclanthology.org/2022.lrec-1.181/2022 Free Universal DependenciesNo No NusaCrowd carry-over indosrl

189 IndoSum The Indosum dataset was collected from news aggregators covering six
topics: entertainment, inspiration, sport, showbiz, headline, and technology. Compared to Liputan6, the summary label of Indosum is less abstractive, with novel 1-gram and novel 4-gram rates of 3.1% and 20.3%, respectively (Koto et al., 2020a).https://drive.google.com/uc?export=download&id=1OgYbPfXFAv3TbwP1Qcwt_CC9cVWSJacohttps://huggingface.co/datasets/GEM/indonlgind Summarization Language news articles Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling

Expert-generated 14,083 1,880 2,810 sentences 18773 Meta AI, UC Berkeley, Johns Hopkins UniversityIndosum: A new benchmark dataset for indonesian text
summarization. https://arxiv.org/abs/1810.053342021 Free News aggregator No No NusaCrowd carry-over indosum

190 IndoTacos IndoTacos dataset is tax court verdict summary collected from perpajakan.ddtc,co.id. It contains ~12k tax court summary with its verdict: mengabulkan seluruhnya, mengabulkan sebagian, menolak, mengabulkan, lain-lain.  This legal document is spesific for Indonesia tax cases.https://www.kaggle.com/datasets/christianwbsn/indonesia-tax-court-verdictind Legal Classification Language Legal Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crawling 12,291 0 0 documents 12291 Meta AI, UC Berkeley, Johns Hopkins University 2021 Free NusaCrowd carry-over indotacos

191 IndoWiki IndoWiki is a knowledge-graph dataset taken from WikiData and aligned with Wikipedia Bahasa Indonesia as it's corpus.https://github.com/IgoRamli/IndoWiki ind Indonesia Knowledge Base Language Wikipedia MIT (mit) Crawling None 4597264 26490 29636 examples 4653390 Pitik
University of IndonesiaIndoKEPLER, IndoWiki, and IndoLAMA: A Knowledge-enhanced Language Model, Dataset, and Benchmark for the Indonesian Languagehttps://ieeexplore.ieee.org/document/99248442022 International Workshop on Big Data and Information Security (IWBIS)Free Yes No 2024-01-03 11:56:26 Approved indowiki https://github.com/SEACrowd/seacrowd-datahub/issues/347

192 IndQNER Indonesian IndQNER is a NER dataset created by manually annotating 8 chapters in the Indonesian translation of Quran text. The dataset consists of 2476 named entities from 18 categories. Each named entity is labeled using BIO (Beginning-Inside-Outside) tagging format. https://github.com/RiaGusmita/IndQNER/tree/master/datasetsind Named Entiy RecognitionLanguage Religion Unknown (unknown)Expert-generated 2,494 312 312 sentences 3118 Meta AI, UC Berkeley, Johns Hopkins University 2022 Free NusaCrowd carry-over indqner

193 INDspeech_DIGIT_CDSR Indonesian INDspeech_DIGIT_CDSR is the first Indonesian speech dataset for connected digit speech recognition (CDSR). The data was developed by TELKOMRisTI (R&D Division, PT Telekomunikasi Indonesia) in collaboration with Advanced Telecommunication Research Institute International (ATR) Japan and Bandung Institute of Technology (ITB) under the Asia-Pacific Telecommunity (APT) project in 2004 [Sakti et al., 2004]. Although it was originally developed for a telecommunication system for hearing and speaking impaired people, it can be used for other applications, i.e., automatic call centers that recognize telephone numbers.https://github.com/s-sakti/data_indsp_digit_cdsrind Automatic Speech RecognitionSpeech
Language General Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Expert-generated 8,440 0 4,004 utterances [speakers] 12444 Meta AI, UC Berkeley, Johns Hopkins UniversityIndonesian Speech Recognition for Hearing and Speaking Impaired Peoplehttps://www.isca-speech.org/archive_v0/archive_papers/interspeech_2004/i04_1037.pdf2004 Free - NusaCrowd carry-over indspeech_digit_cdsr

194 INDspeech_NEWS_EthnicSR Sundanese
Javanese INDspeech_NEWS_EthnicSR is a collection of Indonesian ethnic speech corpora  (Javanese and Sundanese) for Indonesian ethnic speech recognition. It was developed in 2012 by the Nara Institute of Science and Technology (NAIST, Japan) in collaboration with the Bandung Institute of Technology (ITB, Indonesia) [Sani et al., 2012]. Furthermore, as all speakers utter the same sentences, it can also be used for voice conversion tasks.https://github.com/s-sakti/data_indsp_news_ethnicsrsun

jav Automatic Speech RecognitionSpeech
Language News articles Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Expert-generated 2,000 0 300 utterances [speakers] 2300 Meta AI, UC Berkeley, Johns Hopkins UniversityTowards Language Preservation: Preliminary Collection and Vowel Analysis of Indonesian Ethnic Speech Datahttps://ieeexplore.ieee.org/document/64224692012 Free - NusaCrowd carry-over indspeech_news_ethnicsr

195 INDspeech_NEWS_LVCSR Indonesian INDspeech_NEWS_LVCSR is the first Indonesian speech dataset for large vocabulary continuous speech recognition (LVCSR) with more than 40 hours of speech and 400 speakers [Sakti et al., 2008]. R&D Division of PT Telekomunikasi Indonesia (TELKOMRisTI) developed the data in 2005-2006, in collaboration with Advanced Telecommunication Research Institute International (ATR) Japan, as the continuation of the Asia-Pacific Telecommunity (APT) project [Sakti et al., 2004]. It has also been successfully used for developing Indonesian LVCSR in the Asian speech translation advanced research (A-STAR) project [Sakti et al., 2013].https://github.com/s-sakti/data_indsp_news_lvcsrind Automatic Speech RecognitionSpeech
Language News articles Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Expert-generated 39,600 0 4,400 utterances [speakers] 44000 Meta AI, UC Berkeley, Johns Hopkins UniversityDevelopment of Indonesian Large Vocabulary Continuous Speech Recognition System within A-STAR Projecthttps://aclanthology.org/I08-8004/2008 Free NusaCrowd carry-over indspeech_news_lvcsr

196 INDspeech_NEWS_TTS Indonesian INDspeech_NEWS_TTS is a speech dataset for developing an Indonesian text-to-speech synthesis system [Sakti et al., 2008, Sakti et al., 2010]. The data was developed by Advanced Telecommunication Research Institute International (ATR) Japan under the Asian speech translation advanced research (A-STAR) project [Sakti et al., 2013].https://github.com/s-sakti/data_indsp_news_ttsind Text-To-Speech SynthesisSpeech
Language

News articles
Travel expression Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Expert-generated 1,972 0 40 utterances 2012 Meta AI, UC Berkeley, Johns Hopkins UniversityDevelopment of HMM-based Indonesian Speech Synthesishttps://www.semanticscholar.org/paper/Development-of-HMM-based-Indonesian-Speech-Sakti-Maia/f984e242c4137bfcb826d83fdbbd231664e4b9b92008 Free NusaCrowd carry-over indspeech_news_tts

197 INDspeech_NEWSTRA_EthnicSR

Indonesian
Sundanese
Javanese
Balinese
Bataks

INDspeech_NEWSTRA_EthnicSR is a collection of graphemically balanced and parallel speech corpora of four major Indonesian ethnic languages: Javanese, Sundanese, Balinese, and Bataks. It was developed in 2013 by the Nara Institute of Science and Technology (NAIST, Japan) [Sakti et al., 2013]. The data has been used to develop Indonesian ethnic speech recognition in supervised learning [Sakti et al., 2014] and semi-supervised learning [Novitasari et al., 2020] based on the Machine Speech Chain framework [Tjandra et al., 2020].https://github.com/s-sakti/data_indsp_newstra_ethnicsr
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Automatic Speech RecognitionSpeech
Language

News articles
Travel expression Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Expert-generated 9,000 0 4,000 utterances [speakers] 13000 Samsul RahmadaniTowards Language Preservation: Design and Collection of Graphemically Balanced and Parallel Speech Corpora of Indonesian Ethnic Languageshttps://ieeexplore.ieee.org/document/67099072013 Free - NusaCrowd carry-over indspeech_newstra_ethnicsr

198 INDspeech_TELDIALOG_LVCSR Indonesian INDspeech_TELDIALOG_LVCSR is one of the first Indonesian speech datasets for large vocabulary continuous speech recognition (LVCSR) [Sakti et al., 2008]. R&D Division of PT Telekomunikasi Indonesia (TELKOMRisTI) developed the data in 2005-2006, in collaboration with Advanced Telecommunication Research Institute International (ATR) Japan, as the continuation of the Asia-Pacific Telecommunity (APT) project [Sakti et al., 2004]. It has also been successfully used for developing Indonesian LVCSR in the Asian speech translation advanced research (A-STAR) project [Sakti et al., 2013].https://github.com/s-sakti/data_indsp_teldialog_lvcsrind Automatic Speech RecognitionSpeech
Language

General
Telephone applicationCreative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Expert-generated 36,000 0 4,000 utterances [speakers] 40000 Indonesian-nlp Development of Indonesian Large Vocabulary Continuous Speech Recognition System within A-STAR Projecthttps://aclanthology.org/I08-8004/2008 Free - No No NusaCrowd carry-over indspeech_teldialog_lvcs

199 INDspeech_TELDIALOG_SVCSR Indonesian INDspeech_TELDIALOG_SVCSR is the first Indonesian speech dataset for small vocabulary continuous speech recognition (SVCSR). The data was developed by TELKOMRisTI (R&D Division, PT Telekomunikasi Indonesia) in collaboration with Advanced Telecommunication Research Institute International (ATR) Japan and Bandung Institute of Technology (ITB) under the Asia-Pacific Telecommunity (APT) project in 2004 [Sakti et al., 2004]. Although it was originally developed for a telecommunication system for hearing and speaking impaired people, it can be used for other applications, i.e., automatic call centers. Furthermore, as all speakers utter the same sentences, it can also be used for voice conversion tasks.https://github.com/s-sakti/data_indsp_teldialog_svcsrind Automatic Speech RecognitionSpeech
Language

General
Telephone applicationCreative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Expert-generated 10,000 0 10,000 utterances [speakers] 20000 NAIST, ITB Indonesian Speech Recognition for Hearing and Speaking Impaired Peoplehttps://www.isca-speech.org/archive_v0/archive_papers/interspeech_2004/i04_1037.pdf2004 Free - No No NusaCrowd carry-over indspeech_teldialog_svcsr

200 InSet Lexicon Sentiment analysis from Twitterhttps://github.com/fajri91/InSet- ind Sentiment Analysis Language social media Unknown (unknown)Crawling
Expert-generated 0 0 2,630 sentences 2630 R&D Division of PT Telekomunikasi Indonesia (TELKOMRisTI)InSet Lexicon: Evaluation of a Word List for Indonesian Sentiment Analysis in Microblogshttps://www.researchgate.net/publication/321757985_InSet_Lexicon_Evaluation_of_a_Word_List_for_Indonesian_Sentiment_Analysis_in_Microblogs2017 Free - No No NusaCrowd carry-over inset_lexicon

201 Inter-Agency Task Force for the Management of Emerging Infectious Diseases (IATF) COVID-19 Resolutions
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iatfResolution01
iatfResolution56
iatfResolution33
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iatfResolution40
iatfResolution39
iatfResolution21
iatfResolution10
iatfResolution44
iatfResolution43
iatfResolution08
iatfResolution22
iatfResolution51
iatfResolution23
iatfResolution58
iatfResolution36
iatfResolution32
iatfResolution11

iatfResolution60A
iatfResolution27
iatfResolution53
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iatfResolution38
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iatfResolution15
iatfResolution12
iatfResolution60

iatfResolution50A
iatfResolution26
iatfResolution57
iatfResolution41
iatfResolution07
iatfResolution25

iatfResolution30A
iatfResolution02
iatfResolution55

iatfResolution55A
iatfResolution29
iatfResolution24
iatfResolution42
iatfResolution05
iatfResolution46
iatfResolution54
iatfResolution34
iatfResolution37
iatfResolution45
iatfResolution04
iatfResolution28
iatfResolution17
iatfResolution49
iatfResolution18
iatfResolution06
iatfResolution50
iatfResolution13
iatfResolution16

iatfGuidelineOmnibus

This dataset contains 65 resolutions about the COVID-19 pandemic from January 1 to July 30, 2020 made by the Philippine IATF, a task force organized to respond to affairs regarding emerging infectious diseases in the country. 

Each resolution or subset is split into lines, which are categorized based on what section they belong to (heading, preamble, operative, endorsement). Each subset is saved as an .rda file.
https://github.com/como-ph/covidphtext/tree/master/datafil Philippines Language Modeling Language Health

Legal GNU General Public License v3.0 (gpl-3.0)Crawling None
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sentences 8481
University of Oxford
University of the Philippines Manila
Cornell University

Creating text data from IATF resolutions for use in text analysishttps://como-ph.github.io/post/creating-text-data-from-iatf-resolutions/2020 No publication Free No No 2023-11-14 19:57:52 Approved iatf https://github.com/SEACrowd/seacrowd-datahub/issues/97

202 InterBEST-2009 InterBEST-2009 is a publicly available corpus for Thai word segmentation. It contains about five million words from four domains: novels, articles, news, and encyclopedia. The dataset was created by NECTEC for a software contest.http://thailang.nectec.or.th/downloadcenter/indexae01.html?option=com_docman&task=cat_view&gid=40&Itemid=61tha Thailand Word lists Language
Books

News articles
Encyclopedia

Creative Commons Attribution Share Alike 3.0 (cc-by-sa-3.0)Expert-generatedManual (full) 5000000 N/A 600000 tokens 5600000 NECTEC BEST 2009 : Thai word segmentation software contesthttps://ieeexplore.ieee.org/document/53409412009 International Symposium on Natural Language Processing (SNLP)Free No No 2024-03-23 13:20:48 Approved with notes interbest_2009 https://github.com/SEACrowd/seacrowd-datahub/issues/618

203 Intercontinental Dictionary Series (IDS) The Intercontinental Dictionary Series (IDS) is a database where lexical material across the languages of the world is organized in such a way that comparisons can be made. Each wordlist has been produced in the same format, which assures the cross-linguistic comparability. IDS is organized with a topical outline that is consistent across wordlists, with up to 1310 entries per language.https://ids.clld.org
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N/A Word lists Language Dictionary Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generated
Expert-translated None N/A (at most 1310 per language)instances 0 Max Planck Institute for Evolutionary AnthropologyN/A 2023 No publication Free Various dictionariesNo No 2024-04-02 15:18:47 Approved intercontinental_dictionary_serieshttps://github.com/SEACrowd/seacrowd-datahub/issues/709

204 JaDi-Ide
"Standard Javanese"
"Ngapak Javanese"

"East Javanese"
The dataset is collected from Twitter. We named the dataset as Javanese dialect identification (JaDi-Ide). The dialect is classified into Standard Javanese, Ngapak Javanese, and East Javanese dialects. https://github.com/fathanick/Javanese-Dialect-Identification-from-Twitter-Data/blob/main/Update%2016K_Dataset.xlsxjav Dialect Identification Language Social media Unknown (unknown)Crawling

Expert-generated 16,000 0 0 tweets 16000 NAIST Attention-based cnn-bilstm for dialect identification on javanese texthttps://scholar.archive.org/work/sps3qk2efzdahi7e2pwjhv5z3m/access/wayback/http://kinetik.umm.ac.id/index.php/kinetik/article/download/1121/pdf2020 Free No No NusaCrowd carry-over jadi_ide

205 JATI

JATI is a treebank built from a subset of parsed dictionary definition sentences. The main data
for this study comes from the fifth edition of Kamus Besar Bahasa Indonesia (KBBI) (Amalia, 2016), the
official and the most comprehensive dictionary for the Indonesian language. The dictionary definition
sentences are parsed using the Indonesian Resource Grammar (INDRA) (Moeljadi, Bond, and Song,
2015), a computational grammar for Indonesian in the Head-Driven Phrase Structure Grammar (HPSG)
framework (Sag, Wasow, and Bender, 2003). JATI will be employed to build an ontology, in which
knowledge is extracted from the semantic representation in Minimal Recursion Semantics (MRS)
(Copestake et al., 2005).

https://github.com/davidmoeljadi/INDRA/tree/master/tsdb/gold/jati_edited- ind Constituency ParsingLanguage books Unknown (unknown)Expert-generated 1,253 0 0 sentences 1253 R&D Division of PT Telekomunikasi Indonesia (TELKOMRisTI) Building JATI: A Treebank for
Indonesian. https://www.researchgate.net/publication/318686102_Building_JATI_A_Treebank_for_Indonesian2017 Free KBBI No No NusaCrowd carry-over jati

206 JV-ID ASR Javanese This data set contains transcribed audio data for Javanese. The data set consists of wave files, and a TSV file. The file utt_spk_text.tsv contains a FileID, UserID and the transcription of audio in the file. The data set has been manually quality checked, but there might still be errors. This dataset was collected by Google in collaboration with Reykjavik University and Universitas Gadjah Mada in Indonesia.http://openslr.org/35/ jav Automatic Speech RecognitionSpeech
Language General Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generated 185,076 0 0 utterances 185076 R&D Division of PT Telekomunikasi Indonesia (TELKOMRisTI)Crowd-Sourced Speech Corpora for Javanese, Sundanese, Sinhala, Nepali, and Bangladeshi Bengalihttp://dx.doi.org/10.21437/SLTU.2018-112018 Free No No NusaCrowd carry-over jv_id_asr

207 JV-ID TTS Javanese
This data set contains high-quality transcribed audio data for Javanese. The data set consists of wave files, and a TSV file. The file line_index.tsv contains a filename and the transcription of audio in the file. Each filename is prepended with a speaker identification number. The data set has been manually quality checked, but there might still be errors.This dataset was collected by Google in collaboration with Gadjah Mada University in Indonesia.

http://openslr.org/41/ ind
jav Text-To-Speech SynthesisSpeech

Language General Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generated 5,800 0 0 sentences 5800 ATR Japan A Step-by-Step Process for Building TTS Voices Using Open Source Data and Framework for Bangla, Javanese, Khmer, Nepali, Sinhala, and Sundanesehttp://dx.doi.org/10.21437/SLTU.2018-142018 Free No No NusaCrowd carry-over jv_id_tts

208 Kamus Alay We provide a lexicon for text normalization of Indonesian colloquial words. We gathered 3,592 unique colloquial words-also known as “bahasa alay” -and manually annotated them with the normalized form. We built this lexicon from Instagram comments provided by Septiandri & Wibisono (2017).https://github.com/nasalsabila/kamus-alayind Morphological InflectionsLanguage Social media Unknown (unknown)Expert-generated
Expert-translated 3,592 0 0 tokens 3592 R&D Division of PT Telekomunikasi Indonesia (TELKOMRisTI)Colloquial Indonesian Lexiconhttps://ieeexplore.ieee.org/abstract/document/86291512018 Free No No NusaCrowd carry-over kamus_alay

209 Karonese dataset Karonese dataset consist karonese text and the label (positive, negaitive or neutra). karonese text comes from multi domain social media, such us facebook, twitter, Instagram and Youtubehttps://github.com/imkarokaro123/karonesebtx Sentiment Analysis Language Social media Unknown (unknown)Crawling
Expert-translated 1,001 0 0 sentences 1001 Google Sentiment Analysis in Karonese Tweet using Machine Learninghttp://section.iaesonline.com/index.php/IJEEI/article/view/35652022 Free No No NusaCrowd carry-over karonese_sentiment

210 KaWAT We introduced KaWAT (Kata Word Analogy Task), a new word analogy task dataset for Indonesian. We evaluated on it several existing pretrained Indonesian word embeddings and embeddings trained on Indonesian online news corpus. We also tested them on two downstream tasks and found that pretrained word embeddings helped either by reducing the training epochs or yielding significant performance gains.https://github.com/kata-ai/kawat ind Word Analogy Language General Apache license 2.0 (apache-2.0)Expert-generated 34,000 0 0 sentence pairs 34000 Google KaWAT: A Word Analogy Task Dataset for Indonesianhttps://arxiv.org/abs/1906.099122019 Free No No NusaCrowd carry-over kawat

211 KDE4 A parallel corpus of KDE4 localization files. The corpus is available in 92 languages in total, with 4099 bitexts.https://opus.nlpl.eu/KDE4.php
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N/A Machine Translation Language Software
Technology Unknown (unknown)

Crowdsourced
Expert-generated
Expert-translated

None

14.8k (ind)
100k (khm)
92.2k (zlm)
72.2k (tha)
43.6k (vie)

sentences 0 University of Helsinki
Uppsala UniversityParallel Data, Tools and Interfaces in OPUShttp://www.lrec-conf.org/proceedings/lrec2012/pdf/463_Paper.pdf2012 LREC Free No No 2024-01-21 06:07:44 Approved kde4 https://github.com/SEACrowd/seacrowd-datahub/issues/365

212 KEPS KEPS is a keyphrase extraction dataset consists of text from Twitter discussing banking products and services and is written in the Indonesian language. A phrase containing important information is considered a keyphrase. Text may contain one or more keyphrases since important phrases can be located at different positions. The dataset follows the IOB chunking format, which represents the position of the keyphrase.https://github.com/IndoNLP/indonlu/tree/master/dataset/keps_keyword-extraction-prosahttps://huggingface.co/datasets/indonluind Keyword Extraction Language banking Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling
Expert-generated 1,000 0 247 documents 1247 Bina Nusantara UniversityImproving Joint Layer RNN based Keyphrase Extraction by Using Syntactical Featureshttps://www.semanticscholar.org/paper/Improving-Joint-Layer-RNN-based-Keyphrase-by-Using-Mahfuzh-Soleman/f7d22ffc6ff11dcac79f4543b4acd201a43d71492019 Free - No No NusaCrowd carry-over keps

213 Kethu Kethu is a constituency treebank derived from Universitas Indonesia Constituency Treebank (UI-CTB) corpus Kethu converts UI-CTB treebank format into the widely accepted Penn Treebank format by adjusting the bracketing format for compound words as well as the POS tagset according to the Penn Treebank format. In addition, word segmentation and POS tagging of a number of tokens are also revised from the original UI-CTB corpus.https://github.com/ialfina/kethu- ind Constituency ParsingLanguage news articles Unknown (unknown)Machine-generated
Expert-generated 1,030 0 0 sentences 1030 Universitas IndonesiaConverting an Indonesian Constituency Treebank to the Penn Treebank Formathttps://colips.org/conferences/ialp2019/ialp2019.com/files/papers/IALP2019_086.pdf2019 Free ID-treebank-CSUI NusaCrowd carry-over kethu

214 Kheng.info Speech The Kheng.info Speech dataset was derived from recordings of Khmer words on the Khmer dictionary website kheng.info. The recordings were recorded by a native Khmer speaker. The recordings are short, generally ranging between 1 to 2 seconds only.https://huggingface.co/datasets/seanghay/khmer_kheng_info_speechhttps://huggingface.co/datasets/seanghay/khmer_kheng_info_speechkhm Cambodia Automatic Speech RecognitionSpeech Dictionary Unknown (unknown)Crawling None 3097 examples 3097 Independent - 2023 No publication Free No No 2024-01-21 13:00:45 Approved kheng_info_speechhttps://github.com/SEACrowd/seacrowd-datahub/issues/366
215 Khmer ALT POS The data contains 20,000-sentence Khmer corpus with manual tokenization and POS-tagging annotation.https://www2.nict.go.jp/astrec-att/member/mutiyama/ALT/km-nova-181101.zipkhm Cambodja POS Tagging Language News Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generatedNone 20106 sentences 20106 National Institute of Information and Communications, JapanTowards Tokenization and Part-of-Speech Tagging for Khmer: Data and Discussionhttps://dl.acm.org/doi/10.1145/34643782021 ACM Transactions on Asian and Low-Resource Language Information ProcessingFree No No 2023-11-16 18:26:05 Approved khmer_alt_pos https://github.com/SEACrowd/seacrowd-datahub/issues/93

216 khPOS khPOS is a POS-tagging dataset for the Khmer language. The data was collected from websites, student and voter lists. It was automatically tokenized with a CRF model and then manually tagged for POS and checked for errors.https://github.com/ye-kyaw-thu/khPOS/tree/masterhttps://huggingface.co/datasets/seanghay/khPOSkhm Cambodia POS Tagging Language General Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crawling
Expert-generatedManual (full) 12000 1000 1000 sentences 14000

Waseda University
Okayama Prefectural University
National Institute of Posts, Telecommunications and ICT (NIPTICT)

Comparison of Six POS Tagging Methods on 12K Sentences Khmer Language POS Tagged Corpushttps://github.com/ye-kyaw-thu/khPOS/blob/master/khpos.pdf2017 Regional Conference on Optical character recognition and Natural language processing technologies for ASEAN languagesFree Yes No 2024-01-17 01:27:22 Approved khpos https://github.com/SEACrowd/seacrowd-datahub/issues/360

217 KoPI-CC (Korpus Perayapan Indonesia)Indonesia KoPI-CC (Korpus Perayapan Indonesia)-CC is Indonesian Only Extract from Common Crawl snapshots ,each snapshots get extracted using ungoliant oscar tools and get extra "filtering" using deduplication technique (Exact Hash Dup and Minhash LSH)https://huggingface.co/datasets/munggok/KoPI-CChttps://huggingface.co/datasets/munggok/KoPI-CCind Language Modeling Language

Banking
Books
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General

Hotel reviews
Journalistic blog

News articles
Religion
Reviews

Social media

Creative Commons Zero v1.0 Universal (cc0-1.0)Crawling 106 0 0 GB 106 University of Cambridge 2022 Free Common Crawl NusaCrowd carry-over kopi_cc

218 KoPI-CC_News Indonesian KoPI(Korpus Perayapan Indonesia)-CC_News is Indonesian Only Extract from CC NEWS Common Crawl from 2016-2022(july) ,each snapshots get extracted using warcio and filter using fasttexthttps://huggingface.co/datasets/munggok/KoPI-CC_Newshttps://huggingface.co/datasets/munggok/KoPI-CC_Newsind Language Modeling Language News articles Creative Commons Zero v1.0 Universal (cc0-1.0)Crawling 4 0 0 GB 4 CMU 2022 Free CC News No No NusaCrowd carry-over kopi_cc_news

219 KoPI-NLLB
Indonesian
Balinese

Banjarese,Sundanese,Minang,Javanese,Acehnese

KopI(Korpus Perayapan Indonesia)-NLLB, is Indonesian family language(aceh,bali,banjar,indonesia,jawa,minang,sunda) only extracted from NLLB Dataset

each language set also filtered using some deduplicate technique such as exact hash(md5) dedup technique and minhash LSH neardup
https://huggingface.co/datasets/munggok/KoPI-NLLB/tree/mainhttps://huggingface.co/datasets/munggok/KoPI-NLLB/tree/main
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Language Modeling Language

General
Journalistic blog

News articles
Religion

Open Data Commons License Attribution family (odc-by)Crawling 18 0 0 GB 18 Samsul Rahmadani 2022 Free No No NusaCrowd carry-over kopi_nllb

220 Korpus Nusantara

Javanese
Dayak

Buginese
Sundanese
Madurese

Banjar
Batak Toba

Khek
Malay

Minangkabau
Tiociu

The dataset is a combination of multiple machine translation works from the author, Herry Sujaini, covering  Indonesian to 25 local dialects in Indonesia.

Since not all dialects have ISO639-3 standard coding, as agreed with Pak Herry , we decided to group the dataset into the closest language family, i.e.: Javanese, Dayak, Buginese, Sundanese, Madurese, Banjar, Batak Toba, Khek, Malay, Minangkabau, and Tiociu.
https://github.com/herrysujaini/korpusnusantara/blob/main/korpus%20nusantara.xlsxhttps://github.com/herrysujaini/korpusnusantara/blob/main/korpus%20nusantara.xlsx
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Machine Translation Language General Unknown (unknown)Expert-translated 68,856 0 0 sentence pairs 68856 Samsul RahmadaniImproving the role of language model in statistical machine translation (Indonesian-Javanese)https://ijece.iaescore.com/index.php/IJECE/article/download/20046/137382022 Free - No No NusaCrowd carry-over korpus_nusantara

221 KVIS Thai OCR The KVIS Thai OCR Dataset contains scanned handwritten version of all 44 Thai characters obtained from 27 individuals. It consisted of 1079 images from 44 classes (letters). This dataset consists of all Thai consonants with different writing
styles of various people from ages between 16 and 75. Vowels and intonation are not taken into consideration for the dataset collected.http://dx.doi.org/10.17632/8nr3pbdk5c.1 tha Thailand Optical Character RecognitionLanguage

Vision General Creative Commons Attribution 4.0 (cc-by-4.0)Crowdsourced Manual (full) 1079 images 1079 Thai-Nichi Institute of Technology
Kamnoetvidya Science AcademyOffline Handwritten Thai Character Recognition Using Single Tier Classifier and Local Featureshttps://ieeexplore.ieee.org/document/85848762018 InCIT Free No No 2023-12-24 01:14:18 Approved kvis_th_ocr https://github.com/SEACrowd/seacrowd-datahub/issues/224

222 Leipzig Corpora Collection
This is a collection of corpora in different languages, all built by randomly selecting sentences from web and newspaper sources. Each language has its own directory containing .txt files that list the words and sentences in the corpus, map words or sentences to their sources, and show the cooccurrence of words. 

The 2017 Community version of the collection contains text material crawled from different websites and contains data for 20 SEA languages.
https://wortschatz.uni-leipzig.de/en/download
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N/A Language Modeling Language Mixed
Multi-domain Creative Commons Attribution 4.0 (cc-by-4.0)Crawling None N/A examples 0 University of LeipzigBuilding Large Monolingual Dictionaries at the Leipzig Corpora Collection:  From 100 to 200 Languageshttp://www.lrec-conf.org/proceedings/lrec2012/pdf/327_Paper.pdf2012 LREC Free Yes No 2023-12-15 15:12:12 Approved with notes leipzig_corpora https://github.com/SEACrowd/seacrowd-datahub/issues/339

223 LEX-INDO: AN INDONESIAN LEXICON This open-source lexicon consists of 2,000 common Indonesian words, with phoneme series attached.https://magichub.com/datasets/indonesian-lexicon/ind Asia Lexical NormalizationLanguage General Creative Commons Attribution Non Commercial No Derivatives 4.0 (cc-by-nc-nd-4.0)Expert-generatedNone 2000 tokens 2000 Beijing Magic Data Technology Co.N/A 2021 No publication Free No No 2024-02-11 06:13:31 Approved lex_indo https://github.com/SEACrowd/seacrowd-datahub/issues/437

224 Lexibank Lexibank is a public database and repository for lexical data from the languages of the world. Currently, Lexibank contains lexemes and cognate judgments from ~2500 languages. Currently, Lexibank aims to compile basic/core vocabulary, but the ultimate aim is to expand the database to include a full range of lexicon from all the world’s languages.https://github.com/lexibank/lexibank-analysed/tree/main
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N/A Word lists Language Dictionary Creative Commons Attribution 4.0 (cc-by-4.0)
Expert-generated
Machine-generated
Expert-translated

Automatic 709,638  lexemes (total)
3,857,425 tokens (total)instances 0 Max Planck Institute for Evolutionary AnthropologyLexibank, a public repository of standardized wordlists with computed phonological and lexical featureshttps://www.nature.com/articles/s41597-022-01432-02022 Nature Free Compilation from various other sources, details here: https://github.com/lexibank/lexibank-analysed/blob/main/cldf/lexicon-metadata.jsonNo No 2024-04-02 14:51:51 Approved lexibank https://github.com/SEACrowd/seacrowd-datahub/issues/708

225 LEXiTRON version 2.0 Corpus-based dictionary of Thai and English languages. This dataset contains frequently-used words from trusted publications such as novels, academic documents and newspaper. The dataset link contains Thai-English and English-Thai lexicons. Thai-English vocabulary consists of vocabulary, type of word (part of speech), translation, synonym (synonym) and sample sentences with a list of Thai-> English words, 53,000 words and English vocabulary list -> Thai, 83,000 words. See more details at http://lexitron.nectec.or.th.https://opend-portal.nectec.or.th/dataset/lexitron-2-0tha
eng Thailand Word-level Translation

Machine Translation Language Multi-domain
Bilingual DictionaryCustom NECTEC licenseMachine-generated

Expert-translated Manual (full) 83000
53000 instances 136000 NECTEC Qualitative and Quantitative Approaches in Bilingual Corpus-Based Dictionaryhttps://www.semanticscholar.org/paper/Qualitative-and-Quantitative-Approaches-in-Palingoon-Luang/dcc81aa270c729d1e7cd43a31fe665afeaba0ce62002 COCOSDA Free No No 2024-03-10 16:12:33 Approved with notes lexitron https://github.com/SEACrowd/seacrowd-datahub/issues/614

226 LibriVox-Indonesia
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The LibriVox Indonesia dataset consists of MP3 audio and a corresponding text file we generated from the public domain audiobooks LibriVox. We collected only languages in Indonesia for this dataset. The original LibriVox audiobooks or sound files' duration varies from a few minutes to a few hours. Each audio file in the speech dataset now lasts from a few seconds to a maximum of 20 seconds.https://huggingface.co/datasets/indonesian-nlp/librivox-indonesiahttps://huggingface.co/datasets/indonesian-nlp/librivox-indonesia
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Universal Declaration of Human Rights
Creative Commons Zero v1.0 Universal (cc0-1.0)Crawling 7,815 0 0 utterances 7815 Samsul RahmadaniLibriVox Indonesiahttps://huggingface.co/datasets/indonesian-nlp/librivox-indonesia2022 Free https://librivox.org/No No NusaCrowd carry-over librivox

227 LimeSoda Thai fake news dataset in the healthcare domain consisting of curate and manually annotated 7,191 documents (only 4,141 documents contain token labels and are used as a test set of the baseline models). Each document in the dataset is classified as fact, fake, or undefined.https://github.com/byinth/LimeSoda tha N/A Fact Checking Language Health Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generatedManual (full) 2698 300 2765 documents 5763 Backyard.co LimeSoda: Dataset for Fake News Detection in Healthcare Domainhttps://ieeexplore.ieee.org/document/96781872021 ISAI-NLP Free No No 2023-11-17 15:07:04 Approved limesoda https://github.com/SEACrowd/seacrowd-datahub/issues/96

228 Lio and the Central Flores languages
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This dataset is a collection of language resources of Li'o, Ende, Nage, and So'a which are collected in Ende, Flores, Eastern Nusa Tenggara. This dataset is the dataset from the research MA thesis by Alexander Elias. Title: Lio and the Central Flores languageshttps://archive.mpi.nl/tla/islandora/search/alexander%20elias?type=dismax&islandora_solr_search_navigation=0&f%5B0%5D=cmd.Contributor%3A%22Alexander%5C%20Elias%22
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hours 0 Leiden UniversityLio and the Central Flores languageshttps://studenttheses.universiteitleiden.nl/handle/1887/694522018 Preprint Free Yes Yes 2024-01-07 15:04:52 Approved with notes lio_and_central_floreshttps://github.com/SEACrowd/seacrowd-datahub/issues/312

229 Liputan6 Summarization The Liputan6 dataset was crawled from an online Indonesian news portal, which covers a wide range of topics, such as politics, sport, technology, business, health, and entertainment. There are two different experimental settings for Liputan6: Canonical, which includes all the test samples, and Xtreme, which only includes test samples with more than 90% novel 4-grams in the summary label. https://storage.googleapis.com/babert-pretraining/IndoNLG_finals/downstream_task/downstream_task_datasets.ziphttps://huggingface.co/datasets/GEM/indonlgind Summarization Language news articles Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling
Expert-generated 193,883 10,972 10,972 sentences 215827 Tallinn University of Technology, EstoniaLiputan6: A Large-scale Indonesian Dataset for Text Summarizationhttps://aclanthology.org/2020.aacl-main.60/2021 Free Liputan6 online Indonesian news portal NusaCrowd carry-over liputan6

230 Local ID Abusive Javanese
Sundanese Local ID Abusive is dataset aimed to be used for abusive and hate speech detection available in Javanese and Sundanese. The Javanese and Sundanese were annotated manually by annotator from each region. The annotation process involved multiple-step processes. It was carried by two annotators for each language, after an initial step where the guidelines were discussed and refined to reach unanimous comprehension. The annotation process gives 3449 and 2207 tweets for Javanese and Sundanese dataset respectively with 100% agreement. https://github.com/Shofianina/local-indonesian-abusive-hate-speech-datasetsun
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231 LR-Sum LR-Sum is a news abstractive summarization dataset focused on low-resource languages. It contains human-written summaries for 39 languages and the data is based on the Multilingual Open Text corpus (ultimately derived from the Voice of America website).https://huggingface.co/datasets/bltlab/lr-sumhttps://huggingface.co/datasets/bltlab/lr-sum
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232 LSVSC A large-scale Vietnamese speech corpus (LSVSC) with 100.5h of clean utterances collected from various audio sources in the internet. In total, there are 56,823 speech utterances. Each speech utterance has a length of less than 13 seconds corresponding to a simple or a short-complexed Vietnamese sentence.The speech data were crawled from the Internet and manually transcribed by the guideline-trained crowd-workers. The corpus shows good diversity in terms of gender, topics and regional dialects. A vocabulary of 6740 non-overlapping words were also generated from LSVSC. Speech recognition models such as LAS and Speech-Transformer were used to evaluate the corpus (The LSVSC was randomly separated into three subsets for training, validation and test, with a ratio of 80:10:10, respectively) which showed reasonable results.https://drive.google.com/drive/folders/1tiPKaIOC7bt6isv5qFqf61O_2jFK8ZOIvie Vietnam Automatic Speech RecognitionLanguage
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233 LTI LangID Corpus The LTI LangID corpus is a dataset for language identification. The most recent version, v5, contains training data for 1266 languages, and some (possibly very tiny) amount of text for a total of 1706 languages. The corpus defines a train:test split, and, when the language in question has a sufficient amount of data, a dev split as well.https://www.cs.cmu.edu/~ralf/langid.html
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Expert-translated

None 750 25 25 MB 800 Carnegie Mellon UniversityNon-linear Mapping for Improved Identification of 1300+ Languageshttps://aclanthology.org/D14-1069.pdf2014 EMNLP Free No No 2024-01-21 05:30:00 Approved lti_langid_corpus https://github.com/SEACrowd/seacrowd-datahub/issues/364

234 M3Exam
Javanese

Thai
Vietnamese

M3Exam is a novel benchmark sourced from real and official human exam questions for evaluating LLMs in a multilingual, multimodal, and multilevel context. In total, M3Exam contains 12,317 questions in 9 diverse languages with three educational levels, where about 23% of the questions require processing images for successful solving. M3Exam dataset covers 3 languages spoken in Southeast Asia.https://github.com/DAMO-NLP-SG/M3Exam
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235 M3IT
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The Multimodal, Multilingual Instruction Tuning (M3IT) dataset comprises 40 carefully curated datasets, including 2.4 million instances and 400 manually written task instructions, reformatted into a vision-to-text structure. 7 of the data sets (OK-VQA, ImageNet, Winoground, VQAv2, VIST, MSRVTT, and MSRVTT-QA) across 6 key tasks were translated into 80 languages with an advanced translation system (distilled version of NLLB-1.3B). Languages with translation BLEU scores from English larger than 20 based on FLORES-101 results were kept.https://huggingface.co/datasets/MMInstruction/M3IT-80/tree/main/datahttps://huggingface.co/datasets/MMInstruction/M3IT-80
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236 M3LS The multilingual multimodal summarization dataset (M3LS) consists of over a million instances of document-image pairs along with a professionally annotated multimodal summary for each pair. It is derived from news articles published by the British Broadcasting Corporation (BBC) over a decade and spans 20 total languages.https://github.com/anubhav-jangra/M3LS ind N/A Multimodal SummarizationLanguage
Vision

News articles
News MIT (mit) Crawling

Expert-generatedManual (partial) 50498 2805 2805 document-summary pairs 56108 Indian Institute of Technology PatnaLarge Scale Multi-Lingual Multi-Modal Summarization Datasethttps://aclanthology.org/2023.eacl-main.263/2023 EACL Free BBC No No 2023-12-26 04:26:28 Approved m3ls https://github.com/SEACrowd/seacrowd-datahub/issues/228

237 MABL
ind
jav
sun

The MABL (Metaphors Across Borders and Languages) dataset is a collection of 6,366 figurative language expressions from seven languages, crafted to improve multilingual models' understanding of figurative speech and its linguistic variations. It was built by crowdsourcing native speakers to generate paired metaphors that began with the same words but had different meanings, as well as the literal interpretations of both phrases. Each expression was checked by fluent speakers to ensure they were clear, appropriate, and followed the format, discarding any that didn't meet these standards.https://github.com/simran-khanuja/Multilingual-Fig-QAhttps://huggingface.co/datasets/dbarbedillo/SMS_Spam_Multilingual_Collection_Dataset
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Multi-lingual and Multi-cultural Figurative Language Understandinghttps://aclanthology.org/2023.findings-acl.5252023 ACL Free No No 2023-11-16 16:16:29 Approved mabl https://github.com/SEACrowd/seacrowd-datahub/issues/70

238 MadureseSet MadureseSet is a digitized version of the physical document of Kamus Lengkap Bahasa Madura-Indonesia (The Complete Dictionary of Madurese-Indonesian). It stores the list of lemmata in Madurese, i.e., 17809 basic lemmata and 53722 substitution lemmata, and their translation in Indonesian. The details of each lemma may include its pronunciation, part of speech, synonym and homonym relations, speech level, dialect, and loanword. MadureseSet is validated by a Madurese language expert who is also the author of the physical document source of this dataset.https://data.mendeley.com/datasets/nvc3rsf53b/1mad Madura
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239 Malaysia-AI government
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muftiwp.gov.my.jsonl
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This is a dataset containing pdfs scraped from 735 gov.my websites. It consists of thousands of the unedited text, a link to the URL where the website was retrieved, and the name of the pdf.https://huggingface.co/datasets/mesolitica/crawl-my-website/resolve/main/gov.my.jsonlzlm Malaysia Language Modeling Language
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Multi-domain

Religion
Web

Politics
National Policy

Apache license 2.0 (apache-2.0)Crawling None 0 0 31031 documents 31031 Independent
Malaysia-AI N/A 2023 No publication Free No No 2024-01-20 22:30:48 Approved malaysia_ai_governmenthttps://github.com/SEACrowd/seacrowd-datahub/issues/421

240 Malaysia-AI Hansard Scrape The Malaysia AI Hansard Scrape dataset contains 142,766 PDFs from the Malaysian Parliament website (https://www.parlimen.gov.my/hansard-dewan-rakyat.html?uweb=dr). It includes a JSON file for each document with the text labeled "original", page numbers "no_page" and "actual_no_page", the document's "date", and the "url" of the original PDF.https://huggingface.co/datasets/mesolitica/crawl-malaysian-hansard/resolve/main/hansard.jsonlhttps://huggingface.co/datasets/mesolitica/crawl-malaysian-hansard/resolve/main/hansard.jsonlzlm Malaysia Language Modeling Language
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Malaysia-AI N?A 2023 No publication Free No No 2024-01-30 00:01:05 Approved malaysia_ai_hansardhttps://github.com/SEACrowd/seacrowd-datahub/issues/423

241 malaysia-tweets-with-sentiment-labels This tweet data was extracted from tweets in Malaysia based on keywords "social distancing" and "physical distancing". We conducted sentiment analysis to understand public opinions on health messages during the COVID-19 pandemic. Tweets from January 2020 to July 2021 were extracted using Python module snscrape and sentiments were obtained automatically using Polyglot and MALAYA NLP tools due to multilingual data.https://github.com/sarahjuan/malaysia-tweets-with-sentiment-labelszlm
eng Malaysia Sentiment Analysis Language Health Unknown (unknown)Crawling

Machine-generatedNone 6999 tweets 6999 Faculty of Computer Science and Information Technology, Universiti Malaysia SarawakSocial Versus Physical Distancing: Analysis of Public Health Messages at the Start of COVID-19 Outbreak in Malaysia Using Natural Language Processinghttps://link.springer.com/chapter/10.1007/978-981-16-8515-6_442022 International Conference on Computational Science and TechnologyFree No No 2024-02-11 10:49:48 Approved malaysia_tweets https://github.com/SEACrowd/seacrowd-datahub/issues/445

242 MALINDO_Morph

Kamus Dewan
Kamus Besar Bahasa Indonesia

Leipzig Corpora Collection
Frogstory-David

Melayu-Standard-Lisan
Melayu-Sabah

Melayu-Sarawak
Melayu-Brunei

Indo-Jakarta-Lisan

MALINDO Morph merupakan kamus morfologi untuk bahasa Melayu dan bahasa Indonesia. Kamus MALINDO Morph dilesenkan dengan pelesenan Creative Commons Attribution 4.0 International (CC BY 4.0). Untuk maklumat terperinci mengenai MALINDO Morph, sila rujuk makalah di bawah ini.https://github.com/matbahasa/MALINDO_Morphzlm
ind N/A Morphological InflectionsLanguage General Creative Commons Attribution 4.0 (cc-by-4.0)Machine-generatedManual (full) 246525 tokens 246525 Nanyang Technological University

Tokyo University of Foreign StudiesMALINDO Morph: Morphological dictionary and analyser for Malay/Indonesianhttp://lrec-conf.org/workshops/lrec2018/W29/pdf/8_W29.pdf2018 LREC Free No No 2023-12-16 14:13:48 Approved malindo_morph https://github.com/SEACrowd/seacrowd-datahub/issues/193

243 MALINDO_parallel Teks ini adalah skrip video untuk Kampus Terbuka Universiti Bahasa Asing Tokyo pada tahun 2020. Tersedia parallel sentences dalam Bahasa Melayu/Indonesia dan Bahasa Jepanghttps://github.com/matbahasa/MALINDO_Parallel/tree/master/OpenCampusTUFSzlm
ind N/A Machine Translation Language Conversational

General Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generatedNone 86 sentence pairs 86 Tokyo University of Foreign StudiesN/A https://github.com/matbahasa/MALINDO_Parallel/blob/master/README.md2020 No publication Free Yes No 2023-12-16 13:34:45 Approved malindo_parallel https://github.com/SEACrowd/seacrowd-datahub/issues/192

244 MaRVL Indonesian Multicultural Reasoning over Vision and Language (MaRVL) is a dataset based on an ImageNet-style hierarchy representative of many languages and cultures (Indonesian, Mandarin Chinese, Swahili, Tamil, and Turkish). The selection of both concepts and images is entirely driven by native speakers. Afterwards, we elicit statements from native speakers about pairs of images. The task consists in discriminating whether each grounded statement is true or false. The present file contains all the dataset images and annotations. https://marvl-challenge.github.io/downloadind Image-to-Text GenerationLanguage General Creative Commons Attribution 4.0 (cc-by-4.0)Crawling
Expert-generated 1,128 0 0 image, image, concept, caption1128 IR-NLP Lab Fasilkom UIVisually Grounded Reasoning across Languages and Cultureshttps://arxiv.org/pdf/2109.13238.pdf2021 Free No No NusaCrowd carry-over marvl

245 MASSIVE
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vi-VN

MASSIVE dataset—Multilingual Amazon Slu resource package (SLURP) for Slot-filling, Intent classification, and Virtual assistant Evaluation. MASSIVE
contains 1M realistic, parallel, labeled virtual assistant utterances spanning 18 domains, 60 intents, and 55 slots. MASSIVE was created by tasking professional translators to localize the English-only SLURP dataset into 50 typologically diverse languages, including 8 native languages and 2 other languages mostly spoken in Southeast Asia.https://github.com/alexa/massivehttps://huggingface.co/datasets/qanastek/MASSIVE
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Intent Classification Language Multi-domain Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generatedManual (full) 11514 2033 2974 utterances 16521 Amazon MASSIVE: A 1M-Example Multilingual Natural Language Understanding Dataset with 51 Typologically-Diverse Languageshttps://aclanthology.org/2023.acl-long.235/2023 ACL Free SLURP No No 2023-11-17 05:01:36 Approved massive https://github.com/SEACrowd/seacrowd-datahub/issues/71

246 MassiveSumm
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A (massive) multilingual dataset for summarization consisting of 92 diverse languages, across 35 writing scripts.https://github.com/danielvarab/massive-summ
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N/A Language Modeling
Summarization Language Mixed Unknown (unknown)Crawling

Crowdsourced Manual (partial) N/A article-summary pairs 0 IT University of CopenhagenMassiveSumm: a very large-scale, very multilingual, news summarisation datasethttps://aclanthology.org/2021.emnlp-main.797/2021 EMNLP Free No No 2024-03-16 00:59:17 Approved massivesum https://github.com/SEACrowd/seacrowd-datahub/issues/582

247 MaXM MaXM v1 -th MaXM, a test-only VQA benchmark in 7 diverse languages, including Thai. The dataset is generated by first applying a translation-based framework to mVQA and then applying framework to the multilingual captions in the Crossmodal-3600 dataset.https://github.com/google-research-datasets/maxmtha SEA Visual Question AnsweringLanguage
Vision Mixed Other (other) Expert-generated

Machine-translatedManual (partial) 7 0 0 302 instances 604 Google MaXM: Towards Multilingual Visual Question Answeringhttps://aclanthology.org/2023.findings-emnlp.1762023 EMNLP Finding Free XM3600 No No 2024-02-01 23:27:01 Approved maxm https://github.com/SEACrowd/seacrowd-datahub/issues/425

248 mc4-indo A thoroughly cleaned version of the Indonesia split of the multilingual colossal, cleaned version of Common Crawl's web crawl corpus (mC4). This portion represents the Indonesian language content that has been extracted and processed from the larger mC4 dataset. The extraction and cleaning process was conducted by AllenAI and resulted in a curated collection of Indonesian language data. For more information about the original mC4 dataset and its preparation, please refer to the source hosted at the address https://huggingface.co/datasets/allenai/c4.https://huggingface.co/datasets/indonesian-nlp/mc4-idhttps://huggingface.co/datasets/indonesian-nlp/mc4-idind N/A Language Modeling Language
General
Mixed
Web

Open Data Commons License Attribution family (odc-by)Crawling Automatic N/A paragraphs 0 Independent
Google m{T}5: A Massively Multilingual Pre-trained Text-to-Text Transformerhttps://aclanthology.org/2021.naacl-main.412021 ACL Free No No 2023-11-11 21:38:06 Approved mc4_indo https://github.com/SEACrowd/seacrowd-datahub/issues/61

249 MDIA
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tgl_eng
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This is a multilingual benchmark for dialogue generation containing real-life Reddit conversations (parent and response comment pairs) in 46 languages, including Indonesian, Tagalog and Vietnamese. English translations are also provided for comments.https://github.com/DoctorDream/mDIA
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examples 81993 Saarland University
Nanjing UniversityMDIA: A Benchmark for Multilingual Dialogue Generation in 46 Languageshttps://arxiv.org/pdf/2208.13078.pdf2022 arXiv Free No No 2024-03-14 13:28:32 Approved mdia https://github.com/SEACrowd/seacrowd-datahub/issues/527

250 MedEV A high-quality Vietnamese-English parallel dataset constructed specifically for the
medical domain, comprising approximately 360K sentence pairshttps://huggingface.co/datasets/nhuvo/MedEVhttps://huggingface.co/datasets/nhuvo/MedEVvie Vietnam Machine Translation Language Health Unknown (unknown)Expert-translated

Machine-translatedAutomatic 340897 8982 9006 sentence pairs 358885
VinAI Research
University of Technology Sydney
VinUniversity

Improving Vietnamese-English Medical Machine Translationhttps://arxiv.org/pdf/2403.19161v1.pdf2024 LREC Free No No 2024-04-01 12:33:24 Approved medev https://github.com/SEACrowd/seacrowd-datahub/issues/623

251 MEDISCO Train
Test MEDISCO is a Medical Indonesian Speech Corpus. The medical text corpus is collected from five Indonesian online medical consultation websites. From the text corpus, we created a speech corpus that consists of 360 sentences read by 13 speakers. In total, our speech corpus contains 731 medical terms and consists of 4,680 utterances with a total duration of 10 hours.https://huggingface.co/datasets/mrqorib/MEDISCOhttps://huggingface.co/datasets/mrqorib/MEDISCOind Indonesia Automatic Speech RecognitionSpeech Health GNU General Public License v3.0 (gpl-3.0)Crawling

Expert-generatedManual (full) 8.52 N/A 1.5 hours 10.02 Universitas IndonesiaBuilding MEDISCO: Indonesian Speech Corpus for Medical Domainhttps://ieeexplore.ieee.org/abstract/document/86292592018 IALP Free No No 2024-03-31 23:11:30 Approved medisco https://github.com/SEACrowd/seacrowd-datahub/issues/591

252 Melayu_Brunei This article gives two texts of Brunei Malay (ISO 639-3: kxd) collected in the town of Weston in Sabah State of Malaysia. The texts exhibit linguistic features that are similar to those of Brunei Malay spoken in Brunei Darussalam; it has a vowel inventory of only three vowels /a, i, u/, use of the pronoun kitani for the first person plural inclusive and the use of the base-stem transitive form in patientive voice clauses. One of the texts tells a folk story about Batang Dayang and other text includes two episodes: Javanese runaways arriving in Weston and the origin of the name Bukau, a town near Weston.https://github.com/matbahasa/Melayu_Bruneizlm
kxd Weston Language Modeling Language

Education
General
Folklore

Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generatedNone Contact me for data sizetokens 0 Independent
Tokyo University of Foreign StudiesTwo Brunei Malay Texts: A Story of the Maiden Stem and Two Episodes in the History of Weston and Bukauhttps://tufs.repo.nii.ac.jp/records/15942021 Asian and African Languages and LinguisticsFree No No 2023-12-20 17:35:19 Approved melayu_brunei https://github.com/SEACrowd/seacrowd-datahub/issues/207

253 Melayu_Sabah Korpus Variasi Bahasa Melayu: Sabah is a language corpus sourced from various folklores in Melayu Sabah dialect.https://github.com/matbahasa/Melayu_Sabahmsi
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Tambunan

Language Modeling Language
Education
General
Folklore

Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generatedNone Contact me for data sizetokens 0 Tokyo University of Foreign Studies
Universiti Kebangsaan MalaysiaN/A 2018 No publication Free No No 2023-12-19 17:56:35 Approved melayu_sabah https://github.com/SEACrowd/seacrowd-datahub/issues/204

254 Melayu_Sarawak Korpus Variasi Bahasa Melayu: Sarawak is a language corpus sourced from various folklores in Melayu Sarawak dialect.https://github.com/matbahasa/Melayu_Sarawakzlm Sarawak
Asajaya Language Modeling Language

Education
General
Folklore

Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generatedNone Contact me for data sizetokens 0 Tokyo University of Foreign StudiesN/A 2019 No publication Free No No 2023-12-20 01:06:44 Approved melayu_sarawak https://github.com/SEACrowd/seacrowd-datahub/issues/205

255 Melayu_Standard_Lisan Korpus Variasi Bahasa Melayu: Standard Lisan is a language corpus sourced from monologues of various melayu folklores.https://github.com/matbahasa/Melayu_Standard_Lisanzlm

Johor
Kuala Lumpur

Negeri Sembilan
Sabah

Language Modeling Language

Education
Culture & heritage

Talk
Folklore

Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generatedNone Contact me for data sizetokens 0 Tokyo University of Foreign StudiesN/A 2018 No publication Free No No 2023-12-19 17:47:37 Approved melayu_standard_lisanhttps://github.com/SEACrowd/seacrowd-datahub/issues/203

256 MEmoLon
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MEmoLon is an emotion lexicons for 91 languages, each one covers eight emotional variables and comprises over 100k word entries. There are several versions of the lexicons, the difference being the choice of the expansion modelhttps://zenodo.org/record/3756607/files/MTL_grouped.zip?download=1
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N/A Emotion ClassificationLanguage Multi-domain MIT (mit) Machine-generatedAutomatic

Indonesian - 2,002,221
Malay - 1,213,397
Vietnamese - 2,008,605
Javanese - 518,634
Sundanese - 327,533
Thai - 2,006,540
Cebuano - 2,006,001

tokens 0 Jena University Language and Information Engineering (JULIE) LabLearning and Evaluating Emotion Lexicons for 91 Languageshttps://aclanthology.org/2020.acl-main.112.pdf2020 ACL Free No No 2023-11-08 12:00:50 Approved memolon https://github.com/SEACrowd/seacrowd-datahub/issues/37

257 MEN-Dataset The Malaysian English News (MEN) dataset includes 200 Malaysian English news article with human annotated entities and relations (in total 6,061 entities and 3,268 relation instances). Malaysian English combines elements of standard English with Malay, Chinese, and Indian languages. Four human annotators were split into 2 groups, each group annotated 100 news articles and inter-annotator agreement was calculated between 2 or more annotators working on the same task (entity annotation; F1-score 0.82, relation annotation; F1-score 0.51).https://github.com/mohanraj-nlp/MEN-Dataset/tree/maineng Malaysia Named Entity Recognition
Relation Extraction Language News articles MIT (mit) Crawling

Expert-generatedManual (full) 2 0.818 6061
3268 instances 9329 Monash University Malaysia

Valiantlytix Sdn BhdMalaysian English News Decoded: A Linguistic Resource for Named Entity and Relation Extractionhttps://arxiv.org/abs/2402.145212024 LREC-COLING Free No No 2024-03-25 18:02:18 Approved men https://github.com/SEACrowd/seacrowd-datahub/issues/587

258 MinangNLP MT MinangNLP MT is a machine translation dataset generated from two sentiment analysis dataset by manual translation to Minangkabau languagehttps://github.com/fajri91/minangNLP- ind
min Machine Translation Language wikipedia MIT (mit) Crawling

Expert-generated 11,571 1,600 3,200 sentences 16371 IBM Research Towards Computational Linguistics in Minangkabau Language: Studies on Sentiment Analysis and Machine Translationhttps://aclanthology.org/2020.paclic-1.17/2020 Free - No No NusaCrowd carry-over minangnlp_mt

259 MinangNLP Sentiment Analysis We release the Minangkabau corpus for sentiment analysis by manually translating 5,000 sentences of Indonesian sentiment analysis corpora. In this work, we conduct a binary sentiment classification on positive and negative sentences by first manually translating the Indonesian sentiment analysis corpus to the Minangkabau language (Agam-Tanah Datar dialect)https://github.com/fajri91/minangNLP ind
min N/A Sentiment Analysis Language Mixed MIT (mit) Crowdsourced Manual (full) 5000 documents 5000 The University Of MelbourneTowards Computational Linguistics in Minangkabau Language: Studies on Sentiment Analysis and Machine Translationhttps://aclanthology.org/2020.paclic-1.17/2020 PACLIC Free No No 2024-03-15 20:23:23 Approved minang_senti https://github.com/SEACrowd/seacrowd-datahub/issues/574

260 MIRACL MIRACL Indonesian
MIRACL Thai

MIRACL is a multilingual dataset for ad hoc retrieval across 18 languages that collectively encompass over three billion native speakers around the world. This resource is designed to support monolingual retrieval tasks, where the queries and the corpora are in the same language. In total, we have gathered over 726k high-quality relevance judgments for 78k queries over Wikipedia in these languages,
where all annotations have been performed by native speakers. MIRACL covers Indonesian and Thai languageshttps://project-miracl.github.io/https://huggingface.co/datasets/miracl/miraclind

tha N/A Text Retrieval Language Wikipedia Apache license 2.0 (apache-2.0)Expert-generatedAutomatic & Manual (full) 4071
2972

960
733

1342
1642 instances 11720 University of WaterlooMIRACL: A Multilingual Retrieval Dataset Covering 18 Diverse Languageshttps://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00595/117438/MIRACL-A-Multilingual-Retrieval-Dataset-Covering2023 TACL Free No No 2023-11-08 06:19:39 Approved miracl https://github.com/SEACrowd/seacrowd-datahub/issues/35

261 MKQA

MKQA Khmer (km-KH)
MKQA Malay (ms-MY)

MKQA Thai (th-TH)
MKQA Vietnamnese (vi-VN)

MKQA, an open-domain question answering evaluation set comprising 10k question-answer pairs aligned across 26 typologically diverse languages (260k question-answer pairs in total), including 4 Southeast Asian languages, i.e., Khmer, Malay, Thai, and Vietnamnese.https://github.com/apple/ml-mkqa
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instances 40000 Apple MKQA: A Linguistically Diverse Benchmark for Multilingual Open Domain Question Answeringhttps://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00433/108607/MKQA-A-Linguistically-Diverse-Benchmark-for2021 TACL Free Google Natural Questions datasetNo No 2023-11-08 06:07:11 Approved mkqa https://github.com/SEACrowd/seacrowd-datahub/issues/34

262 MLQA
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MLQA (MultiLingual Question Answering) is a benchmark dataset for evaluating cross-lingual question answering performance. MLQA consists of over 5K extractive QA instances (12K in English) in SQuAD format in seven languages - English, Arabic, German, Spanish, Hindi, Vietnamese and Simplified Chinese. MLQA is highly parallel, with QA instances parallel between 4 different languages on average.https://github.com/facebookresearch/MLQAhttps://huggingface.co/datasets/mlqavie N/A Question Answering Language Wikipedia Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)
Crawling
Crowdsourced
Expert-generated

Manual (partial) 3 0.84 132600 0 0 instances 132600 Meta MLQA: Evaluating Cross-lingual Extractive Question Answeringhttps://aclanthology.org/2020.acl-main.6532020 ACL Free Wikipedia No No 2023-10-25 16:25:32 Approved mlqa https://github.com/SEACrowd/seacrowd-datahub/issues/8

263 MLQE-PE Khmer We present MLQE-PE, a new dataset for Machine Translation (MT) Quality Estimation (QE) and Automatic Post-Editing (APE). The dataset contains annotations for eleven language pairs, including both high- and low-resource languages.https://github.com/sheffieldnlp/mlqe-pe/tree/master/data/test21_goldlabels/zero-shot
https://github.com/sheffieldnlp/mlqe-pe/tree/master/data/test21/zero-shotkhm N/A Machine Translation Language Mixed Creative Commons Zero v1.0 Universal (cc0-1.0)Crowdsourced Manual (partial) 990 examples 990 Johns Hopkins UniversityMLQE-PE: A Multilingual Quality Estimation and Post-Editing Datasethttps://aclanthology.org/2022.lrec-1.530/2022 LREC Free No No 2024-03-16 01:33:10 Approved mlqe_pe https://github.com/SEACrowd/seacrowd-datahub/issues/689

264 MM-Sum MM-Sum is the first large-scale Multilingual Multimodal Summarization dataset based on XLSum, a multilingual summarization dataset. The MM-Sum covers 44 languages with mid-high-, low- and zero-resource scenarios.https://drive.google.com/file/d/1h-vWFQaZyOu_jbr6thwUWbzW93fOke0i/view?usp=share_link
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Beijing Jiaotong UniversitySummary-Oriented Vision Modeling for Multimodal Abstractive Summarizationhttps://aclanthology.org/2023.acl-long.165/2023 ACL Free XL-Sum No No 2024-02-17 10:34:48 Approved with notes mm_sum https://github.com/SEACrowd/seacrowd-datahub/issues/518

265 MongabayConservationDataset Multi-label
Sentiment-classification Conservation dataset that was collected from mongabay.co.id contains topic-classification task (multi-label format) and sentiment classification. The dataset consists of 31 important topics that are commonly found in Indonesian conservation articles or general news, and each article can belong to more than one topic. After gathering topics for each article, each article will be classified into one of author's sentiments (positive, neutral, negative) based on related topics.https://huggingface.co/datasets/Datasaur/mongabay-experimenthttps://huggingface.co/datasets/Datasaur/mongabay-experimentind Java Island, IndonesianSentiment Analysis

Topic Modeling Language News articles
environment The Unlicense (unlicense)Machine-generatedAutomatic & Manual (partial) 1 3919 492 485 paragraphs 4896 Datasaur.ai Utilizing Weak Supervision To Generate Indonesian Conservation Datasethttps://arxiv.org/pdf/2310.11258.pdf2023 SEALP Free https://www.mongabay.co.id/No No 2023-11-14 19:37:00 Approved mongabay https://github.com/SEACrowd/seacrowd-datahub/issues/63

266 Mozilla Pontoon Translations

Burmese - English
Cebuano - English
Gorontalo - English
Hiligaynon - English

Ilocano - English
Indonesian - English
Javanese - English

Khmer - English
Lao - English

Malay - English
Nias - English

Tagalog - English
Thai - English

Vietnamnese - English

This is a dataset containing translations from Mozilla's Pontoon localization platform for more than 200 languages. Source sentences are in English.
https://pontoon.mozilla.org/teams/https://huggingface.co/datasets/ayymen/Pontoon-Translationshttps://huggingface.co/datasets/ayymen/Pontoon-Translations
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267 MSVD-Indonesian MSVD-Indonesian is derived from the MSVD (Microsoft Video Description) dataset, which is obtained with the help of a machine translation service (Google Translate API). This dataset can be used for multimodal video-text tasks, including text-to-video retrieval, video-to-text retrieval, and video captioning. Same as the original English dataset, the MSVD-Indonesian dataset contains about 80k video-text pairs.https://github.com/willyfh/msvd-indonesianind Indonesia Text Retrieval
Image-to-Text Generation
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Multi-domain MIT (mit) Machine-generatedManual (partial) 1200 100 670 instances 1970 Independent MSVD-Indonesian: A Benchmark for Multimodal Video-Text Tasks in Indonesianhttps://arxiv.org/abs/2306.113412023 Preprint Free Microsoft Video DescriptionNo No 2023-11-15 22:06:43 Approved id_msvd https://github.com/SEACrowd/seacrowd-datahub/issues/80

268 MTOB
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The Machine Translation from One Book (MTOB) dataset is drawn entirely from Visser (2022), a collection of documentation for the Kalamang language based on 11 months of fieldwork conducted in Mas over the course of four years. It consists of three sets of resources: (1) the body of the grammar book, (2) a bilingual wordlist, and (3) an extremely small corpus of parallel Kalamang-English sentences.https://github.com/lukemelas/mtob kgv
engMas village, Indonesian Papua
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269 MTOP Intent Classification Domain
Intent An almost-parallel multilingual task-oriented semantic parsing dataset covering 6 languages and 11 domains. This is the first multilingual dataset which contains compositional representations that allow complex nested queries.https://fb.me/mtop_datasethttps://huggingface.co/datasets/mteb/mtop_domain
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270 MultiJail The MultiJail dataset is the first of its kind, focusing on multilingual jailbreak scenarios. It includes 315 English harmful queries, each translated into nine different languages by native speakers, covering both high and low-resource languages. To ensure accuracy, a subset of these translations is reviewed by a separate group of native speakers.https://github.com/DAMO-NLP-SG/multilingual-safety-for-LLMshttps://huggingface.co/datasets/DAMO-NLP-SG/MultiJail
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271 Multilabel Multiclass Sentiment and Emotion Dataset from Indonesian Mobile Application ReviewThis dataset contains manually annotated public reviews of mobile applications in Indonesia. Each review is given a sentiment label (positive, negative, neutral) and an emotion label (anger, sadness, fear, happiness, love, neutral).https://github.com/Ricco48/Multilabel-Sentiment-and-Emotion-Dataset-from-Indonesian-Mobile-Application-Review/tree/CreateCodeForPaperind N/A Sentiment Analysis
Emotion ClassificationLanguage Reviews

Technology Creative Commons Attribution Non Commercial No Derivatives 4.0 (cc-by-nc-nd-4.0)Crawling Manual (full) 2 0.6114 21697 comments 21697 Bina Nusantara UniversityMultilabel multiclass sentiment and emotion dataset from indonesian mobile application reviewhttps://www.sciencedirect.com/science/article/pii/S23523409230066622023 Data in Brief Free No No 2024-01-02 07:23:26 Approved id_sent_emo_mobile_appshttps://github.com/SEACrowd/seacrowd-datahub/issues/308

https://www.cs.cmu.edu/~ralf/langid.html
https://aclanthology.org/D14-1069.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/364
https://github.com/DAMO-NLP-SG/M3Exam
https://arxiv.org/abs/2306.05179
https://github.com/SEACrowd/seacrowd-datahub/issues/157
https://huggingface.co/datasets/MMInstruction/M3IT-80/tree/main/data
https://huggingface.co/datasets/MMInstruction/M3IT-80
https://arxiv.org/abs/2306.04387
https://github.com/SEACrowd/seacrowd-datahub/issues/698
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272 Multilanguage Open Text (MOT)

The Multilanguage Open Text corpus comprises 2.8 million news articles in 44 languages from Voice of America (VOA) news websites, each provided as a separate .tgz file. Content includes text descriptions for different media types, such as articles and videos, and maintains the original HTML format with paragraph and sentence structures. Each file contains details like filename, URL, content type, site language, timestamps, title, authors, and text in paragraphs. Additional data fields include language detection and analysis, keywords, sections, and sentence and token segmentation for select languages. Some languages also feature links to corresponding English articles for translated content.

From the paper:

"Each file contains the following fields:
• filename: the name of the file derived from the
URL
• url: the URL from which the document was retrieved
• url origin: the sitemap from which the URL
was retrieved
• content type: the type of content (e.g., article, audio, photo, video) of the document
• site language: the language of the VOA site
• time published: the timestamp for when the
document was published
• time modified: the timestamp for when the
document was last modified
• time retrieved: the timestamp for when the
document was retrieved from the sitemap
• title: the title of the document
• authors: the author(s) of the document
• paragraphs: the text extracted from the document
• n paragraphs: the number of paragraphs in
the document
• n chars: the number of characters in the document
• cld3 detected languages: the language(s) identified by CLD3 from the full
extracted text of the document (see Section 4.3)
– language: the language outputted by
CLD3
– probability: the probability that the language identified is correct (passed directly
from CLD3)
– is reliable: if probability is above 0.7
(passed directly from CLD3)
– proportion: the proportion of the text
identified as the language (passed directly
from CLD3)
• predicted language: the language that we
predict that the document is in, based on rules
that take into account the site, the CLD3 predictions, and whether the site language is supported
by CLD3
• keywords: the terms relating to the text content
of the document
• section: the subpage the document falls under
These additional fields are included only for subset of
languages:
• sentences: the text extracted from the document segmented into sentences
• n sentences: the number of sentences in the
document
• tokens: the text extracted from the document
segmented into tokens
• n tokens: the number of tokens in the document
• parallel english article: the URL for
the English document from which the current document was translated from into the site language
(this currently only appears in Lao articles)"

https://github.com/bltlab/mot/releases/tag/v1.0
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VOA Websites Language Modeling Language

Commentary
News articles

Websites
Snippets

MIT (mit) Crawling
Machine-generatedAutomatic Contact me (or ideally Chester Palen-Michel) for data sizesentences 0 Brandeis UniversityMultilingual Open Text Release 1: Public Domain News in 44 Languageshttps://aclanthology.org/2022.lrec-1.224/2022 LREC Free No No 2024-01-13 23:19:38 Approved mot https://github.com/SEACrowd/seacrowd-datahub/issues/611

273 MultiLexNorm Indonesian-English (code-mixed)MultiLexNorm is multilingual benchmark dataset for lexical normalization task for 12 languages, including Indonesian-English (code-mixed). Lexical normalization is the task of transforming an utterance into its standard form, word by word, including both one-to-many (1-n) and many-to-one (n-1) replacements. ID-EN dataset actually originates from Barik et.al. (2019) work. However, there is preprocessing work upon the original dataset.https://bitbucket.org/robvanderg/multilexnorm/ind
eng Lexical NormalizationLanguage Social media Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crawling

Expert-generated 13,950 4,810 4,367 tokens 23127 Opensubtitles MultiLexNorm: A Shared Task on Multilingual Lexical Normalizationhttps://aclanthology.org/2021.wnut-1.55/2021 Free No No NusaCrowd carry-over multilexnorm

274 Multilingual Open Relations This dataset contains open relation phrases extracted from the multilingual Wikipedia corpus https://www.wikipedia.org/. This dataset provides the set of automatically extracted relations obtained using cross-lingual annotation projection method. The data covers 61 languages. Relation extraction is the task of assigning a semantic relationship between a pair of arguments.https://www.kaggle.com/datasets/shankkumar/multilingualopenrelations15
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N/A Relation Extraction Language Wikipedia Creative Commons Attribution 3.0 (cc-by-3.0)Machine-generatedNone N/A relations 0 Carnegie Mellon UniversityMultilingual Open Relation Extraction Using Cross-lingual Projectionhttps://aclanthology.org/N15-11512015 NAACL Free No No 2024-03-28 20:57:46 Approved multilingual_open_relationshttps://github.com/SEACrowd/seacrowd-datahub/issues/663

275 Multilingual Open Relations Indonesian This dataset provides the set of automatically extracted relations obtained using cross-lingual annotation projection method. The data covers 61 languages, including Indonesian. Relation extraction is the task of assigning a semantic relationship between a pair of arguments. For example, from the sentence "Soekarno lahir di Jawa Timur", the relation <"Soekarno", born_in, "Jawa Timur"> is expected to be extracted.https://www.kaggle.com/datasets/shankkumar/multilingualopenrelations15ind Relation Extraction Language Wikipedia Unknown (unknown)Machine-translated 1,876 0 0 relations 1876  Jim Geovedi / ArdwortMultilingual Open Relation Extraction Using Cross-lingual Projectionhttps://aclanthology.org/N15-1151/2015 Free No No NusaCrowd carry-over open_relation_id

276 Multilingual Spoken Words Corpus
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Multilingual Spoken Words Corpus is a large and growing audio dataset of spoken words in 50 languages collectively spoken by over 5 billion people, for academic research and commercial applications in keyword spotting and spoken term search, licensed under CC-BY 4.0. The dataset contains over 340,000 keywords, totaling 23.4 million 1-second spoken examples (over 6,000 hours). Three of the SEA languages are present in this dataset; namely Hakha Chin, Indonesian, and Vietnamese.https://huggingface.co/datasets/MLCommons/ml_spoken_wordshttps://huggingface.co/datasets/MLCommons/ml_spoken_words
cnh
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Unknown Automatic Speech RecognitionLanguage
Speech Conversational Creative Commons Attribution 4.0 (cc-by-4.0)Machine-generatedNone
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utterances 45548 SIL International Multilingual Spoken Words Corpushttps://datasets-benchmarks-proceedings.neurips.cc/paper/2021/file/fe131d7f5a6b38b23cc967316c13dae2-Paper-round2.pdf2021 NeurIPS Free No No 2023-11-27 10:43:02 Approved mswc https://github.com/SEACrowd/seacrowd-datahub/issues/146

277 Multilingual-ALPACA
For multilingual general task instruction data, we incorporate ALPACA dataset (Taori et al., 2023), which consists of 52k English questions and corresponding response, and we obtain its foreign version with in-house translation engine.

The six languages are Arabic (Ar), Greek (El), Hindi (Hi), Turkish (Tr), Vietnamese (Vi), Chinese (Zh).
https://github.com/NJUNLP/x-LLM vie NA Chatbot Language Mixed Unknown (unknown)Machine-translatedAutomatic 52000 examples 52000 Nanjing UniversityEXTRAPOLATING LARGE LANGUAGE MODELS TO NON-ENGLISH BY ALIGNING LANGUAGEShttps://arxiv.org/pdf/2308.049482023 Preprint Free ALPACA No No 2024-03-14 17:31:32 Approved multilingual_alpacahttps://github.com/SEACrowd/seacrowd-datahub/issues/531

278 multilingual-NLI-26lang-2mil7 This dataset contains 2 730 000 NLI text pairs in 26 languages spoken by more than 4 billion people. The dataset can be used to train models for multilingual NLI (Natural Language Inference) or zero-shot classification. The dataset is based on the English datasets MultiNLI, Fever-NLI, ANLI, LingNLI and WANLI and was created using the latest open-source machine translation models.https://huggingface.co/datasets/MoritzLaurer/multilingual-NLI-26lang-2mil7https://huggingface.co/datasets/MoritzLaurer/multilingual-NLI-26lang-2mil7
ind
vie
eng

N/A Natural Language InferenceLanguage Mixed Unknown (unknown)Crawling
Crowdsourced Automatic varies on languagesexamples 0 Vrije Universiteit AmsterdamLess Annotating, More Classifying: Addressing the Data Scarcity Issue of Supervised Machine Learning with Deep Transfer Learning and BERT-NLIhttps://www.cambridge.org/core/journals/political-analysis/article/less-annotating-more-classifying-addressing-the-data-scarcity-issue-of-supervised-machine-learning-with-deep-transfer-learning-and-bertnli/05BB05555241762889825B080E097C272023 Political Analysis Free No No 2024-03-16 01:47:23 Approved with notes multilingual_nli_26langhttps://github.com/SEACrowd/seacrowd-datahub/issues/583

279 multispider multispider_vi

MULTISPIDER, the largest multilingual text-to-SQL dataset which covers
seven languages (English, German, French, Spanish, Japanese,
Chinese, and Vietnamese). Upon MULTISPIDER, we further
identify the lexical and structural challenges of text-to-SQL
(caused by specific language properties and dialect sayings)
and their intensity across different languages

https://github.com/longxudou/multispiderhttps://huggingface.co/datasets/dreamerdeo/multispidervie N/A Text-to-SQL Language Education
Wikipedia Creative Commons Attribution 4.0 (cc-by-4.0)Machine-generatedAutomatic & Manual (full) 15 8659 1034 N/A examples 9693 Harbin Institute of TechnologyMultiSpider: Towards Benchmarking Multilingual Text-to-SQL Semantic Parsinghttps://arxiv.org/pdf/2212.13492.pdf2023 AAAI Conference on Artificial IntelligenceFree Spider Text-to-SQL datasetNo No 2023-12-29 08:00:27 Approved multispider https://github.com/SEACrowd/seacrowd-datahub/issues/610

280 MUSE (Multilingual Unsupervised and Supervised Embeddings)Contains 110 large-scale ground-truth bilingual dictionaries created and released by Meta using an internal translation tool. The dictionaries account for polysemy. The data comprises of a train and test split of 5000 and 1500 unique source words, as well as a larger set of up to 100k pairs. It comprises of Europeans languages in every direction, and SEA languages to and from English.https://github.com/facebookresearch/MUSE#ground-truth-bilingual-dictionaries
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N/A Machine Translation
Word lists Language General

Dictionary Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Machine-generatedNone 5000 0 1500 instances 6500 Meta Word Translation Without Parallel Datahttps://openreview.net/pdf?id=H196sainb2018 ICLR Free No No 2024-01-02 12:11:43 Approved muse https://github.com/SEACrowd/seacrowd-datahub/issues/346

281 Myanmar (Burmese) Name Romanization with Alignment on Grapheme-LevelThis dataset consists of 2,335 Burmese names from real university students and faculty, public figures, and minorities from Myanmar. Each entry includes the original name in Burmese script, its corresponding Romanization, and the aligned Burmese and Latin graphemes.http://www.nlpresearch-ucsy.edu.mm/NLP_UCSY/name-db.htmlmya Myanmar Machine Translation Language Names Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Expert-generatedManual (full) 2,335 examples 0 University of Computer Studies, YangonStatistical Romanization for Abugida Scripts: Data and Experiment on Khmer and Burmesehttps://att-astrec.nict.go.jp/member/ding/NLP2017-P5-7.pdf2017 The Association for Natural Language ProcessingFree No No 2023-11-15 05:37:55 Approved burmese_romanizehttps://github.com/SEACrowd/seacrowd-datahub/issues/64

282 Myanmar Part-of-Speech (myPOS) v3.0

This version of the myPOS corpus extends the original myPOS corpus from 11,000 to 43,196 Burmese sentences by adding data from the ASEAN MT NECTEC corpus and two developed parallel corpora (Myanmar-Chinese and Myanmar-Korean). The original 11,000 sentences were collected from Wikipedia and includes various topics such as economics, history, news, politics and philosophy.

The format used in the corpus is `word/POS-tag`, and the pipe delimiter "|" is used to separate word-tag pairs per segment in compound words.

All new raw sentences were manually segmented. POS tagging was both done manually and with the RDRPOS tagger and manually checked for errors.

https://github.com/ye-kyaw-thu/myPOS/tree/master/corpus-ver-3.0mya Myanmar POS Tagging Language
Mixed

Multi-domain
Wikipedia

Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crawling Automatic & Manual (full) 42196 0 1000 sentences 43196 King Mongkut's Institute of Technology
National Electronics and Computer Technology CenterMyanmar POS Resource Extension Effects on Automatic Tagging Methodshttps://ieeexplore.ieee.org/document/93768352020 Institute of Electrical and Electronics EngineersFree Asian Language Treebank, Myanmar-Chinese parallel corpus, Myanmar-Korean parallel corpus, ASEAN MT CorpusNo No 2023-11-15 08:58:26 Approved mypos https://github.com/SEACrowd/seacrowd-datahub/issues/67

283 Myanmar Sign Language Corpus for the Emergency Domain (MSL4Emergency)The MSL4Emergency corpus is part of a larger Myanmar sign language (MSL) corpus that specifically contains sign language videos for the emergency domain. Each signing video is annotated with both its transcription and its Burmese written translation, which may differ from each other due to grammar, syntax and vocabulary differences between MSL and Burmese. Signing videos were made by sign language trainers and deaf trainees.https://github.com/ye-kyaw-thu/MSL4Emergency/tree/masterysm
mya Myanmar Machine Translation

Sign Language Recognition
Language

Vision Emergencies Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Expert-generatedAutomatic & Manual (full) 558 instances 558

University of Technology, Myanmar
Yangon Technological University
Waseda University
Okayama Prefectural University

Statistical Machine Translation between Myanmar Sign Language and Myanmar Written Texthttps://core.ac.uk/reader/4898284102018 ICCA Free No No 2023-12-24 07:40:01 Approved msl4emergency https://github.com/SEACrowd/seacrowd-datahub/issues/569

284 Myanmar-Rakhine Parallel Data The data contains 18,373 Myanmar sentences of the ASEAN-MT Parallel Corpus, which is a parallel corpus in the travel domain. It contains six main categories: people (greeting, introduction, and communication), survival (transportation, accommodation, and finance), food (food, beverages, and restaurants), fun (recreation, traveling, shopping, and nightlife), resource (number, time, and accuracy), special needs (emergency and health). Manual translation into the Rakhine language was done by native Rakhine students from two Myanmar universities, and the translated corpus was checked by the editor of a Rakhine newspaper. Word segmentation for Rakhine was done manually, and there are exactly 123,018 words in total.https://github.com/ye-kyaw-thu/myPar/tree/master/my-rkmya
rki N/A Machine Translation Language travel GNU General Public License v3.0 (gpl-3.0)Expert-generatedManual (full) 14076 2485 1812 sentences 18373 Waseda University

University of Computer Studies YangonNeural Machine Translation Between Myanmar (Burmese) and Rakhine (Arakanese)https://aclanthology.org/W19-1408/2019 ACL Workshop Free No No 2023-12-25 20:53:04 Approved myanmar_rakhine_parallelhttps://github.com/SEACrowd/seacrowd-datahub/issues/262

285 myParaphrase The myParaphrase corpus is intended for the task of assessing whether pairs of Burmese sentences exhibit similar meanings or are paraphrases. It encompasses 40461 pairs for training, along with 1000 pairs for an open test and an additional 1000 pairs for a closed test. If a pair of sentences in Burmese is considered a paraphrase, it is labeled with "1"; if not, they receive a label of "0."https://github.com/ye-kyaw-thu/myParaphrasemya
Myanmar
Thailand

Cambodia
Paraphrasing Language General

Social media Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crawling
Expert-generatedManual (full) 40461 0 open-test: 1000

closed-test: 1000 sentence pairs 40461

National Electronics and Computer Technology Center
Institute of Digital Research & Innovation (IDRI)
Cambodia Academy of Digital Technology (CADT)
University of Technology (Yatanarpon Cyber City)

Deep Siamese Neural Network Vs Random Forest for Myanmar Language Paraphrase Classificationhttps://jiist.aiat.or.th/assets/uploads/1667145660263IBU7L25_Deep%20Siamese%20Neural%20Network%20Vs%20Random%20Forest%20for%20Myanmar%20Language%20Paraphrase%20Classification.pdf2022 JIIST Free No No 2023-12-26 20:12:56 Approved my_paraphrase https://github.com/SEACrowd/seacrowd-datahub/issues/341

286 mySentence sentences
sentences+paragraphs

mySentence is a corpus with a total size of around 55K for Myanmar sentence segmentation.  In formal Burmese (Myanmar language), sentences are grammatically structured and typically end with the "။" pote-ma symbol. However, informal language, more commonly used in daily conversations due to its natural flow, does not always follow predefined rules for ending sentences, making it challenging for machines to identify sentence boundaries. In this corpus, each token of the sentences and paragraphs is tagged from start to finish.https://github.com/ye-kyaw-thu/mySentencemya Myanmar POS Tagging Language Multi-domain Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crawling
Expert-generatedAutomatic & Manual (full) sentences: 40000

sentences+paragraphs: 47000
sentences: 2414
sentences+paragraphs: 3079

sentences: 4712
sentences+paragraphs: 5512 examples 0 National Electronics and Computer Technology CentermySentence: Sentence Segmentation for Myanmar Languageusing Neural Machine Translation Approachhttps://ph05.tci-thaijo.org/index.php/JIIST/article/view/872023 JIIST Free No No 2023-12-26 13:39:57 Approved mysentence https://github.com/SEACrowd/seacrowd-datahub/issues/264

287 MyWSL2023 This dataset contains pictures of hand gestures corresponding to ten commonly-used Malaysian Sign Language (XML) words. Gestures are performed by five university students who belong to different ethnic groups and are proficient in XML. Each gesture class contains 350 instances.https://data.mendeley.com/datasets/zvk55p7ktd/1xml Malaysia Sign Language RecognitionVision Dictionary Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generatedNone 3000 0 500 images 3500 Universiti Kebangsaan Malaysia
UCSI University MyWSL: Malaysian words sign language datasethttps://www.sciencedirect.com/science/article/pii/S23523409230045602023 Data in Brief Free No No 2024-01-01 07:06:49 Approved mywsl2023 https://github.com/SEACrowd/seacrowd-datahub/issues/278

288 myXNLI The myXNLI corpus is a collection of Myanmar language data designed for the Natural Language Inference (NLI) task, which originated from the XNLI and MultiNLI English datasets. The 7,500 sentence pairs from the XNLI English development and test sets are human-translated into Myanmar. The 392,702 data from the NLI English training data is translated using machine translation. In addition, it also extends its scope by adding Myanmar translations to the XNLI 15-language parallel corpus, to create a 16-language parallel corpus.https://github.com/akhtet/myXNLIhttps://huggingface.co/datasets/akhtet/myXNLImya Myanmar Natural Language InferenceLanguage Multi-domain Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Expert-generated
Machine-generatedManual (partial) 392702 1490 5010 sentence pairs 6500 Independent - 2023 No publication Free XNLI and MultiNLINo No 2023-12-26 15:42:24 Approved myxnli https://github.com/SEACrowd/seacrowd-datahub/issues/265

289 National Speech Corpus

read_balanced
read_pertinent

conversational_f2f
conversational_telephone

The National Speech Corpus (NSC) is the first large-scale Singapore English corpus spearheaded by the Info-communications and Media Development Authority (IMDA) of Singapore. It aims to become an important source of open speech data for automatic speech recognition (ASR) research and speech-related applications. The NSC improves speech engines’ accuracy of recognition and transcription for locally accented English. The NSC is also able to contribute to speech synthesis technology where an AI voice can be produced that is more familiar to Singaporeans, with local terms pronounced more accurately. Part 1 features about 1000 hours of prompted recordings of phonetically-balanced scripts from about 1000 local English speakers. Part 2 presents about 1000 hours of prompted recordings of sentences randomly generated from words based on people, food, location, brands, etc, from about 1000 local English speakers as well. Transcriptions of the recordings have been done orthographically and are available for download. Part 3 consists of about 1000 hours of conversational data recorded from about 1000 local English speakers, split into pairs. The data includes conversations covering daily life and of speakers playing games provided. Links to Part 4, 5, 6 are included in the DropBox. Please open the DropBox via the desktop application since the folder is very large.https://www.imda.gov.sg/how-we-can-help/national-speech-corpuseng Singapore Automatic Speech Recognition
Text-To-Speech Synthesis

Language
Speech Multi-domain Other (other) Expert-generatedManual (full) 1258291.2 MB 1258291.2 IMDA Singapore National Speech Corpus: Technical Reference for the Creation of Speech Corpora for Technologyhttps://docs.google.com/forms/d/e/1FAIpQLSd3k8wFF4GQP4yo_lDAXKjCltfYk-dE-yYpegTnCB20kr7log/viewform2018 Preprint Free upon request No No 2024-03-14 14:35:10 Approved national_speech_corpus_sg_imdahttps://github.com/SEACrowd/seacrowd-datahub/issues/528

290 Native Ads Dataset The native ads dataset is a collection of news that has the native ads label and other implicit characteristicshttps://figshare.com/articles/dataset/Native_Ads_Dataset/25376206/2ind Indonesia Text Classification Language News Creative Commons Attribution 4.0 (cc-by-4.0)Crawling Manual (full) 9354 documents 9354 Institut Teknologi Sepuluh NopemberA Comprehensive Ensemble Deep Learning Method for Identifying Native Advertising in News Articleshttps://doi.org/10.1109/ICSECS58457.2023.102563922023 2023 IEEE 8th International Conference On Software Engineering and Computer Systems (ICSECS)Free No No 2024-04-03 17:38:41 Approved ind_native_ads_detectionhttps://github.com/SEACrowd/seacrowd-datahub/issues/712
291 NECID Negative Content IdentificationNECID provides a dataset for negative content identification. The dataset is categorized into three classes: abusive, adult, and neutral.https://github.com/fathanick/Negative-content-identification-Xind Indonesia Text Classification Language Tweet Creative Commons Attribution 4.0 (cc-by-4.0)Crawling Automatic & Manual (partial) 10959 2192 5114 tweets 18265 Universitas Islam IndonesiaFine-Tuning BERT-Based Models for Negative Content Identification on Indonesian Tweetshttps://ieeexplore.ieee.org/abstract/document/10427046/2023 IEEE Free No Yes 2024-05-13 00:02:43 Approved necid https://github.com/SEACrowd/seacrowd-datahub/issues/719

292 NER UGM (IndoLEM split) NER UGM is a named entity recognition dataset collected by UGM. We use IndoLEM split for the dataset.https://github.com/indolem/indolem- ind Named Entiy RecognitionLanguage news articles Creative Commons Attribution Share Alike 3.0 (cc-by-sa-3.0)Crawling
Expert-generated 1,687 187 469 sentences 2343 School of Electrical Engineering and Informatics, Institut Teknologi BandungName Entity Recognition for Indonesian Text Using Hidden Markov Modelhttp://etd.repository.ugm.ac.id/penelitian/detail/1504112014 Free - No No NusaCrowd carry-over indolem_ner_ugm

293 NER UI (IndoLEM split) NER UI is a named entity recognition dataset collected by UI. We use IndoLEM split for the dataset.https://github.com/indolem/indolem- ind Named Entiy RecognitionLanguage general Creative Commons Attribution Share Alike 3.0 (cc-by-sa-3.0)Expert-generated 1,530 170 425 sentences 2125 Universitas Islam Indonesia & Universiti Brunei DarussalamAutomatic open domain information extraction from Indonesian texthttps://ieeexplore.ieee.org/document/82750982017 Free - No No NusaCrowd carry-over indolem_nerui

294 NERGrit Entity
Sentiment NER Grit dataset is a NER dataset taken from the Grit-ID repository, and the labels are spans in IOB chunking representation. The dataset consists of three kinds of named entity tags, PERSON (name of person), PLACE (name of location), and ORGANIZATION (name of organization).https://github.com/cahya-wirawan/indonesian-language-models/blob/master/data/nergrit-corpus_20190726_corrected.tgz- ind Rejang Lebong Named Entiy RecognitionLanguage other Other (other) Unknown 12,518 2,521 2,398 sentences 17437 IndoNLP 2020 Free - No No NusaCrowd carry-over nergrit

295 NERP (IndoNLU Split)

NERP is a NER dataset which is collected from several Indonesian news websites, labelled with 5 entity classes: PER (name of person),
LOC (name of location), IND (name of product
or brand), EVT (name of the event), and FNB
(name of food and beverage).

https://github.com/IndoNLP/indonlu/tree/master/dataset/nergrit_ner-grit https://huggingface.co/datasets/indonluind Named Entiy RecognitionLanguage news articles Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generated 6,720 840 840 sentences 8400 IndoNLP Investigating Bi-LSTM and CRF with POS Tag Embedding for Indonesian Named Entity Taggerhttps://www.semanticscholar.org/paper/Investigating-Bi-LSTM-and-CRF-with-POS-Tag-for-Hoesen-Purwarianti/875c03206f21883cb5a4310d7f1d7dd037e2a9ff2018 Free - No No NusaCrowd carry-over nerp

296 NERSkill.Id NERSkill.Id is a manually annotated named entity recognition (NER) dataset focused on skill entities in the Indonesian language. The dataset comprises 418.868 tokens, each accompanied by corresponding tags following the BIO scheme. Notably, 15,51% of these tokens represent named entities, falling into three distinct categories: hard skill, soft skill, and technology. To construct this dataset, data were gathered from a job portal and subsequently processed using open-source libraries. Given the scarcity of annotated corpora for Indonesian, NERSkill.Id fills a significant void and offers immense value to multiple stakeholders. NLP researchers can harness the dataset's richness to advance skill entity recognition technology in the Indonesian language. Companies and recruiters can benefit by employing NERSkill.Id to enhance talent acquisition and job matching processes through accurate skill identification. Furthermore, educational institutions can leverage the dataset to adapt their courses and training programs to meet the evolving needs of the job market. This dataset can be effectively utilized for training and evaluating named entity recognition systems, empowering advancements in skill entity recognition for the Indonesian language.https://data.mendeley.com/datasets/5s8r9ndfvc/1ind Indonesia Named Entity RecognitionLanguage General
Mixed Creative Commons Attribution 4.0 (cc-by-4.0)Crawling Manual (full) 2 418868 tokens 418868 Universitas PGRI YogyakartaNERSkill.Id: Annotated dataset of Indonesian's skill entity recognitionhttps://www.sciencedirect.com/science/article/pii/S235234092400163X?via%3Dihub2023 ScienceDirect Free No No 2024-04-03 18:07:38 Approved nerskill_id https://github.com/SEACrowd/seacrowd-datahub/issues/713

297 Netifier Indonesian Netifier dataset is a collection of scraped posts on famous social media sites in Indonesia, such as Instagram, Twitter, and Kaskus aimed to do multi-label toxicity classification. The dataset consists of 7,773 texts. The author manually labelled ~7k samples into 4 categories: pornography, hate speech, racism, and radicalism.https://github.com/ahmadizzan/netifier/tree/master/data/processedind Sentiment Analysis Language Social media Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crawling
Expert-generated 6,995 0 778 tweets 7773 IndoNLP 2018 Free No No NusaCrowd carry-over netifier

298 News En-Id MT News En-Id is a machine translation dataset containing Indonesian-English parallel sentences collected from news translation dataset (Guntara et al., 2020).  The news dataset (Guntara et al., 2020) is collected from multiple sources: Pan Asia Networking Localization (PANL), Bilingual BBC news articles, Berita Jakarta, and GlobalVoiceshttps://github.com/gunnxx/indonesian-mt-data/tree/master/news- eng
ind Machine Translation Language news articles Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling

Expert-translated 38,469 1,953 1,954 sentences 42376 IndoNLP Benchmarking Multidomain English-Indonesian Machine Translation.https://aclanthology.org/2020.bucc-1.6/2021 Free Pan Asia Networking Localization (PANL), Bilingual BBC news articles, Berita Jakarta, and GlobalVoicesNo No NusaCrowd carry-over news_en_id

299 NewsPH Raw collection of news articles in Filipino which can be used for language modelling.https://huggingface.co/datasets/newsphhttps://huggingface.co/datasets/newsphtgl
fil Phillipines Language Modeling Language News GNU General Public License v3.0 (gpl-3.0)Crawling None 2190000 instances 2190000 De La Salle University ManilaExploiting News Article Structure for Automatic Corpus Generation of Entailment Datasetshttps://arxiv.org/abs/2010.115742020 PRICAI Free No No 2023-11-20 01:47:44 Approved newsph https://github.com/SEACrowd/seacrowd-datahub/issues/106

300 NIE Corpus of Spoken Singapore Englishinterviews
the_north_wind_and_the_sunThis corpus contains short recordings and transcripts of (a) Singaporean subjects being interviewed by a British male teacher, and (b) readings of the fable "The North Wind and the Sun". Each speaker is given a short bio describing their sex, age, ethnic group, occupation, education, and languages spoken.https://videoweb.nie.edu.sg/phonetic/niecsse/index.htmeng Singapore Automatic Speech RecognitionLanguage

Speech Conversational Unknown (unknown)Expert-generatedNone N/A utterances 0 National Institute of Education, SingaporeThe NIE corpus of spoken Singapore English (NIECSSE)https://fass.ubd.edu.bn/staff/docs/DD/deterding-low-2005.pdf2001 No publication Free No No 2023-12-13 17:14:20 Approved nie_spoken_sg_enghttps://github.com/SEACrowd/seacrowd-datahub/issues/510

301 NLLB Seed
Acehnese
Banjarese
Buginese

NLLB Seed is a set of professionally-translated sentences in the Wikipedia domain. Data for NLLB-Seed was sampled from Wikimedia’s List of articles every Wikipedia should have, a collection of topics in different fields of knowledge and human activity. NLLB-Seed consists of around six thousand sentences in 39 languages. NLLB-Seed is meant to be used for training rather than model evaluation. Due to this difference, NLLB-Seed does not go through the human quality assurance process present in FLORES-200.https://tinyurl.com/NLLBSeed

eng
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bjn
bug

Machine Translation Language Wikipedia Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Crawling
Expert-translated 30,965 0 0 sentence pairs 30965 IndoNLP No Language Left Behind: Scaling Human-Centered Machine Translationhttps://arxiv.org/pdf/2207.04672.pdf2022 Free No No NusaCrowd carry-over nllb_seed

302 NTREX-128
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NTREX-128, a data set for machine translation (MT) evaluation, includes 123 documents (1,997 sentences, 42k words) translated from English into 128 target languages. 9 languages are natively spoken in Southeast Asia, i.e., Burmese, Filipino, Hmong, Indonesian, Khmer, Lao, Malay, Thai, and Vietnamese.https://github.com/MicrosoftTranslator/NTREX

mya
fil

ind
khm
lao
zlm
tha
vie

hmv

N/A Machine Translation Language News Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generatedManual (full) 1997 sentences 1997 Microsoft NTREX-128 – News Test References for MT Evaluation of 128 Languageshttps://aclanthology.org/2022.sumeval-1.4/2022 ACL Workshop Free English WMT19 test setNo No 2023-12-16 21:12:06 Approved ntrex_128 https://github.com/SEACrowd/seacrowd-datahub/issues/194

303 NUS SMS Corpus English
Mandarin Chinese This is a corpus of SMS (Short Message Service) messages collected for research at the Department of Computer Science at the National University of Singapore. This dataset consists of 67,093 SMS messages taken from the corpus on Mar 9, 2015. The messages largely originate from Singaporeans and mostly from students attending the University. These messages were collected from volunteers who were made aware that their contributions were going to be made publicly available. The data collectors opportunistically collected as much metadata about the messages and their senders as possible, so as to enable different types of analyses.https://github.com/kite1988/nus-sms-corpuseng

cmn Singapore Language Modeling Language Conversational
SMS Unknown (unknown)Crowdsourced None 55835

31465 utterances 87300 National University of SingaporeCreating a Live, Public Short Message Service Corpus: The NUS SMS Corpushttps://link.springer.com/article/10.1007/s10579-012-9197-92013 Language Resources and EvaluationFree No No 2023-12-23 16:48:58 Approved nus_sms_corpus https://github.com/SEACrowd/seacrowd-datahub/issues/221

304 Nusantara Audiobook ASR
dari-pasentran-ke-istana

turki
salina

The dataset is a "Pseudolabel Nusantara audiobooks using Whisper Large V3"

Nusantara Audiobooks is on a mission to promote listening to books if you don't have time to read. The website gathers a library of audiobooks. ASR is performed by splitting based on 3 utterances using WebRTC VAD.
https://nusantaraudiobooks.com/https://huggingface.co/datasets/mesolitica/nusantara-audiobookzlm Malaysia Automatic Speech RecognitionLanguage

Speech Books Unknown (unknown)Machine-generatedAutomatic
19.63
7.73
24.66

hours 52.02 Mesolitica https://github.com/huseinzol05/malaya-speech/tree/master/data/semisupervised-audiobook2024 No publication Free Nusantara AudiobookNo No 2024-03-15 10:14:51 Approved nusantara_audiobookhttps://github.com/SEACrowd/seacrowd-datahub/issues/688

305 NusaParagraph Emot
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NusaParagraph is a human-written paragraph datasets which covers 10 local languages in Indonesia. The dataset consists of around 50,000 paragraphs each with aroung 100 tokens resulting in a total of 6M tokens. The dataset is labelled with topic, emotion, and paragraph type.https://github.com/IndoNLP/nusa-writes/tree/main/data
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Emotion RecognitionLanguage General Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Expert-generated 13,973 2,661 5,700 paragraphs 22334 IndoNLP NusaWrites: Constructing High-Quality Corpora for Underrepresented and Extremely Low-Resource Languageshttps://openreview.net/forum?id=gftlYED4KRp2023 Free No No NusaCrowd carry-over nusa_paragraph_emot

306 NusaParagraph Rhetoric
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NusaParagraph is a human-written paragraph datasets which covers 10 local languages in Indonesia. The dataset consists of around 50,000 paragraphs each with aroung 100 tokens resulting in a total of 6M tokens. The dataset is labelled with topic, emotion, and paragraph type.https://github.com/IndoNLP/nusa-writes/tree/main/data
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Rhetoric Mode Language General Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Expert-generated 39,350 5,259 12,800 paragraphs 57409 NusaWrites: Constructing High-Quality Corpora for Underrepresented and Extremely Low-Resource Languageshttps://openreview.net/forum?id=gftlYED4KRp2023 Free NusaCrowd carry-over nusa_paragraph_rhetoric

307 NusaParagraph Topic
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NusaParagraph is a human-written paragraph datasets which covers 10 local languages in Indonesia. The dataset consists of around 50,000 paragraphs each with aroung 100 tokens resulting in a total of 6M tokens. The dataset is labelled with topic, emotion, and paragraph type.https://github.com/IndoNLP/nusa-writes/tree/main/data
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Topic Modeling Language General Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Expert-generated 15,516 2,948 6,250 paragraphs 24714 NusaWrites: Constructing High-Quality Corpora for Underrepresented and Extremely Low-Resource Languageshttps://openreview.net/forum?id=gftlYED4KRp2023 Free NusaCrowd carry-over nusa_paragraph_topic

308 NusaTranslation Emot
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NusaTranslation is a sentence-level datasets which covers 11 local languages in Indonesia. The dataset is human-translated from a part of IndoLEM Sentiment and EmoT dataseets where a native-speaker annotator are requested to translate to the target language given an Indonesian sentence. The data cover ~72k sentence pairs of translation data.https://github.com/IndoNLP/nusa-writes/tree/main/data
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Emotion RecognitionLanguage
Hotel reviews

Reviews
Social media

Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Expert-translated 21,800 3,131 8,800 sentences 33731 NusaWrites: Constructing High-Quality Corpora for Underrepresented and Extremely Low-Resource Languageshttps://openreview.net/forum?id=gftlYED4KRp2023 Free IndoLEM Sentiment & EmoT NusaCrowd carry-over nusa_translation_emot

309 NusaTranslation MT
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NusaTranslation is a sentence-level datasets which covers 11 local languages in Indonesia. The dataset is human-translated from a part of IndoLEM Sentiment and EmoT dataseets where a native-speaker annotator are requested to translate to the target language given an Indonesian sentence. The data cover ~72k sentence pairs of translation data.https://github.com/IndoNLP/nusa-writes/tree/main/data
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Machine Translation Language
Hotel reviews

Reviews
Social media

Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Expert-translated 50,200 6,644 15,600 sentence pairs 72444 NusaWrites: Constructing High-Quality Corpora for Underrepresented and Extremely Low-Resource Languageshttps://openreview.net/forum?id=gftlYED4KRp2023 Free IndoLEM Sentiment & EmoT NusaCrowd carry-over nusa_translation_mt

310 NusaTranslation Senti
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NusaTranslation is a sentence-level datasets which covers 11 local languages in Indonesia. The dataset is human-translated from a part of IndoLEM Sentiment and EmoT dataseets where a native-speaker annotator are requested to translate to the target language given an Indonesian sentence. The data cover ~72k sentence pairs of translation data.https://github.com/IndoNLP/nusa-writes/tree/main/datahttps://github.com/IndoNLP/nusa-writes/tree/main
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Sentiment Analysis Language
Hotel reviews

Reviews
Social media

Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Expert-translated 24,810 3,503 10,400 sentences 38713 NusaWrites: Constructing High-Quality Corpora for Underrepresented and Extremely Low-Resource Languageshttps://openreview.net/forum?id=gftlYED4KRp2023 Free IndoLEM Sentiment & EmoT NusaCrowd carry-over nusa_translation_senti

311 NusaX MT

Acehnese
Balinese

Banjarese
Buginese
English

Indonesian
Javanese
Madurese

Minangkabau
Ngaju

Sundanese
Toba Batak

The first-ever parallel resource for 10 low-resource languages in Indonesia.https://github.com/IndoNLP/nusax-
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Machine Translation Language reviews Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-translated 500 100 400 sentence pairs 1000 NusaX: Multilingual Parallel Sentiment Dataset for 10 Indonesian Local Languageshttps://arxiv.org/abs/2205.159602022 Free SmSA NusaCrowd carry-over nusax_mt

312 NusaX Sentiment
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English
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The first-ever parallel resource for 10 low-resource languages in Indonesia.https://github.com/IndoNLP/nusax-
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Sentiment Analysis Language reviews Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-translated 500 100 400 sentences 1000 NusaX: Multilingual Parallel Sentiment Dataset for 10 Indonesian Local Languageshttps://arxiv.org/abs/2205.159602022 Free SmSA NusaCrowd carry-over nusax_senti

313 OIL The Online Indonesian Learning (OIL) dataset or corpus contains lessons from three Indonesian teachers who have posted content on YouTube. "Noisy" data, such as background noise, accented speech, task specific intonation/articulation, and frequent language mixing, was kept to provide realistic insight into the performance of ASR for the real-world task of converting teacher speech from YouTube into searchable text. Initial transcription was completed by the first author, who is an Indonesian-English bilingual, teacher, and linguist.https://huggingface.co/datasets/ZMaxwell-Smith/OILhttps://huggingface.co/datasets/ZMaxwell-Smith/OILind
eng Indonesia Automatic Speech RecognitionSpeech Education Creative Commons Attribution Non Commercial No Derivatives 4.0 (cc-by-nc-nd-4.0)

Crawling
Expert-generated
Machine-generated

Manual (full) 1 98 examples 98 The Australian National University
The University of QueenslandAutomated speech recognition of Indonesian-English language lessons on YouTube using transfer learninghttps://aclanthology.org/2023.fieldmatters-1.1.pdf2023 ACL Free YouTube Yes No 2023-12-30 03:12:02 Approved oil https://github.com/SEACrowd/seacrowd-datahub/issues/274

314 OJW OJW is abbreviation of Old Javanese Wordnet.https://github.com/davidmoeljadi/OJW jav Wordnet Language General Unknown (unknown)Unknown 5,038 0 0 tokens 5038 Building the Old Javanese Wordnethttps://aclanthology.org/2020.lrec-1.359.pdf2020 Free NusaCrowd carry-over ojw

315 Okapi m-ARC m-ARC is a multilingual version of ARC, a dataset of 7,787 genuine grade-school level, multiple-choice science questions assembled to encourage research in advanced question-answering and reasoning.http://nlp.uoregon.edu/download/okapi-eval/datasets/https://huggingface.co/datasets/jon-tow/okapi_arc_challengeind
vie N/A Commonsense ReasoningLanguage Mixed Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Expert-translated

Machine-translatedAutomatic N/A N/A N/A examples 0 University of OregonOkapi: Instruction-tuned Large Language Models in Multiple Languages with Reinforcement Learning from Human Feedbackhttps://arxiv.org/abs/2307.160392023 arXiv Free ARC No No 2024-02-27 14:07:14 Approved okapi_m_arc https://github.com/SEACrowd/seacrowd-datahub/issues/474

316 Okapi m-Hellaswag m-Hellaswag is a multi-lingual version of Hellaswag, a commonsense inference challenge dataset. Though its questions are trivial for humans (>95% accuracy), state-of-the-art models struggle (http://nlp.uoregon.edu/download/okapi-eval/datasets/https://huggingface.co/datasets/jon-tow/okapi_hellaswagind
vie N/A Question Answering Language Mixed Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Crowdsourced

Machine-translatedAutomatic N/A N/A N/A examples 0 University of OregonOkapi: Instruction-tuned Large Language Models in Multiple Languages with Reinforcement Learning from Human Feedbackhttps://arxiv.org/abs/2307.160392023 arXiv Free Hellaswag No No 2024-02-27 14:25:40 Approved okapi_m_hellaswaghttps://github.com/SEACrowd/seacrowd-datahub/issues/478

317 Okapi m-MMLU m-MMLU is a multilingual version of MMLU, a benchmark that measured a text model’s multitask accuracy. The test covers 57 tasks including elementary mathematics, history, computer science, law, and more.http://nlp.uoregon.edu/download/okapi-eval/datasets/https://huggingface.co/datasets/jon-tow/okapi_mmluind
vie N/A Commonsense ReasoningLanguage Mixed Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Expert-translated

Machine-translatedAutomatic N/A N/A N/A examples 0 University of OregonOkapi: Instruction-tuned Large Language Models in Multiple Languages with Reinforcement Learning from Human Feedbackhttps://arxiv.org/abs/2307.160392023 arXiv Free MMLU No No 2024-02-27 14:11:26 Approved okapi_m_mmlu https://github.com/SEACrowd/seacrowd-datahub/issues/476

318 Okapi m-TruthfulQA m-TruthfulQA is a multi-lingual version of TruthfulQA, a benchmark to measure whether a language model is truthful in generating answers to questions. The benchmark comprises 817 questions that span 38 categories, including health, law, finance and politics.http://nlp.uoregon.edu/download/okapi-eval/datasets/https://huggingface.co/datasets/jon-tow/okapi_truthfulqaind
vie N/A Question Answering Language Mixed Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Crowdsourced

Machine-translatedAutomatic N/A N/A N/A examples 0 University of OregonOkapi: Instruction-tuned Large Language Models in Multiple Languages with Reinforcement Learning from Human Feedbackhttps://arxiv.org/abs/2307.160392023 arXiv Free TruthfulQA No No 2024-02-27 14:18:53 Approved okapi_m_truthfulqahttps://github.com/SEACrowd/seacrowd-datahub/issues/477

319 Onto4All Onto4All is a subsample of other open source performant conversational datasets. We start with a carefully curated subset of the OpenHermes-2.5-Viet dataset, co-created by @qnguyen3 and @teknium. This dataset is specifically designed to support the training and evaluation of Multilingual language models, such as Vistral-7B-chat and VinaLlama-7B-chat, and is derived from our Supervised Fine-Tuning (SFT) data. We have included Vietnamese here, but will add more languages.https://huggingface.co/datasets/ontocord/onto4allhttps://huggingface.co/datasets/ontocord/onto4allvie Vietnam Question Answering Language Mixed Creative Commons Zero v1.0 Universal (cc0-1.0)
Crawling
Crowdsourced
Machine-translated

Manual (partial) 26300 examples 26300 Ontocord.ai Onto4All: Enhancing Multilingual Conversational AIhttps://huggingface.co/datasets/ontocord/onto4all2024 No publication Free No No 2024-03-16 11:39:33 Approved with notes onto4all https://github.com/SEACrowd/seacrowd-datahub/issues/536
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320 Open subtitles Indonesian OpenSubtitles is a large parallel corpora from Movie and TV Subtitles. The corpora contains parallel sentences between English and Indonesian. The dataset contains 9827 documents, 56.8K sentences, 9.7M English tokens and 60.9M Indonesian tokens.https://opus.nlpl.eu/OpenSubtitles-v2018.phphttps://huggingface.co/datasets/open_subtitlesind
eng Machine Translation Language Transcribed audio

Movies GNU General Public License v3.0 (gpl-3.0)Expert-translated 56,800 0 0 sentence pairs 56800 OpenSubtitles2016: Extracting Large Parallel Corpora from Movie and TV Subtitleshttp://www.lrec-conf.org/proceedings/lrec2016/pdf/947_Paper.pdf2016 Free NusaCrowd carry-over open_subtitles

321 OpenAssistant oasst1
oasst2 In an effort to democratize research on large-scale alignment, we release OpenAssistant Conversations (OASST), a human-generated, human-annotated assistant-style conversation corpus. This dataset contains message trees. Each message tree has an initial prompt message as the root node, which can have multiple child messages as replies, and these child messages can have multiple replies.https://github.com/LAION-AI/Open-Assistanthttps://huggingface.co/datasets/OpenAssistant/oasst2

tha
vie
ind

N/A Chatbot Language Mixed Apache license 2.0 (apache-2.0)Crowdsourced Manual (partial) N/A N/A N/A dialogues 0 LAION OpenAssistant Conversations - Democratizing Large Language Model Alignmenthttps://arxiv.org/pdf/2304.07327.pdf2023 NeurIPS Free No No 2024-02-25 16:49:38 Approved oasst2 https://github.com/SEACrowd/seacrowd-datahub/issues/613

322 OpenLID This is an open dataset covering 201 languages, which are curated and audited manually to ensure high confidence in its data and language labels. 22 languages are native to Southeast Asia speakers.https://github.com/laurieburchell/open-lid-dataset
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N/A Language IdentificationLanguage Multi-domain
Wikipedia GNU General Public License v3.0 (gpl-3.0)Crawling Manual (partial)

24223
15404
27667
7527
1002342
976648
1694230
65595
11365
60513
23529
31469
195262
452194
294618
21051
47458
1189616
734727
881145
282772
404380

sentences 8443735 University of EdinburghAn Open Dataset and Model for Language Identificationhttps://aclanthology.org/2023.acl-short.752023 ACL Free No No 2023-11-25 00:11:17 Approved openlid https://github.com/SEACrowd/seacrowd-datahub/issues/144

323 OpenMSD

Direct Citation (English -> Non English)
Direct Citation (Non English -> English)

Direct Citation (Non English -> Non English)
Cocitation (English  Non English)

Cocitation (Non English  Non English)
Bibliographic Coupling (English  Non English)

Bibliographic Coupling (Non English  Non English)

Open-access Multilingual Scientific Documents (OpenMSD) is the first multilingual scientific documents dataset. OpenMSD contains 74M papers in 103 languages and 778M citation pairs. OpenMSD can be used to pretrain or finetune science-specialized language models.https://github.com/google-research/google-research/tree/master/OpenMSD
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zlm

N/A Semantic Textual SimilarityLanguage Academic
Science Creative Commons Zero v1.0 Universal (cc0-1.0)Crawling

Machine-generatedNone
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11M
3M
208M
21M
1B
29M

2000
2000
2000
2000
400
11000
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documents 41800 Google OpenMSD: Towards Multilingual Scientific Documents Similarity Measurementhttps://arxiv.org/pdf/2309.10539.pdf2023 Preprint Free The Unpaywall snapshot (OpenAlex), OpenCitations, and CrossRef MetadataNo No 2023-12-26 08:12:45 Approved with notes openmsd https://github.com/SEACrowd/seacrowd-datahub/issues/699

324 OpenSLR

SLR80 (burmese)
SLR35 (javanese)

SLR36 (sundanese)
SLR44 (sundanese)

SLR42 (khmer)
SLR41 (javanese)

This data set contains transcribed high-quality audio of Javanese, Sundanese, Burmese, Khmer. This data set come from 3 different projects under OpenSLR initiativehttps://www.openslr.org/resources.phphttps://huggingface.co/datasets/openslr
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Myanmar, Indonesia, CambodjaAutomatic Speech RecognitionLanguage
Speech General Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crowdsourced None

185000
220000
4210
2906
5822

utterances 420469 Google Crowd-Sourced Speech Corpora for Javanese, Sundanese,  Sinhala, Nepali, and Bangladeshi Bengalihttp://dx.doi.org/10.21437/SLTU.2018-112018 SLTU Free No No 2023-12-02 07:37:42 Approved openslr https://github.com/SEACrowd/seacrowd-datahub/issues/164

325 OpenSpeech Dataset V1 by Wang The OpenSpeech Dataset V1 by Wang: Data Market is a collection of speech data designed to facilitate research and development in the field of speech processing. This dataset comprises 10 hours of diverse audio recordings (8450 sentences) contributed by a collaborative effort of 1077 users. The dataset encompasses a wide range of sentences, capturing various linguistic nuances and acoustic environments. Contributors were encouraged to provide diverse speech samples, resulting in a rich and comprehensive dataset suitable for tasks such as speech recognition, language modeling, and speaker identification. *A registration (email, password) is needed to download this free dataset.*https://www.wang.in.th/dataset/654dfdbb6147c33fbf172957tha Thailand Spoken Language Identification
Language Modeling

Language
Speech Mixed Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crowdsourced Manual (full) 1077 8450 sentences 8450 Wang: data marketN/A 2023 No publication Free upon request No No 2024-04-04 15:01:51 Approved with notes openspeech_v1 https://github.com/SEACrowd/seacrowd-datahub/issues/714

326 OpenViVQA OpenViVQA (Open-domain Vietnamese Visual Question Answering) is a dataset for VQA (Visual Question Answering) with open-ended answers in Vietnamese. It consisted of 11199 images associated with 37914 question-answer pairs (QAs). Images in the OpenViVQA dataset are captured in Vietnam and question-answer pairs are created manually by Vietnamese crowd workers.https://huggingface.co/datasets/uitnlp/OpenViVQA-datasethttps://huggingface.co/datasets/uitnlp/OpenViVQA-datasetvie Vietnam Visual Question AnsweringLanguage
Vision General MIT (mit) Crawling

Crowdsourced Automatic & Manual (full) 9129 1070 1000 images 11199 Vietnam National University
University of Information TechnologyOpenViVQA: Task, Dataset, and Multimodal Fusion Models for Visual Question Answering in Vietnamesehttps://doi.org/10.1016/j.inffus.2023.1018682023 Information Fusion journalFree No No 2023-12-29 03:08:45 Approved openvivqa https://github.com/SEACrowd/seacrowd-datahub/issues/270

327 Orchid Corpus The ORCHID corpus is a Thai part-of-speech (POS) tagged dataset, resulting from a collaboration between Japan's Communications Research Laboratory (CRL) and Thailand's National Electronics and Computer Technology Center (NECTEC). It is structured at three levels: paragraph, sentence, and word. The dataset incorporates a unique tagset designed for use in multi-lingual machine translation projects, and is tailored to address the challenges of Thai text, which lacks explicit word and sentence boundaries, punctuation, and inflection. This dataset includes text information along with numbering for retrieval, and employs a probabilistic trigram model for word segmentation and POS tagging. The ORCHID corpus is specifically structured to reduce ambiguity in POS assignments, making it a valuable resource for Thai language processing and computational linguistics research.https://github.com/wannaphong/corpus_mirror/releases/tag/orchid-v1.0tha Thailand POS Tagging Language Academic Creative Commons Attribution Non Commercial Share Alike 3.0 (cc-by-nc-sa-3.0)Expert-generatedManual (full) 400000 tokens 400000 National Institute of Information and Communications, Japan
National Electronics and Computer Technology CenterORCHID: Thai Part-Of-Speech Tagged Corpushttps://www.jstage.jst.go.jp/article/ast1980/20/3/20_3_189/_pdf/-char/en1998 Journal of the Acoustical Society of JapanFree No No 2023-12-21 13:15:49 Approved orchid_pos https://github.com/SEACrowd/seacrowd-datahub/issues/210

328 OSCAR-2201 OSCAR or Open Super-large Crawled Aggregated coRpus is a huge multilingual corpus obtained by language classification and filtering of the Common Crawl corpus using the ungoliant architecture. Data is distributed by language in both original and deduplicated form.https://huggingface.co/datasets/oscar-corpus/OSCAR-2201https://huggingface.co/datasets/oscar-corpus/OSCAR-2201
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BigScience OpenRAIL-M (bigscience-openrail-m)Crawling Automatic N/A tokens 0 Inria Towards a Cleaner Document-Oriented Multilingual Crawled Corpushttps://aclanthology.org/2022.lrec-1.463/2022 No publication Free Yes Yes 2023-11-11 21:32:57 Approved oscar_2201 https://github.com/SEACrowd/seacrowd-datahub/issues/60

329 PALITO Corpus The PALITO Corpus is a compilation of multilingual written texts in four Philippine languages: Tagalog, Cebuano, Ilocano, and Hiligaynon. The categories of the corpus are mostly between literary or creative writing texts (such as novels and stories) and religious texts (such as the Bible). The overall corpus contains about 150,000 words from the literary texts and 100,000 words from the religious texts, with a total of 250,000. Previous works have used the corpus for language modeling and language identification.https://github.com/imperialite/Philippine-Languages-Online-Corpora/tree/master/PALITO%20Corpus
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150,000 tokens 0 De La Salle UniversityBuilding Online Corpora of Philippine Languageshttps://aclanthology.org/Y09-2024/2009 PACLIC Free No No 2023-11-07 03:06:27 Approved palito https://github.com/SEACrowd/seacrowd-datahub/issues/30
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The Pangloss Collection is an open archive of audio recordings of underdocumented languages across the world and their dialects, including languages from Cambodia, Laos, Myanmar and Vietnam. About half of all recordings are transcribed, annotated and translated. Many recordings are readings of vocabulary lists or are narratives about the speakers' lives.https://github.com/CNRS-LACITO/Pangloss_website/
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Automatic Speech RecognitionSpeech
Language

Culture & heritage
Dictionary Creative Commons Attribution Non Commercial Share Alike 2.0 (cc-by-nc-sa-2.0)Crowdsourced Manual (partial) Contact me for data sizeexamples 0 Langues et Civilisations a Tradition Orale (LACITO)

Centre national de la recherche scientifique (CNRS)Linguistic documents synchronizing sound and texthttps://hal.science/hal-000055442001 Speech CommunicationFree No No 2023-12-17 10:06:12 Approved pangloss_collectionhttps://github.com/SEACrowd/seacrowd-datahub/issues/511

331 PANL BPPT Parallel Text Corpora for Multi-Domain Translation System created by BPPT (Indonesian Agency for the Assessment and Application of Technology) for PAN Localization Project (A Regional Initiative to Develop Local Language Computing Capacity in Asia). The dataset contains around 24K sentences divided in 4 difference topics (Economic, international, Science and Technology and Sport).https://huggingface.co/datasets/id_panl_bppt- eng
ind Machine Translation Language news articles Unknown (unknown)Crawling

Expert-generated 24,000 0 0 sentences 24000 Resource Report: Building Parallel Text Corpora for Multi-Domain Translation Systemhttps://aclanthology.org/W09-3413/2009 Free - NusaCrowd carry-over id_panl_bppt

332 ParaCotta ParaCotta is a synthetic parallel paraphrase corpus generated from monolingual data and a neural machine translation system. Multiple translations were generated using beam search, and then paraphrase pairs were selected based on the lexical difference determined by their sentence BLEU.https://drive.google.com/drive/u/1/folders/1AC6c5WWNk28CNNIO1q2vn_lblMujK7kqind
eng Paraphrasing Language News articles Unknown (unknown)Machine-translated 6,000,000 0 0 sentence pairs 6000000 ParaCotta: Synthetic Multilingual Paraphrase Corpora from the Most Diverse Translation Sample Pairhttps://aclanthology.org/2021.paclic-1.56/2021 Free ParaBank2, Wikipedia, NewsCrawl, Tatoeba NusaCrowd carry-over paracotta_id

333 Parallel Bible Corpus
Zyphe Chin

Teduray
Yakan

The Parallel Bible Corpus is a project that aims at collecting Bible texts from the world's languages with the inherent parallelism of the verses being preserved. The ultimate goal is to provide a large collection of language data from all continents and language families that can be used for language comparison on the text level. The corpus contains 38 languages in total.https://github.com/cysouw/studentCheck/tree/master
tiy

yka
zyp

N/A Language Modeling
Machine Translation Language Religion Unknown (unknown)Crawling

Expert-generatedNone
7955
7957
8043

paragraphs 23955 Philipps University of MarburgCreating a massively parallel Bible corpushttps://aclanthology.org/L14-1215/2014 LREC Free No Yes 2023-12-29 17:39:07 Approved parallel_bible_mayerhttps://github.com/SEACrowd/seacrowd-datahub/issues/703

334 Parallel Corpus Dataset of Indonesian and Bengkulu Malay Language
This is a parallel corpus dataset in which each sentence has a corresponding pair. This dataset is specifically created to facilitate the use of machine learning in the field of translation. The dataset is meticulously compiled to encompass various contexts and topics, enabling users to expand their understanding of the use of everyday language, language variations, as well as expressions and typical idioms from both languages.

This dataset is independently compiled, with a total of 5261 sentences formed through the collection of online sources for the Indonesian language. Additionally, it utilizes the Malay language dictionary from the Bengkulu library, located in the city of Bengkulu, Bengkulu Province, Indonesia.
https://data.mendeley.com/datasets/tnk42hhjjk/1ind

zlm Bengkulu, IndonesiaMachine Translation Language General
Mixed Creative Commons Attribution 4.0 (cc-by-4.0)Crawling

Crowdsourced Manual (full) 5261 sentence pairs 5261 Universitas Ahmad DahlanStatistical Machine Translation from Indonesian to Regional Languages in Indonesiahttps://www.ijcaonline.org/archives/volume184/number49/soyusiawaty-2023-ijca-922603.pdf2024 International Journal of Computer ApplicationsFree No No 2024-04-03 17:09:44 Approved ind_bengkulu_mt https://github.com/SEACrowd/seacrowd-datahub/issues/711

335 Parallel: Indonesian -  Lampung Nyo Parallel Indonesian - Lampung Nyo corpus is constructed from documents taken from the Lampung language book for elementary and junior high school levels in the province of Lampung. The document data that has been collected will then be manually typed to be made into a parallel corpus in Indonesian – Lampung dialect of nyo and mono corpus in Lampung dialect of nyo. There are 3000 parallel corpus sentences collected in Indonesian - Lampung dialect of nyo and 3000 mono corpus sentences in Indonesian - Lampung dialect of nyo.https://drive.google.com/drive/folders/1oNpybrq5OJ_4Ne0HS5w9eHqnZlZASpmC?usp=sharing- abl
ind Machine Translation Language general Unknown (unknown)Crawling

Expert-translated 3,000 0 0 sentences 3000 Effect of mono corpus quantity on statistical machine translation Indonesian – Lampung dialect of nyohttps://iopscience.iop.org/article/10.1088/1742-6596/1751/1/0120362021 Free Books NusaCrowd carry-over parallel_id_nyo

336 ParaNames ParaNames is a multilingual parallel name resource consisting of 118 million names spanning 400 languages. The dataset was constructed using Wikidata as its source. Names are provided for 13.6 million entities which are mapped to standardized entity types (PER/LOC/ORG).https://github.com/bltlab/paranameshttps://huggingface.co/datasets/imvladikon/paranames
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N/A

Named Entity Recognition
Entity Linking
Word-level Translation
Word lists

Language Wikipedia Creative Commons Attribution 4.0 (cc-by-4.0)Crawling
Crowdsourced None Contact me for data sizeN/A N/A instances 0 Brandeis UniversityParaNames: A Massively Multilingual Entity Name Corpushttps://aclanthology.org/2022.sigtyp-1.15.pdf2022 SIGTYP Free No No 2024-01-16 16:26:49 Approved with notes paranames https://github.com/SEACrowd/seacrowd-datahub/issues/515

337 PEx Conversations Dataset
PEx Conversations is a dataset composed of collected threads from PinoyExchange.com (Consisting of Tagalog, English, or Taglish responses).

The corpus consists of 45K total scraped threads from 8 subforums. The data only consists of the user message which means any images, videos, links, or any embdedded html are not collected in the scraping process. All characters have been transliterated to its closest ASCII representation, and unicode errors were fixed.
https://huggingface.co/datasets/gabtan99/pex-conversationshttps://huggingface.co/datasets/gabtan99/pex-conversationseng

tgl Philippines Language Modeling Language Multi-domain
Social media Unknown (unknown)Crawling None

Small Talk - 5K conversations with 1.16M utterances
Food & Drinks - 8.2K conversations with 273K utterances
Health & Wellness - 6.3K conversations with 93K utterances
Body & Fitness - 3.9K conversations with 94K utterances
Home & Garden - 3.6K conversations with 71K utterances
Style & Fashion - 9.7K conversations with 197K utterances
Travel & Leisure - 7.3K conversations with 431K utterances
Visas & Immigration - 1.1K conversations with 99K utterances

utterances 2418000 De La Salle UniversityUsing Synthetic Data for Conversational Response Generation in Low-resource Settingshttps://arxiv.org/abs/2204.026532022 IALP Free No No 2023-12-23 16:26:20 Approved pex_conversationshttps://github.com/SEACrowd/seacrowd-datahub/issues/695

338 PFSA-ID
pfsa_id

pfsa_id_med
pfsa_id_test

PFSA-ID is an annotated corpus for Public Figure Statement Attribution in the Indonesian Language. The annotation using the multi-class named entity recognition with 11 labels: PERSON, ROLE, AFFILIATION, PERSONCOREF, CUE, CUECOREF, STATEMENT, ISSUE, EVENT, DATETIME, and LOCATION and using the BILOU scheme as the representation of tokens.https://github.com/sigit-purnomo/pfsa-id-dlind Indonesian Named Entity Recognition
Statement Tagging Language News articles

Journalism Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crawling Automatic & Manual (partial) 90.06
611
713
815

407
305
203

144 documents 3198 Universitas Atma Jaya YogyakartaPFSA-ID: An Annotated Indonesian Corpus and Baseline Model of Public Figures Statements Attributions
Extraction and attribution of public figures statements for journalism in Indonesia using deep learning

https://doi.org/10.1108/GKMC-04-2022-0091
https://doi.org/10.1016/j.knosys.2024.111558

Global Knowledge, Memory, and Communications
Knowledge-Based SystemsFree Yes No 2024-03-07 09:14:08 Approved pfsa_id https://github.com/SEACrowd/seacrowd-datahub/issues/523

339 Philippine Fake News Corpus The Philippine Fake News Corpus consists of news headlines and content from various "credible" and "non-credible" national news outlets. "Credible" sources were national broadsheets available in the National Library of the Philippines, while "non-credible" sources were sources included in lists of websites with fake or unverified content provided by government and private institutions.https://github.com/aaroncarlfernandez/Philippine-Fake-News-Corpuseng Philippines Fact Checking Language News articles Unknown (unknown)Crawling Automatic 3081988 0 0 examples 3081988 Mapua UniversityComputing the Linguistic-Based Cues of Fake News in the Philippines Towards its Detectionhttps://dl.acm.org/doi/abs/10.1145/3326467.33264902019 9th International Conference on Web Intelligence, Mining and SemanticsFree Yes Yes 2023-11-01 14:46:08 Approved ph_fake_news_corpushttps://github.com/SEACrowd/seacrowd-datahub/issues/17

340 PhoATIS This is first public intent detection and slot filling dataset for Vietnamese. The data contains 5871 English utterances from ATIS that are manually translated by professional translators into Vietnamese.https://github.com/VinAIResearch/JointIDSFvie N/A Slot Filling
Intent Classification Language airlines Unknown (unknown)Expert-generatedManual (full) 4478 500 893 utterances 5871 VinAI Research Intent Detection and Slot Filling for Vietnamesehttps://arxiv.org/abs/2104.020212021 Interspeech Free ATIS No No 2023-11-17 05:22:26 Approved phoatis https://github.com/SEACrowd/seacrowd-datahub/issues/139

341 PhoMT We present a high-quality and large-scale Vietnamese-English parallel dataset, named PhoMT, that consists of 3.02M sentence pairs. Here, from PhoMT, we also prepare 38K sentence pairs with manually qualitative inspection, that are used for validation and test. We believe that our dataset construction process will help develop more efficient data creation strategies for other low-resource languageshttps://github.com/VinAIResearch/PhoMTvie
eng N/A Machine Translation Language General MIT (mit) Crawling Manual (full) 2977999 18719 19151 sentence pairs 3015869 VinAI Research PhoMT: A High-Quality and Large-Scale Benchmark Dataset for Vietnamese-English Machine Translationhttps://aclanthology.org/2021.emnlp-main.369.pdf2021 EMNLP Free No No 2023-11-21 19:27:15 Approved phomt https://github.com/SEACrowd/seacrowd-datahub/issues/115

342 PhoNER_COVID19 word_level
syllabel-level A named entity recognition dataset for Vietnamese with 10 newly-defined entity types in the context of the COVID-19 pandemic. Data is extracted from news articles and manually annotated. In total, there are 34 984 entities over 10 027 sentences.https://github.com/VinAIResearch/PhoNER_COVID19/tree/mainvie  N/A Named Entity RecognitionLanguage Health Unknown (unknown)Crowdsourced Manual (full) 5027 2000 3000 sentences 10027 VinAI Research COVID-19 Named Entity Recognition for Vietnamesehttps://aclanthology.org/2021.naacl-main.173.pdf2021 NAACL Free No No 2023-11-21 19:45:50 Approved pho_ner_covid https://github.com/SEACrowd/seacrowd-datahub/issues/116

343 PhoST PhoST is a high-quality and large-scale benchmark dataset for English-Vietnamese speech translation with 508 audio hours, consisting of 331K triplets of (sentence-lengthed audio, English source transcript sentence, Vietnamese target subtitle sentence).https://github.com/VinAIResearch/PhoSTvie
eng N/A Speech-to-Speech TranslationSpeech Talk Creative Commons Attribution Non Commercial No Derivatives 4.0 (cc-by-nc-nd-4.0)Crawling Manual (full) 501.59 3.13 3.77 hours 6.9 VinAI Research A High-Quality and Large-Scale Dataset for English-Vietnamese Speech Translationhttps://arxiv.org/abs/2208.042432022 Interspeech Free upon requestTED-talk No No 2023-11-08 05:12:35 Approved phost https://github.com/SEACrowd/seacrowd-datahub/issues/33

344 POSP (IndoNLU Split) POSP is an Indonesian part-of-speech tagging (POS) dataset collected from Indonesian news websites. The dataset consists of around 8000 sentences with 26 POS tags following the Indonesian Association of Computational Linguistics (INACL) POS Tagging Convention.https://github.com/IndoNLP/indonlu/tree/master/dataset/posp_pos-prosahttps://huggingface.co/datasets/indonluind POS Tagging Language news articles Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generated 6,720 840 840 sentences 8400 Investigating Bi-LSTM and CRF with POS Tag Embedding for Indonesian Named Entity Taggerhttps://www.semanticscholar.org/paper/Investigating-Bi-LSTM-and-CRF-with-POS-Tag-for-Hoesen-Purwarianti/875c03206f21883cb5a4310d7f1d7dd037e2a9ff2018 Free - NusaCrowd carry-over posp

345 PoSTagged Sundanese Monolingual Corpus The dataset consists of 3616 Sundanese sentences collected from several Sundanese online magazine (Mangle, Dewan Dakwah Jabar, and Balebat). The dataset is mannualy annotated with Part of Speech label by several Sundanese Language faculty  students from UPI Bandung.https://dataverse.telkomuniversity.ac.id/dataset.xhtml?persistentId=doi:10.34820/FK2/VTAHRHsun POS Tagging Language Journalistic blog Creative Commons Zero v1.0 Universal (cc0-1.0)Crawling
Expert-generated 3,616 0 0 sentences 3616 PoSTagged Sundanese Monolingual Corpushttps://dataverse.telkomuniversity.ac.id/dataset.xhtml?persistentId=doi:10.34820/FK2/VTAHRH2015 Free NusaCrowd carry-over postag_su

346 prachathai-67k A large corpus of news articles and annotations for text classification purposes. The dataset was scraped from news site Prachathai. It contains 67,889 articles wtih 51,797 tags from August 24, 2004 to November 15, 2018. This dataset is a part of pyThaiNLP Thai text classification-benchmarks. The data can be downloaded from Dropbox. Articles are labelled with topics. This dataset has no specific affiliated publication, but it was used in training WangchanBERTa. It is part of pyThaiNLP's list of classification benchmarks.https://github.com/PyThaiNLP/prachathai-67k
https://www.dropbox.com/s/fsxepdka4l2pr45/prachathai-67k.zip?dl=1tha Thailand Text Classification

Topic Classification Language

Multi-domain
News articles

News
Politics

Journalism

Apache license 2.0 (apache-2.0)Crawling
Expert-generatedManual (full) 70 10 20 documents 100 pyThaiNLP WangchanBERTa: Pretraining transformer-based Thai Language Modelshttps://arxiv.org/pdf/2101.09635.pdf2019 Preprint Free No No 2024-03-10 16:53:16 Approved prachathai_67k https://github.com/SEACrowd/seacrowd-datahub/issues/687

347 PRDECT-ID PRDECT-ID Dataset is a collection of Indonesian product review data annotated with emotion and sentiment labels. The data were collected from one of the giant e-commerce in Indonesia named Tokopedia. The dataset contains product reviews from 29 product categories on Tokopedia that use the Indonesian language. Each product review is annotated with a single emotion, i.e., love, happiness, anger, fear, or sadness. The group of annotators does the annotation process to provide emotion labels by following the emotions annotation criteria created by an expert in clinical psychology. Other attributes related to the product review are also extracted, such as Location, Price, Overall Rating, Number Sold, Total Review, and Customer Rating, to support further research.https://data.mendeley.com/datasets/574v66hf2v/1ind Indonesia Sentiment Analysis
Emotion ClassificationLanguage Reviews

E-commerce Creative Commons Attribution 4.0 (cc-by-4.0)Crawling Manual (full) 5400 sentences 5400 Bina Nusantara UniversityPRDECT-ID: Indonesian Product Reviews Dataset for Emotions Classification Taskshttps://www.sciencedirect.com/science/article/pii/S2352340922007612?via%3Dihub2022 Data in Brief Free No No 2023-12-31 17:21:42 Approved prdect_id https://github.com/SEACrowd/seacrowd-datahub/issues/276

348 ProSub Common
Annotations

ProSub is a collection of datasets and corpus annotations dealing with pronoun substitutes and related linguistic categories (personal pronouns, honorific titles, address terms).  Pronoun substitutes are non-pronominal expressions (e.g. 'mother', 'aunt', 'teacher') used to refer to the speaker and the addressee, thus functioning like 1st and 2nd person personal pronouns.  Pronoun substitutes are very common in languages in SEA, Japan and Korea, but extremely limited elsewhere.

The Common subset is based on a common questionnaire.  It provides information about whether a given concept (e.g. 'child') can be used as 1st person, 2nd person, title and address term.  If the use exists, example sentences are also given.

The Annotations subset contains annotation of 1st and 2nd person expressions, including both personal pronouns and pronoun substitutes, and address terms.  The corpora used differ from language to language.  However, the annotation scheme is the same across languages.

https://github.com/matbahasa/ProSub
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Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generatedNone 7368 
72834 forms 72834 Tokyo University of Foreign StudiesPronoun substitute annotation in seven Asian languageshttps://www.anlp.jp/proceedings/annual_meeting/2023/pdf_dir/P9-4.pdf2023 Annual Meeting of the Association for Natural Language ProcessingFree Partially from TALPCo, CEJC (Japanese), NIKL (Korean)No No 2024-03-22 17:02:17 Approved with notes prosub https://github.com/SEACrowd/seacrowd-datahub/issues/683

349 QASiNa Question Answering Sirah Nabawiyah Dataset (QASiNa) is Extractive QA Dataset which build to perform QA task in Sirah Nabawiyah domain.https://github.com/rizquuula/QASiNa/blob/main/QASiNa.jsonind Indonesia Question Answering Language Religion MIT (mit) Crawling
Machine-generatedManual (full) 500 examples 500 Bandung Institute of Technology

MBZUAI QASiNa: Religious Domain Question Answering using Sirah Nabawiyahhttps://arxiv.org/pdf/2310.08102.pdf2023 Preprint Free No No 2024-01-03 20:44:23 Approved qasina https://github.com/SEACrowd/seacrowd-datahub/issues/349

350 QED QED - The QCRI Educational Domain Corpus (formerly QCRI AMARA Corpus) is an open multilingual collection of subtitles for educational videos and lectures collaboratively transcribed and translated over the AMARA web-based platform.
It's developed by Qatar Computing Research Institute, Arabic Language Technologies Group. Along with English, it covers multiple SEA languages, such as vi (Vietnamese), my (Burnmese), jv (Javanese), id (Indonesia), th (Thai), tl (Tagalog), ms (Malaysia).https://opus.nlpl.eu/QED/corpus/version/QED
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Qatar Machine Translation
Language Modeling Language Entertainment

Subtitles Other (other) Crawling Automatic N/A sentence pairs 0 Qatar Computing Research InstituteThe AMARA Corpus: Building Parallel Language Resources for the Educational Domainhttps://aclanthology.org/L14-1675/2014 LREC Free No No 2023-12-31 13:25:39 Approved with notes qed https://github.com/SEACrowd/seacrowd-datahub/issues/512

351 ROOTS_vi_ted ROOTS_vi_ted is a subset of Vietnamese in ted_talks_iwslt datasets. ted_talks_iwslt is a collection of the original Ted talks and their translated version. The translations are available in more than 109+ languages, though the distribution is not uniform.https://huggingface.co/datasets/bigscience-data/roots_vi_ted_talks_iwslthttps://huggingface.co/datasets/bigscience-data/roots_vi_ted_talks_iwsltvie Vietnam Language Modeling Language Web
Talk Creative Commons Attribution Non Commercial 2.0 (cc-by-nc-2.0)Crawling Automatic 1570 1570 N/A N/A examples 1570 HKUST The BigScience ROOTS Corpus: A 1.6TB Composite Multilingual Datasethttps://arxiv.org/abs/2303.039152022 NeurIPS Free No No 2023-11-25 10:01:04 Approved roots_vi_ted https://github.com/SEACrowd/seacrowd-datahub/issues/182

352 SAInT Sentiment Analysis of Indonesian TourismSAInT is a dataset about sentiment analysis of Indonesian Tourism. It contains 42,969 reviews from TripAdvisor website and stored the data in a *.csv file format. Reviews were taken randomly from various tourist attractions in Indonesia.https://github.com/Royananayoan/CNN-Feature-Based-Sentiment-Analysis-of-Indonesian-Tourism/blob/master/CODES/DATA/Training_DATA_NEWEST.csvind Indonesian Aspect Based Sentiment AnalysisLanguage Tourism Creative Commons Attribution 4.0 (cc-by-4.0)Crawling Automatic & Manual (partial) 42969 comments 42969 Universitas Islam IndonesiaConvolutional Neural Networks for Indonesian Aspect-Based Sentiment Analysis Tourism Reviewhttps://ieeexplore.ieee.org/abstract/document/9527518/2021 IEEE Free No No 2024-05-12 23:27:29 Approved saint https://github.com/SEACrowd/seacrowd-datahub/issues/716
353 Saltik Saltik is a dataset for benchmarking non-word error correction method accuracy in evaluating Indonesian words. It consists of 58,532 non-word errors generated from 3,000 of the most popular Indonesian words.https://github.com/ir-nlp-csui/saltik ind Indonesia Grammatical Error CorrectionLanguage General GNU Affero General Public License v3.0 (agpl-3.0)Expert-generatedManual (full) 3000 examples 3000 University of IndonesiaA Comparison Between SymSpell and a Combination of Damerau-Levenshtein Distance With the Trie Data Structurehttps://github.com/ir-nlp-csui/saltik/blob/main/README.md2023 ICAICTA Free No No 2024-01-08 18:29:20 Approved saltik https://github.com/SEACrowd/seacrowd-datahub/issues/313

354 Sampiran Indonesian Sampiran is a dataset for pantun generation. It consists of 7.8K Indonesian pantun, collected from various sources (online). Pantun is a traditional Malay poem consisting of four lines: two lines of deliverance and two lines of message. This dataset filtered the gathered Pantun to follow the general rules of Pantun; four lines with ABAB rhyme and eight to twelve syllables per line.https://github.com/ir-nlp-csui/sampiran ind Poem Generation Language General GNU Affero General Public License v3.0 (agpl-3.0)Crawling
Expert-generated 7,879 0 0 sentences 7879 Sampiran: An Indonesian Pantun Datasethttps://github.com/ir-nlp-csui/sampiran2023 Free online sources NusaCrowd carry-over sampiran

355 Sarawak Malay
This is a Sarawak Malay conversation data for the purpose of speech technology research. At the moment, this is an experimental data and currently used for investigating speaker diarization. The data was collected by Faculty of Computer Science and Information Technology, Universiti Malaysia Sarawak.

The data consists of 38 conversations that have been transcribed using Transcriber (see TextGrid folder), where each file contains two speakers. Each conversation was recorded by different individuals using microphones from mobile devices or laptops thus, different file formats were collected from the data collectors. All data was then standardized to mono, 16000Khz, wav format.
https://github.com/sarahjuan/sarawakmalayzlm Sarawak, MalaysiaText-To-Speech Synthesis

Automatic Speech RecognitionSpeech General Creative Commons Zero v1.0 Universal (cc0-1.0)Expert-generatedNone 38 dialogues 38 Faculty of Computer Science and Information Technology, Universiti Malaysia SarawakN/A 2019 No publication Free No No 2024-02-11 10:31:45 Approved sarawak_malay https://github.com/SEACrowd/seacrowd-datahub/issues/444

356 scb-mt-en-th-2020 A Large English-Thai Parallel Corpus The primary objective of our work is to build a large-scale English-Thai dataset for machine translation. We construct an English-Thai machine translation dataset with over 1 million segment pairs, curated from various sources, namely news, Wikipedia articles, SMS messages, task-based dialogs, web-crawled data and government documents. Methodology for gathering data, building parallel texts and removing noisy sentence pairs are presented in a reproducible manner. We train machine translation models based on this dataset. Our models' performance are comparable to that of Google Translation API (as of May 2020) for Thai-English and outperform Google when the Open Parallel Corpus (OPUS) is included in the training data for both Thai-English and English-Thai translation. The dataset, pre-trained models, and source code to reproduce our work are available for public use.https://github.com/vistec-AI/thai2nmthttps://huggingface.co/datasets/scb_mt_enth_2020tha
eng Thailand Machine Translation Language
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Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)
Crawling
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Automatic & Manual (full) 801402 100173 100177 instances 1001752 AIResearch A large English--Thai parallel corpus from the web and machine-generated texthttps://link.springer.com/article/10.1007/s10579-021-09536-62020 Language Resources and EvaluationFree generated_reviews_yn, task_master_1, generated_reviews_translator, thai_websites, paracrawl, nus_sms, wikipedia, assorted_government, generated_reviews_crowd, aqdf, msr_paraphrase, mozilla_common_voiceNo No 2023-12-23 15:13:24 Approved scb_mt_en_th https://github.com/SEACrowd/seacrowd-datahub/issues/219

357 SCH This is the first publicly available corpus of Hmong [ISO 639-3: mww, hmj], a minority language of China, Vietnam, Laos, Thailand, and various countries in Europe, America, and Australia. The corpus has been scraped from a
long-running Usenet newsgroup called soc.culture.hmong and consists of approximately 12 million tokens. This corpus (called SCH) is also the first substantial corpus to be annotated for elaborate expressions, a kind of four-part coordinate construction that is common and important in the languages of mainland Southeast Asia.https://github.com/dmort27/sch-corpus/ hnj N/A Language Modeling Language Websites Creative Commons Zero v1.0 Universal (cc0-1.0)Crawling Automatic 858635 sentences 858635 Carnegie Mellon UniversityA Hmong Corpus with Elaborate Expression Annotationshttps://aclanthology.org/2022.lrec-1.5332022 LREC Free No Yes 2024-04-01 12:16:13 Approved sch https://github.com/SEACrowd/seacrowd-datahub/issues/707

358 SEA MADLAD

ace
akb
ban
bbc
bew
bik
btx
ceb
fil

gor
hil
iba
ilo
ind
jav
kac
khm
kxd
lao

mad
mak
meo
min
mkn
msa
msi
mya
nij
nut
pag
shn
sun
tet
tha
vie
war

SEA MADLAD is a subset of MADLAD-400 (Multilingual Audited Dataset: Low-resource And Document-level), which is a document-level multilingual dataset based on Common Crawl. SEA MADLAD only filters the language of the "clean" subset, which covers 36 languages indigenous to SEA from 419 languages in total. 

Please note some of SEA lang codes weren't available in this version because those belongs to the languages whose decision was to "remove from its clean version" based on MADLAD auditing process.

MADLAD uses all snapshots of CommonCrawl available as of August 1, 2022. The primary advantage of this dataset over similar datasets is that it is more multilingual, it is audited and more highly filtered, and it is document-level. The main disadvantage is also its strength -- being more filtered, it may lack the recall needed for some applications.

https://huggingface.co/datasets/allenai/MADLAD-400https://huggingface.co/datasets/allenai/MADLAD-400
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N/A Language Modeling
Language IdentificationLanguage Multi-domain

Web Creative Commons Attribution 4.0 (cc-by-4.0)Crawling Automatic & Manual (full)

966
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637
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1K
66.2K
901.5K
303
10.6K
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11.8K
38M
69.5K
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1.5K
402
2.3M
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67
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788
55K
40.4K
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documents 4527 Google
Allen AI - UW MADLAD-400: A Multilingual And Document-Level Large Audited Datasethttps://arxiv.org/abs/2309.046622023 Preprint Free Common Crawl Yes Yes 2023-11-13 01:23:06 Approved sea_madlad https://github.com/SEACrowd/seacrowd-datahub/issues/62

359 SEA Wikipedia
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SEA Lang & Local Langs Wikipedia Archives, dumped from WIkipedia HF and processed by boilerplate removal. This dataset consists of URL of referred Wikipedia Article, its Title, and its Text Data (Article Contents).https://huggingface.co/datasets/sabilmakbar/sea_wikihttps://huggingface.co/datasets/sabilmakbar/sea_wiki
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360 Sea-bench

vi (Task-solving, Math-reasoning, General-instruction, NaturalQA, Safety)
id (Task-solving, Math-reasoning, General-instruction, NaturalQA, Safety)
th (Task-solving, Math-reasoning, General-instruction, NaturalQA, Safety)

km (Task-solving, Math-reasoning, General-instruction, NaturalQA)
lo (Task-solving, Math-reasoning, General-instruction, NaturalQA)
ms (Task-solving, Math-reasoning, General-instruction, NaturalQA)
my (Task-solving, Math-reasoning, General-instruction, NaturalQA)
tl (Task-solving, Math-reasoning, General-instruction, NaturalQA)

Sea-bench is a multilingual benchmark for assistant-style models annotated by native linguists covering 8 Southeast Asian languages. The linguists sourced such data by manually translating open-source English test sets, collecting real user questions from local forums and websites, collecting real math and reasoning questions from reputable sources, as well as writing test instructions and questions themselves. The Sea-bench test set contains 20 questions per task (5 tasks for 3 languages, 4 tasks for other 5 languages).https://huggingface.co/datasets/SeaLLMs/Sea-bench/raw/main/question.jsonlhttps://huggingface.co/datasets/SeaLLMs/Sea-bench
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361 SEACrowd Instruct Multi-task Collection

Bhinneka Korpus - Translated
CebuaNER - Translated
EMoTES-3K - Translated

Fake News Filipino - Translated
Filipino Hate Speech Tiktok - Text - Translated

Filipino Slang Spelling Normalization - Translated
id-vaccines-tweets - Translated
identifikasi-bahasa - Translated
IndoNER-Tourism - Translated

Indonesia-Chinese-MTRobustEval - Translated
LimeSoda - Translated

MABL - Translated
MKQA - Translated

Multilabel Multiclass Sentiment and Emotion Dataset from Indonesian Mobile Application Review - Translated
Myanmar (Burmese) Name Romanization with Alignment on Grapheme-Level - Translated

NTREX-128 - Translated
SPAMID-PAIR - Translated

Tagalog Profanity Dataset - Translated
Thai Depression Dataset - Translated

Thai Toxicity Tweet Corpus - Translated
Typhoon Yolanda Tweets - Translated

UIT-ViCTSD - Translated
UIT-ViOCD - Translated

Vietnamese Social Media Emotion Corpus (UIT-VSMEC) - Translated
ViHealthQA - Translated

Wisesight Thai Sentiment Corpus - Translated
Wongnai Reviews - Translated

XNLI - Translated
XStoryCloze - Translated

The SEACrowd Instruct Multi-task Collection is a multi-task, instruction-formatted compilation of 29 preexisting datasets from SEACrowd. The collection comprises 332,040 question-answer pairs, to integrate the permissively licensed datasets in SEACrowd into the Data Provenance Explorer tool as well as multi-task instruction fine-tuning.https://github.com/Data-Provenance-Initiative/Data-Provenance-Collection/blob/main/data_summaries/Seacrowd.jsonhttps://huggingface.co/datasets/minnieliang5/seacrowd
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Southeast Asia Instruction Tuning Language Mixed Unknown (unknown)Expert-translated
Machine-translatedManual (partial) 332040 sentence pairs 332040 Massachusetts Institute of TechnologyN/A 2024 No publication Free Bhinneka Korpus, CebuaNER, EMoTES-3K, Fake News Filipino, Filipino Hate Speech Tiktok - Text, Filipino Slang Spelling Normalization, id-vaccines-tweets, identifikasi-bahasa, IndoNER-Tourism, Indonesia-Chinese-MTRobustEval, LimeSoda, MABL, MKQA, Multilabel Multiclass Sentiment and Emotion Dataset from Indonesian Mobile Application Review, Myanmar (Burmese) Name Romanization with Alignment on Grapheme-Level, NTREX-128, SPAMID-PAIR, Tagalog Profanity Dataset, Thai Depression Dataset, Thai Toxicity Tweet Corpus, Typhoon Yolanda Tweets, UIT-ViCTSD, UIT-ViOCD, Vietnamese Social Media Emotion Corpus (UIT-VSMEC), ViHealthQA, Wisesight Thai Sentiment Corpus, Wongnai Reviews, XNLI, XStoryClozeNo No 2024-06-19 00:04:01 Approved with notes seacrowd_instructhttps://github.com/SEACrowd/seacrowd-datahub/issues/723

362 SeaEval

Cross-MMLU
Cross-LogiQA

SG-Eval
PH-Eval

SeaEval is a benchmark toolkit for evaluating multilingual LLMs. The full SeaEval benchmark contains 28 datasets covering 7 languages. SeaEval introduces 2 new datasets for cross-lingual consistency, each containing parallel questions for the 7 represented languages. SeaEval also introduces 4 new datasets for cultural reasoning (multiple choice Q & A) that are in English but focused on regions including Singapore and the Philipines.https://github.com/SeaEval/SeaEvalhttps://huggingface.co/datasets/SeaEval/SeaEval_datasets
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sentence pairs 529 Nanyang Technological University
Institute for Infocomm ResearchSeaEval for Multilingual Foundation Models: From Cross-Lingual Alignment to Cultural Reasoninghttps://arxiv.org/pdf/2309.04766.pdf2023 Preprint Free MMLU, LogiQA No No 2023-12-27 02:58:40 Approved seaeval https://github.com/SEACrowd/seacrowd-datahub/issues/342

363 Seahorse SEAHORSE is a dataset for multilingual, multifaceted summarization evaluation. It consists of 96K summaries with human ratings along 6 quality dimensions: comprehensibility, repetition, grammar, attribution, main idea(s), and conciseness, covering 6 languages, 9 systems and 4 datasets.https://storage.googleapis.com/seahorse-public/seahorse_data.zipvie N/A Summarization Language News articles
WikiHow Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generated

Machine-generatedManual (full) 0.82 60980 8968 18331 article-summary pairs 88279 Google Seahorse: A Multilingual, Multifaceted Dataset for Summarization Evaluationhttps://aclanthology.org/2023.emnlp-main.5842023 EMNLP Free XSum, XL-Sum, MLSum, WikiLinguaNo No 2023-12-22 14:56:28 Approved seahorse https://github.com/SEACrowd/seacrowd-datahub/issues/211

364 SEAME
train

dev_sge
dev_man

In Singapore and Malaysia, people often speak a mixture of Mandarin and English within a single sentence. We call such sentences intra-sentential code-switch sentences. SEAME is a Mandarin-English codeswitching spontaneous speech corpus.https://github.com/zengzp0912/SEAME-dev-setcmn
eng

Singapore
Malaysia

Speech-to-Text Translation
Automatic Speech Recognition
Language Identification

Language
Speech Conversational Unknown (unknown)Crowdsourced Automatic & Manual (full) 101.13 11.42 N/A hours 112.55

Nanyang Technological University
National University of Singapore
Universiti Sains Malaysia

SEAME:a mandarin-english code-switching speech corpus in south-east asia.https://www.researchgate.net/profile/Tien-Ping-Tan/publication/221481268_Mandarin-English_code-switching_speech_corpus_in_South-East_Asia_SEAME/links/54cb12f80cf2517b7560ffbd/Mandarin-English-code-switching-speech-corpus-in-South-East-Asia-SEAME.pdf2010 Interspeech Free No No 2024-02-17 06:15:51 Approved seame https://github.com/SEACrowd/seacrowd-datahub/issues/517

365 Semeval STS Indo SemEval is a series of international natural language processing (NLP) research workshops whose mission is to advance the current state of the art in semantic analysis and to help create high-quality annotated datasets in a range of increasingly challenging problems in natural language semantics. This is a translated version of SemEval Dataset from 2012-2016 for Semantic Textual Similarity Task to Indonesian language.https://github.com/ahmadizzan/sts-indo/tree/master/data/final-dataind
eng Semantic Textual SimilarityLanguage General Unknown (unknown)Machine-translated 10,293 0 2,608 sentence pairs 12901 2019 Free NusaCrowd carry-over id_sts

366 SentiBahasaRojak
movie

product
stock

This dataset contains reviews for products, movies and stocks in the Bahasa Rojak dialect, a popular dialect in Malaysia that consists of English, Malay and Chinese. Each review is manually annotated as positive (bullish for stocks) or negative (bearish for stocks). Reviews are generated through data augmentation using English and Malay sentiment analysis datasets.https://data.depositar.io/dataset/brcc_and_sentibahasarojak/resource/8a558f64-98ff-4922-a751-0ce2ce8447bd
zlm
eng
cmn

N/A Sentiment Analysis Language Reviews Unknown (unknown)Crawling
Machine-generatedManual (partial)

566
722
521

63
81
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70
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114

examples 2285 National Central University, Taiwan
Academia Sinica, TaiwanBRCCandSentiBahasaRojak: The First Bahasa Rojak Corpus for  Pretraining and Sentiment Analysis Datasethttps://aclanthology.org/2022.coling-1.389.pdf2022 COLING Free No No 2024-02-27 10:34:01 Approved senti_bahasa_rojakhttps://github.com/SEACrowd/seacrowd-datahub/issues/497

367 Sentiment-Annotated Taglish Product and Service Reviews (SentiTaglish: Products and Services)Sentiment-Annotated Taglish Product and Service Reviews (SentiTaglish: Products and Services) is a gold standard, sentiment-annotated corpus for the Tagalog-English language pair. The data set was created using publicly available online service and product reviews from Google Maps Reviews and Shopee Philippines. It contains 10,510 product and service reviews which were manually labeled by three human annotators according to four sentiment classes: Positive, Negative, Neutral, and Mixed.https://huggingface.co/datasets/ccosme/SentiTaglishProductsAndServiceshttps://huggingface.co/datasets/ccosme/SentiTaglishProductsAndServicestgl
eng Philippines Sentiment Analysis

Text Classification Language

Hotel reviews
Mixed

Multi-domain
Reviews

Restaurant
E-commerce

Creative Commons Attribution 4.0 (cc-by-4.0)Crawling Manual (full) 3 0.83 10500 sentences 10500 Ateneo de Manila UniversityN/A 2024 No publication Free N/A No No 2024-05-13 23:41:02 Approved sentiment_taglist_product_reviewhttps://github.com/SEACrowd/seacrowd-datahub/issues/720

368 Shopee Reviews Tagalog The Shopee reviews tl 15 dataset is constructed by randomly taking 2100 training samples and 450 samples for testing and validation for each review star from 1 to 5. In total, there are 10500 training samples and 2250 each in validation and testing samples.https://huggingface.co/datasets/scaredmeow/shopee-reviews-tl-starshttps://huggingface.co/datasets/scaredmeow/shopee-reviews-tl-starstgl
fil Phillipines Text Classification Language Reviews Mozilla Public License 2.0 (mpl-2.0)Crawling None 10500 2250 2250 comments 15000 Pamantasan ng Lungsod ng MaynilaEnhancement to Low-Resource Text Classification via Sequential Transfer Learninghttps://uijrt.com/articles/v4/i8/UIJRTV4I80009.pdf2023 UIJRT Free No No 2023-11-20 02:18:52 Approved shopee_reviews_tagaloghttps://github.com/SEACrowd/seacrowd-datahub/issues/108

369 Singgalang Singgalang is an automatically tagged Indonesian NER dataset collected from Wikipedia articles which uses DBpedia as the reference of the entity type. The dataset used expanded DBpedia of MDEE_Gazetteer as the reference to label the token and contains 48,957 sentences.https://github.com/ir-nlp-csui/singgalang- ind Named Entiy RecognitionLanguage wikipedia Unknown (unknown)Machine-generated 48,957 0 0 sentences 48957 Modified DBpedia Entities Expansion for Tagging Automatically NER Datasethttps://ieeexplore.ieee.org/document/83550362017 Free Wikipedia, DBpedia NusaCrowd carry-over singgalang

370 SleukRith Set SleukRith Set is the first dataset specifically created for Khmer palm leaf manuscripts. The dataset consists of annotated data from 657 pages of digitized palm leaf manuscripts which are selected arbitrarily from a large collection of existing and also recently digitized images. The dataset contains three types of data: isolated characters, words, and lines. Each type of data is annotated with the ground truth information which is very useful for evaluating and serving as a training set for common document analysis tasks such as character/text recognition, word/line segmentation, and word spotting.https://github.com/donavaly/SleukRith-Setkhm
Phnom Penh, Cambodia

Kandal, Cambodia 
Siem Reap, Cambodia

Optical Character RecognitionLanguage
Vision Culture & heritage Unknown (unknown)Crowdsourced Manual (full) 113206 N/A 90669 images 203875 University of La Rochelle

Institute of Technology of CambodiaA New Khmer Palm Leaf Manuscript Dataset for Document Analysis and Recognition: SleukRith Sethttps://dl.acm.org/doi/10.1145/3151509.31515102017 HIP Free SleukRith Set is derived from various libraries, institutions, and buddhist templesNo No 2023-12-20 03:25:08 Approved sleukrith_ocr https://github.com/SEACrowd/seacrowd-datahub/issues/206

371 SmSA SmSA is a sentence-level sentiment analysis dataset consisting of of comments and reviews in Indonesian obtained from multiple online platforms with 3 possible sentiments:positive, negative, and neutral. The text was crawled and then annotated by several Indonesian linguists to construct this dataset. https://github.com/IndoNLP/indonlu/tree/master/dataset/smsa_doc-sentiment-prosahttps://huggingface.co/datasets/indonluind Sentiment Analysis Language reviews Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling
Expert-generated 11,000 1,260 500 sentences 12760 Improving Bi-LSTM Performance for Indonesian Sentiment Analysis using Paragraph Vectorhttps://ieeexplore.ieee.org/document/89041992020 Free Multiple Online Sources NusaCrowd carry-over smsa

372 SNLI Indo
The SNLI Indo dataset is derived from the SNLI corpus by translating each premise and hypothesis sentence from English to Indonesia via the Google Cloud Translation API. 

Premise sentences are crawled image captions from Flickr, and hypothesis sentences are manually created through crowdsourcing. Five annotators are assigned per sentence pair to label the inference relationship as entailment (true), contradiction (false) or neutral (undetermined).
https://data.mendeley.com/datasets/k4tjhzs2gd/1ind N/A Natural Language InferenceLanguage Education Creative Commons Attribution 4.0 (cc-by-4.0)Expert-translated Manual (partial) 5 549365 9840 9822 sentence pairs 569027 Institut Teknologi Sepuluh NopemberSNLI Indo: A recognizing textual entailment dataset in Indonesian derived from the Stanford natural language inference datasethttps://www.sciencedirect.com/science/article/pii/S23523409230102842023 Data in Brief Free Stanford Natural Language Inference (SNLI)No No 2023-12-29 13:10:33 Approved snli_indo https://github.com/SEACrowd/seacrowd-datahub/issues/272

373 Software Documentation Data Set for Machine Translation

EN-ID
EN-TH
EN-MS
EN-VI

The data set originates from the SAP Help Portal that contains documentation for SAP products and user assistance for product-related questions. The data has been processed in a way that makes it suitable as development and test data for machine translation purposes. The current language scope is English to Hindi, Indonesian, Japanese, Korean, Malay, Thai, Vietnamese, Simplified Chinese and Traditional Chinese. For each language pair about 4k segments are available, split into development and test data. The segments are provided in their document context and are annotated with additional metadata from the document.https://github.com/SAP/software-documentation-data-set-for-machine-translation
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documents 1287 SAP A Parallel Evaluation Data Set of Software Documentation with Document Structure Annotationhttps://aclanthology.org/2020.wat-1.20/2020 Workshop on Asian TranslationFree No No 2023-11-17 14:18:50 Approved sap_wat https://github.com/SEACrowd/seacrowd-datahub/issues/103

374 SPAMID-PAIR SPAMID-PAIR is data post-comment pairs collected from 13 selected Indonesian public figures (artists) / public accounts with more than 15 million followers and categorized as famous artists. It was collected from Instagram using an online tool and Selenium. Two persons labeled all pair data as an expert in a total of 72874 data. The data contains Unicode text (UTF-8) and emojis scrapped in posts and comments without account profile information.https://data.mendeley.com/datasets/fj5pbdf95t/1ind Indonesia Text Classification Language Social media Creative Commons Attribution 4.0 (cc-by-4.0)Crawling Manual (full) 72874 sentence pairs 72874 Gadjah Mada University
Universitas Kristen Duta WacanaSPAMID-PAIR: A Novel Indonesian Post–Comment Pairs Dataset Containing Emojihttps://dx.doi.org/10.14569/IJACSA.2022.01311102022 IJACSA Free No No 2023-12-31 17:58:35 Approved spamid_pair https://github.com/SEACrowd/seacrowd-datahub/issues/277

375 SQuAD ID Stanford Question Answering Dataset (SQuAD) is a reading comprehension dataset, consisting of questions posed by crowdworkers on a set of Wikipedia articles, where the answer to every question is a segment of text, or span, from the corresponding reading passage, or the question might be unanswerable. This version is translated version of SQuAD to Indonesian Language.https://github.com/FerdiantJoshua/question-generatorind Question GenerationLanguage General Unknown (unknown)Machine-translated 102,657 11,407 10,567 documents 124631 Sequence-to-Sequence Learning for Indonesian Automatic Question Generatorhttps://arxiv.org/pdf/2009.13889v1.pdf2020 Free NusaCrowd carry-over squad_id

376 SQuAD-ID-NLI Indonesian The SQuAD-ID-NLI dataset is derived from the SQuAD-ID question answering dataset, utilizing named entity recognition (NER), chunking tags, regex, and embedding similarity techniques to determine its contradiction sets. Collected through this process, the dataset comprises various columns beyond premise, hypothesis, and label, including properties aligned with NER and chunking tags. This dataset is designed to facilitate Natural Language Inference (NLI) tasks and contains information extracted from diverse sources to provide comprehensive coverage. Each data instance encapsulates premise, hypothesis, label, and additional properties pertinent to NLI evaluation.https://huggingface.co/datasets/muhammadravi251001/squadid-nlihttps://huggingface.co/datasets/muhammadravi251001/squadid-nliind N/A Natural Language InferenceLanguage General Unknown (unknown)Machine-generatedManual (partial) 236891 23749 23747 sentence pairs 284387 University of Indonesia
Universitas IndonesiaVerification of QA Predictions Using NLI Model: Lesson Learned from Indonesian Data2024 NAACL Free SQuAD-ID No No 2024-03-21 23:10:42 Approved squad_id_nli https://github.com/SEACrowd/seacrowd-datahub/issues/617

377 SREDFM SREDFM_vi SREDFM is an automatically annotated dataset for relation extraction task covering 18 languages, 400 relation types, 13 entity types, totaling more than 40 million triplet instances. SREDFM includes Vietnamnese.https://github.com/babelscape/rebelhttps://huggingface.co/datasets/Babelscape/SREDFMvie N/A Relation Extraction Language Wikipedia
Wikidata Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Machine-generatedAutomatic 1.4 millions relations 0 Babelscape Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics Volume 1: Long Papers, pages 4326–4343 July 9-14, 2023 ©2023 Association for Computational LinguisticsREDFM: a Filtered and Multilingual Relation Extraction Datasethttps://aclanthology.org/2023.acl-long.237/2023 ACL Free No No 2023-11-13 04:20:47 Approved sredfm https://github.com/SEACrowd/seacrowd-datahub/issues/48

378 STB_EXT

auto_pos_stack
auto_pos_multiview

en_ud_autopos
gold_pos

We adopt the Universal Dependencies protocol for constructing the Singlish dependency treebank, both as a new resource for the low-resource languages and to facilitate knowledge transfer from English. Briefly, the STB-EXT dataset offers a 3-times larger training set, while keeping the same dev and test sets from STB-ACL. We provide treebanks with both gold-standard as well as automatically generated POS tags.https://github.com/wanghm92/Sing_Par/tree/mastereng Singapore Dependency Parsing
POS Tagging Language General MIT (mit) Crawling

Machine-generatedManual (partial)

3050
3050
12543
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150
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2002
N/A
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sentences 26297 UCSD
SUTD From Genesis to Creole Language: Transfer Learning for Singlish Universal Dependencies Parsing and POS Tagginghttps://dl.acm.org/doi/10.1145/33211282019 TALLIP Free No No 2023-11-24 10:14:17 Approved stb_ext https://github.com/SEACrowd/seacrowd-datahub/issues/187

379 STIF-Indonesia STIF-Indonesia is an Indonesian text style transfer dataset collected from Twitter. The style transfer is done from informal style to a formal style. STIF-Indonesia consists of 52.5k sentences with 2.5k of which is manually annotated.https://github.com/haryoa/stif-indonesia- ind Style Transfer Language social media MIT (mit) Crawling
Expert-generated 1,922 214 363 sentences 2499 Semi-Supervised Low-Resource Style Transfer of Indonesian Informal to Formal Language with Iterative Forward-Translationhttps://arxiv.org/pdf/2011.03286v1.pdf2020 Free Twitter NusaCrowd carry-over stif_indonesia

380 struct_amb_ind This dataset contains the first Indonesian speech dataset for structurally ambiguous utterances and each of transcription and two disambiguation texts.https://github.com/ha3ci-lab/struct_amb_indind West Java Automatic Speech RecognitionSpeech Conversational Unknown (unknown)Crowdsourced Manual (full) 4160 320 320 utterances 4800
Bandung Institute of Technology
University of Indonesia
Japan Advanced Institute of Science and Technology (JAIST)

Speech Recognition and Meaning Interpretation: Towards Disambiguation of Structurally Ambiguous Spoken Utterances in Indonesianhttps://aclanthology.org/2023.emnlp-main.1045.pdf2023 EMNLP Free Yes No 2023-12-27 09:12:15 Approved struct_amb_ind https://github.com/SEACrowd/seacrowd-datahub/issues/267

381 SU-ID ASR Sundanese This data set contains transcribed audio data for Sundanese. The data set consists of wave files, and a TSV file. The file utt_spk_text.tsv contains a FileID, UserID and the transcription of audio in the file. The data set has been manually quality checked, but there might still be errors. This dataset was collected by Google in Indonesia.http://openslr.org/36/ sun Automatic Speech RecognitionSpeech
Language General Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generated 220,000 0 0 sentences 220000 Crowd-Sourced Speech Corpora for Javanese, Sundanese,  Sinhala, Nepali, and Bangladeshi Bengalihttp://dx.doi.org/10.21437/SLTU.2018-112018 Free NusaCrowd carry-over su_id_asr

382 SU-ID TTS Sundanese This data set contains high-quality transcribed audio data for Sundanese. The data set consists of wave files, and a TSV file. The file line_index.tsv contains a filename and the transcription of audio in the file. Each filename is prepended with a speaker identification number. The data set has been manually quality checked, but there might still be errors. This dataset was collected by Google in collaboration with Universitas Pendidikan Indonesia.https://www.openslr.org/44/ sun Text-To-Speech SynthesisSpeech
Language General Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generated 4,213 0 0 utterances 4213 A Step-by-Step Process for Building TTS Voices Using Open Source Data and Framework for Bangla, Javanese, Khmer, Nepali, Sinhala, and Sundanesehttp://dx.doi.org/10.21437/SLTU.2018-142018 Free NusaCrowd carry-over su_id_tts

383 Sundanese Twitter Dataset for Emotion Sunda Emotion dataset gathered from Twitter API between January and March 2019 with 2518 tweets in total. The tweets filtered by using some hashtags which are represented Sun-danese emotion, for instance, #persib, #corona, #saredih,#nyakakak, #garoblog, #sangsara, #gumujeng, #bungah,#sararieun, #ceurik, and #hariwang. This dataset contains four distinctive emotions: anger, joy, fear, and sadness.Each tweet is annotated using related emotion. For datavalidation, we consulted a Sundanese language teacher for expert validationhttps://github.com/virgantara/sundanese-twitter-dataset/blob/master/newdataset.csvsun Emotion ClassificationLanguage Social media Unknown (unknown)Crawling
Expert-generated 2,518 0 0 sentences 2518 Sundanese Twitter Dataset for Emotion Classificationhttps://ieeexplore.ieee.org/document/92979292020 Free NusaCrowd carry-over su_emot

384 Sundanese-Indonesian Parallel Corpus The dataset consists of 3616 Sundanese sentences taken from a Sundanese online magazing (Mangle), Dewan Dakwah Jabar, and Balebat. The dataset is manually translated to Indonesian language by several Sundanese Language faculty  students from UPI Bandung.https://dataverse.telkomuniversity.ac.id/dataset.xhtml?persistentId=doi:10.34820/FK2/HDYWXWind
sun Machine Translation Language Wikipedia Creative Commons Zero v1.0 Universal (cc0-1.0)Expert-translated 3,616 0 0 sentence pairs 3616 Sundanese-Indonesian Parallel Corpushttps://dataverse.telkomuniversity.ac.id/dataset.xhtml?persistentId=doi:10.34820/FK2/HDYWXW2015 Free NusaCrowd carry-over parallel_su_id

385 Tagalog Profanity Dataset This dataset contains 13.8k Tagalog sentences containing profane words, together with binary labels denoting whether or not the sentence conveys profanity / abuse / hate speech. The data was scraped from Twitter using a Python library called SNScrape and annotated manually by a panel of native Filipino speakers.https://huggingface.co/datasets/mginoben/tagalog-profanity-datasethttps://huggingface.co/datasets/mginoben/tagalog-profanity-datasettgl Philippines
Abusive Language Detection
Hate Speech Detection
Text Classification

Language Social media Unknown (unknown)Crawling Manual (full) 75 11100 2780 0 tweets 13880 University of MakatiContext-Based Profanity Detection and Censorship Using Bidirectional Encoder Representations from Transformershttps://papers.ssrn.com/sol3/papers.cfm?abstract_id=43416042023 Preprint Free No Yes 2023-12-23 15:22:33 Approved tgl_profanity https://github.com/SEACrowd/seacrowd-datahub/issues/220

386 TalkBankDB CHILDES

Indonesian
Javanese

Manado Malay
Tagalog

Thai
Yau

The Child Language Data Exchange System (CHILDES) (https://childes.talkbank.org) is the child language component of the TalkBank system (https://www.talkbank.org). Data can be accessed through the TalkBankDB portal or using a Python API (see link below) or the package described here: https://link.springer.com/article/10.3758/s13428-018-1176-7.

TalkBank is an interdisciplinary project designed to create an openly available database for recording and transcribing spoken language interactions. It comprises a series of topic-specific databases for particular research areas. These areas include classroom discourse, aphasia, conversation analysis, Supreme Court, bilingualism, second language learning, dementia, child languages and five other more specific topic areas.
https://github.com/TalkBank/TBDBpy
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N/A Automatic Speech Recognition
Language

Vision
Speech

Conversational BSD 3-clause Clear license (bsd-3-clause-clear)Expert-generatedManual (full) N/A utterances 0 Carnegie Mellon UniversityThe CHILDES Project: Tools for Analyzing Talk (third edition): Volume I: Transcription format and programs, Volume II: The databasehttps://direct.mit.edu/coli/article/26/4/657/16872000 Computational LinguisticsFree Yes Yes 2024-03-24 23:05:06 Approved talkbankdb_childeshttps://github.com/SEACrowd/seacrowd-datahub/issues/684

387 TALPCo
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The TUFS Asian Language Parallel Corpus (TALPCo) is an open parallel corpus consisting of Japanese sentences and their translations into Korean, Burmese (Myanmar; the official language of the Republic of the Union of Myanmar), Malay (the national language of Malaysia, Singapore and Brunei), Indonesian, Thai, Vietnamese and Englishhttps://github.com/matbahasa/TALPCo
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Machine Translation Language General Creative Commons Attribution 4.0 (cc-by-4.0)Unknown 0 0 0 sentences 0 TUFS Asian Language Parallel Corpus (TALPCo)https://www.anlp.jp/proceedings/annual_meeting/2018/pdf_dir/C3-5.pdf2018 Free NusaCrowd carry-over talpco

388 Tatabahasa This test is a general test for Malay grammar. Contains 349 questions.https://github.com/mesolitica/malaysian-dataset/tree/master/llm-benchmark/tatabahasabm.tripod.comzlm Malaysia Commonsense ReasoningLanguage Education Unknown (unknown)Crawling Manual (partial) 349 examples 349 Independent NA 2023 NA Free https://tatabahasabm.tripod.com/latih/latih.htmNo No 2024-03-14 17:06:58 Approved tatabahasa https://github.com/SEACrowd/seacrowd-datahub/issues/530

389 Tatoeba

tatoeba.ind
tatoeba.jav
tatoeba.tgl
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Tatoeba is a collection of sentences and translations collected by Tatoeba.org.https://tatoeba.orghttps://huggingface.co/datasets/xtreme/

ind
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N/A Machine Translation Language Mixed Other (other) Crowdsourced None 0 1100 5500 sentence pairs 6600 Association TatoebaN/A https://tatoeba.org/en/ 2006 No publication Free No No 2023-10-27 13:47:48 Approved tatoeba https://github.com/SEACrowd/seacrowd-datahub/issues/5

390 Taxi1500 v2 Taxi1500 is a text classification dataset for evaluating the cross-lingual generalization ability of multilingual pre-trained language models. It introduces a sentence classification task with 6 topics and covers 1502 typologically diverse languages spanning 112 language families.Text: https://github.com/cisnlp/Taxi1500/tree/main/Taxi1500-c_v2.0
Label: https://github.com/cisnlp/Taxi1500/tree/main/corpus_obtain/train_dev_test
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N/A Text Classification Language General Unknown (unknown)Crawling
Crowdsourced Automatic & Manual (partial) N/A N/A N/A sentences 0 LMU München Taxi1500: A Multilingual Dataset for Text Classification in 1500 Languageshttps://arxiv.org/abs/2305.084872023 arXiv Free No No 2024-03-01 00:21:43 Approved taxi1500_v2 https://github.com/SEACrowd/seacrowd-datahub/issues/520

391 TED En-Id MT TED En-Id is a machine translation dataset containing Indonesian-English parallel sentences collected from TED translation dataset (Qi et al., 2018), collected from TED talk transcriptshttps://storage.googleapis.com/babert-pretraining/IndoNLG_finals/downstream_task/downstream_task_datasets.ziphttps://huggingface.co/datasets/GEM/indonlgeng
ind Machine Translation Language mixed Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling

Expert-translated 87,406 2,677 3,179 sentences 93262 When and Why Are Pre-Trained Word Embeddings Useful for Neural Machine Translation?https://aclanthology.org/N18-2084/2021 Free TED talk scripts NusaCrowd carry-over ted_en_id

392 TermA The TermA span-extraction dataset is collected from the hotel aggregator platform, AiryRooms. The dataset consists of thousands of hotel reviews, which each contain a span label for aspect and sentiment words representing the opinion of the reviewer on the corresponding aspect. The labels use Inside-Outside-Beginning (IOB) tagging representation with two kinds of tags, aspect and sentiment.https://github.com/IndoNLP/indonlu/tree/master/dataset/terma_term-extraction-airyhttps://huggingface.co/datasets/indonluind Keyword Extraction Language hotel reviews Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generated 3,000 1,000 1,000 documents 5000 Aspect and Opinion Terms Extraction Using Double Embeddings and Attention Mechanism for Indonesian Hotel Reviewshttps://ieeexplore.ieee.org/document/89041242019 Free - NusaCrowd carry-over term_a

393 Thai Constitution Dataset A collection of snippets from the Thai constitution from 1932 and retrieved from the Thai Office of the Council of State (http://www.krisdika.go.th/).https://github.com/PyThaiNLP/Thai-constitution-corpus/tree/master/datatha N/A Language Modeling
Language IdentificationLanguage Legal Apache license 2.0 (apache-2.0)Crawling None N/A documents 0 Khon Kaen UniversityNo paper https://github.com/PyThaiNLP/Thai-constitution-corpus/tree/master/data2020 No publication Free No No 2023-11-21 03:54:47 Approved thai_constitution https://github.com/SEACrowd/seacrowd-datahub/issues/111

394 Thai Depression Dataset The corpus is a compilation of 944 expert-verified cases of depression in several online blogs (Storylog, bloggang, and lblogspot) written in Thai. The blog posts are further split into sentences in the data to fine-tune Thai BERT models.https://zenodo.org/records/4734552 tha Thailand Text Classification Language Social media Creative Commons Attribution Non Commercial No Derivatives 4.0 (cc-by-nc-nd-4.0)Crawling Manual (full) 25077 3344 5015 sentences 33436
University of Helsinki
Mahidol University
Rootroo Ltd

Detecting Depression in Thai Blog Posts: a Dataset and a Baselinehttps://aclanthology.org/2021.wnut-1.3/2021 W-NUT Free No No 2023-11-25 07:34:36 Approved thai_depression https://github.com/SEACrowd/seacrowd-datahub/issues/145

395 Thai Elderly Speech dataset Healthcare
Smart Home The Thai Elderly Speech dataset by Data Wow and VISAI Version 1 dataset aims at advancing Automatic Speech Recognition (ASR) technology specifically for the elderly population. Researchers can use this dataset to advance ASR technology for healthcare and smart home applications. The dataset consists of 19,200 audio files, totaling 17 hours and 11 minutes of recorded speech. The files are divided into 2 categories: Healthcare (relating to medical issues and services in 30 medical categories) and Smart Home (relating to smart home devices in 7 household contexts). The dataset contains 5,156 unique sentences spoken by 32 seniors (10 males and 22 females), aged 57-60 years old (average age of 63 years).https://github.com/VISAI-DATAWOW/Thai-Elderly-Speech-dataset/releases/tag/v1.0.0

https://www.wang.in.th/dataset/64a228ab41c99c04544f2556tha Thailand Automatic Speech RecognitionLanguage
Speech

Health
Smart home Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crowdsourced Manual (full) 2506

2650 sentences 5156 Data Wow
VISAI AI 2022 No publication Free No No 2024-03-30 18:49:20 Approved thai_elderly_speechhttps://github.com/SEACrowd/seacrowd-datahub/issues/590

396 Thai Gov v2 Corpus The dataset consists of individual news articles, each corresponding to a unique URL at the Thai government website (https://www.thaigov.go.th/). The dataset structure is as follows: a topic header is followed by the content of the news article, which is then succeeded by a blank line and the source URLhttps://github.com/PyThaiNLP/thaigov-v2-corpus/tree/master/datatha Thailand Language Modeling Language Banking
Legal Open Data Commons Public Domain Dedication and License (pddl)Crawling Automatic Contact me (or better yet Wannaphong Phatthiyaphaibun) for data sizedocuments 0 Independent

VISTEC Untitled 2023 No publication Free No No 2024-01-13 22:38:17 Approved with notes thaigov https://github.com/SEACrowd/seacrowd-datahub/issues/357

397 Thai Handwritten Free Datasets by Wang: Data Market The Thai Sentence Handwritten Dataset V1 is a publicly accessible dataset curated by Wang: Data Market. It consists of a collection of 10,000 handwritten Thai sentences, meticulously compiled to facilitate research and development in the field of handwriting recognition and related areas. This dataset contains 4920 unique sentences covering a wide range of topics, contributed by 2026 users. *A registration (email, password) is needed to freely download this dataset*.https://www.wang.in.th/dataset/64abb3e951752d79380663c2tha Thailand Optical Character RecognitionLanguage
Vision Mixed Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crowdsourced Manual (full) 2026 10000 images 10000 Wang: data marketN/A 2023 No publication Free upon request No No 2024-04-04 15:16:23 Approved with notes thai_handwritten https://github.com/SEACrowd/seacrowd-datahub/issues/715

398 THAI SER
StudioA
StudioB
Zoom

THAI SER dataset consists of 5 main emotions assigned to actors: Neutral, Anger, Happiness, Sadness, and Frustration. The recordings were 41 hours, 36 minutes long (27,854 utterances), and were performed by 200 professional actors (112 female, 88 male) and directed by students, former alumni, and professors from the Faculty of Arts, Chulalongkorn University.

The THAI SER contains 100 recordings and is separated into two main categories: Studio and Zoom. Studio recordings also consist of two studio environments: Studio A, a controlled studio room with soundproof walls, and Studio B, a normal room without soundproof or noise control.
https://github.com/vistec-AI/dataset-releases/releases/tag/v1tha N/A Speech Emotion RecognitionSpeech

Commentary
Conversational

General
Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generatedNone

18
62
20

recordings 100 Chulalongkorn University- https://airesearch.in.th/releases/speech-emotion-dataset/2021 No publication Free No No 2023-11-17 13:56:44 Approved thai_ser https://github.com/SEACrowd/seacrowd-datahub/issues/102

399 Thai Toxicity Tweet Corpus Thai Toxicity Tweet Corpus contains 3,300 tweets (506 tweets with texts missing) annotated by humans with guidelines including a 44-word dictionary. The author acquired 2,027 toxic and 1,273 non-toxic tweets, which were manually labeled by three annotators. Toxicity is defined by the author as any message conveying harmful, damaging, or negative intent, in accordance with their defined criteria for toxicity.https://github.com/tmu-nlp/ThaiToxicityTweetCorpus/https://huggingface.co/datasets/thai_toxicity_tweettha Thailand Text Classification Language Social media Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Crawling
Expert-generatedManual (full) 3 0.78 3300 tweets 3300 Tokyo Metropolitan UniversityAnnotation and Classification of Toxicity for Thai Twitterhttps://www.ta-cos.org/sites/ta-cos.org/files/1_W32.pdf2018 Workshop on Text Analytics for Cybersecurity and Online Safety (TA-COS)Free Yes Yes 2023-12-28 21:37:47 Approved thai_toxicity_tweethttps://github.com/SEACrowd/seacrowd-datahub/issues/268

400 Thai Winograd Schemas This research introduces a collection of Winograd Schemas in Thai, a novel dataset designed to evaluate commonsense reasoning capabilities in the context of the Thai language.https://huggingface.co/datasets/pakphum/winograd_thhttps://huggingface.co/datasets/pakphum/winograd_ththa Thailand Commonsense ReasoningLanguage Multi-domain Creative Commons Attribution 4.0 (cc-by-4.0)Expert-translated None 285 sentences 285 New York University (NYU)Thai Winograd Schemas: A Benchmark for Thai Commonsense Reasoninghttps://arxiv.org/pdf/2405.183752024 Preprint Free No No 2024-07-03 14:34:02 Approved thai_winograd https://github.com/SEACrowd/seacrowd-datahub/issues/726

401 thai_exam ThaiExam is a Thai knowledge benchmarking dataset, consisting of multiple-choice questions from examinations in Thailand. The dataset was originally developed for evaluating Typhoon (Thai LLM). This dataset contains 5 splits corresponding to 5 examinations, including ONET, IC, TGAT, TPAT-1, and A-level with a total of 590 questions.https://huggingface.co/datasets/scb10x/thai_examhttps://huggingface.co/datasets/scb10x/thai_examtha Thailand Question Answering Language General
School Exam Apache license 2.0 (apache-2.0)Crawling None 20+5+32+3+5 (in-context learning examples)N/A 112+95+135+67+116 examples 0 SCB 10X Typhoon: Thai Large Language Modelshttps://arxiv.org/abs/2312.139512023 Preprint Free No No 2024-06-26 00:57:44 Approved thai_exam https://github.com/SEACrowd/seacrowd-datahub/issues/724

402 Thai-dialect
khummuang

korat
pattani

Thai-dialect is a collection of dialectal speech corpora from three different regions in Thailand: Khummuang from the north, Korat from the northeast, and Pattani from the south. Each dialectal speech corpus containing more than 40 hours of data. The Thai-dialect corpus is designed so that they are parallel with the Thai-central corpus creating another venue for further research such as speech-to-text and speech-to-speech translation.https://drive.google.com/drive/folders/1jSl9gkvL2QnTjztRQq1rYGBBEdijf2ST
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utterances 0 Chulalongkorn University
CMKL University Thai Dialect Corpus and Transfer-based Curriculum Learning Investigation for Dialect Automatic Speech Recognitionhttps://www.isca-speech.org/archive/pdfs/interspeech_2023/suwanbandit23_interspeech.pdf2023 Interspeech Free No No 2023-12-26 07:20:41 Approved

403 Thai-joke-corpus Thai jokes scraped from 4 Thai jokes facebook pages collected by iApp Technology Co, Ltd.https://github.com/iapp-technology/thai-joke-corpustha Thailand Language Modeling Language Multi-domain GNU General Public License v3.0 (gpl-3.0)Crawling
Expert-generatedManual (partial) 449 instances 449 iAPP Technology Survey on Thai NLP Language Resources and Toolshttps://github.com/iapp-technology/thai-joke-corpus2019 Language Resources and EvaluationFree No No 2024-03-10 16:36:39 Approved thai_joke_corpus https://github.com/SEACrowd/seacrowd-datahub/issues/525

404 Thai-Lao Parallel Corpus Thai-Lao Parallel Corpus contains equivalent Thai and Lao sentence pairs derived from the website of the Royal Thai Embassy in Vientiane, Laos.https://github.com/PyThaiNLP/Thai-Lao-Parallel-Corpus/tree/mastertha
lao Thailand, Laos Machine Translation Language News Creative Commons Zero v1.0 Universal (cc0-1.0)Crawling None 265 sentence pairs 265 Independent - 2021 No publication Free No No 2024-01-19 23:38:45 Approved tha_lao_embassy_parcorhttps://github.com/SEACrowd/seacrowd-datahub/issues/361

405 Thai-LM Dictionary Thai lexicon containing various lexicon types, such as Thai words (over 40,000), abbreviations (263), Thai name entities (6061), Thai swear words (95), English-Thai transliteration (547), Thai words variants (286), and misspelled Thai words from Wikipedia (1032).https://github.com/Knight-H/thai-lm tha Thailand
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Unknown (unknown)Expert-generatedManual (full) N/A phrases 0 Chulalongkorn UniversityA Comparative Study of Pretrained Language Models on Thai Social Text Categorizationhttps://arxiv.org/pdf/1912.01580.pdf2019 Asian Conference on Intelligent Information and Database SystemsFree No Yes 2024-03-10 14:43:26 Approved thai_lm_dictionaryhttps://github.com/SEACrowd/seacrowd-datahub/issues/686

406 Thai-NNER This work presents the first Thai Nested Named Entity Recognition (N-NER) dataset. Thai N-NER consists of 264,798 mentions, 104 classes, and a maximum depth of 8 layers obtained from news articles and restaurant reviews, a total of 4894 documents. Our work, to the best of our knowledge, presents the largest non-English N-NER dataset and the first non-English one with fine-grained classes.https://github.com/vistec-AI/Thai-NNER tha N/A Named Entity RecognitionLanguage General Creative Commons Attribution Share Alike 3.0 (cc-by-sa-3.0)Crawling
Crowdsourced Automatic & Manual (full) 2935 979 980 documents 4894 Chulalongkorn University

Vistec-AI Thai Nested Named Entity Recognition Corpushttps://aclanthology.org/2022.findings-acl.116/2022 ACL Free No No 2023-11-17 14:37:46 Approved thai_nner https://github.com/SEACrowd/seacrowd-datahub/issues/95

407 thai-romanization The Thai Romanization dataset contains 648,241 Thai words that were transliterated into English, making Thai pronounciation easier for non-native Thai speakers. This is a valuable dataset for Thai language learners and researchers working on Thai language processing task. Each word in the Thai Romanization dataset is paired with its English phonetic representation, enabling accurate pronunciation guidance. This facilitates the learning and practice of Thai pronunciation for individuals who may not be familiar with the Thai script. The dataset aids in improving the accessibility and usability of Thai language resources, supporting applications such as speech recognition, text-to-speech synthesis, and machine translation. It enables the development of Thai language tools that can benefit Thai learners, tourists, and those interested in Thai culture and language.https://www.kaggle.com/datasets/wannaphong/thai-romanization/datatha
eng Thailand Word lists Language General Creative Commons Attribution Share Alike 3.0 (cc-by-sa-3.0)Machine-generatedNone 648,241 instances 0 Independent N/A 2018 No publication Free No No 2024-03-30 19:29:50 Approved thai_romanizationhttps://github.com/SEACrowd/seacrowd-datahub/issues/620

408 Thai-Sum We present ThaiSum, a large-scale corpus for Thai text summarization obtained from several online news websites namely Thairath, ThaiPBS, Prachathai, and The Standard. This dataset consists of over 350,000 article and summary pairs written by journalists.https://github.com/nakhunchumpolsathien/ThaiSumhttps://huggingface.co/datasets/thaisumtha N/A Summarization Language General MIT (mit) Crawling None 358868 11099 11097 article-summary pairs 381064 Beijing Institute of TechnologyUsing Knowledge Distillation from Keyword Extraction to Improve the Informativeness of Neural Cross-lingual Summarizationhttps://www.researchgate.net/publication/367166731_Using_Knowledge_Distillation_from_Keyword_Extraction_to_Improve_the_Informativeness_of_Neural_Cross-lingual_Summarization2020 No publication Free upon request No No 2023-11-19 14:55:07 Approved thai_sum https://github.com/SEACrowd/seacrowd-datahub/issues/181
409 thai-tnhc2-books This dataset collects all 353 books from the Thai National Historical Corpus 2 (TNHC2) corpus. The dataset has been cleaned to use text for pretraining models and NLP tasks. The TNHC2 corpus is a Thai old books corpus and all books are copyright expired according to Thai law (50 years after the author's death). More information on this corpus can be found here: https://www.arts.chula.ac.th/chulaseal/tnhc2/.https://www.arts.chula.ac.th/chulaseal/tnhc2/https://huggingface.co/datasets/pythainlp/thai-tnhc2-bookstha Thailand Language Modeling Language Books Creative Commons Zero v1.0 Universal (cc0-1.0)Crawling None 353 documents 353 pyThaiNLP Thai TNHC2 Bookshttps://doi.org/10.5281/zenodo.107834212024 Zenodo Free No No 2024-03-30 17:29:59 Approved thai_tnhc2_bookshttps://github.com/SEACrowd/seacrowd-datahub/issues/619

410 ThaiSpoof Thai language dataset for spoof detection. The dataset consists of genuine speech signals and various types of spoofed speech signals.The spoofed speech dataset is generated using text-to-speech tools for the Thai language, synthesis tools, and tools for speech modification. Accessing the dataset requires creating a (free) account on the AI for Thai portal.https://gofile-3732576a73.sg3.quickconnect.to/sharing/qsx4L5HJWtha Thailand Hoax Detection
Spoken Language UnderstandingSpeech Conversational

Multi-domain Creative Commons Attribution Non Commercial Share Alike 3.0 (cc-by-nc-sa-3.0)Crowdsourced
Machine-generatedAutomatic & Manual (full) 143262

1575882 utterances 1719144

Universiti Brunei Darussalam
University of Computer Studies Yangon
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Thammasat University

ThaiSpoof: A Database for Spoof Detection in Thai Languagehttps://ieeexplore.ieee.org/document/103549562023 ISAI-NLP Free upon requestCommon Voice No No 2024-03-11 17:23:34 Approved thai_spoof https://github.com/SEACrowd/seacrowd-datahub/issues/573

411 TICO-19

TICO-19 id
TICO-19 km
TICO-19 ms
TICO-19 my
TICO-19 tl
TICO-19 ta

Translation Initiative for Covid-19 (TICO-19) have made data available to AI and MT researchers in 38 different languages in order to foster the development of tools and resources for improving access to information about Covid-19 in these languages. The benchmark includes 30 documents (3071 sentences, 69.7k words) translated from English into 37 languages, including 6 languages spoken in Southeast Asian regions: Indonesian, Khmer (Central), Malay, Myanmar, Tagalog, Tamil.https://tico-19.github.io/testset.html
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sentences 18426 multiple institutionsTICO-19: the Translation Initiative for Covid-19https://aclanthology.org/2020.nlpcovid19-2.5/2020 ACL Workshop Free No No 2023-11-13 04:40:47 Approved tico_19 https://github.com/SEACrowd/seacrowd-datahub/issues/49

412 TITML-IDN TITML-IDN (Tokyo Institute of Technology Multilingual - Indonesian) is collected to build a pioneering Indonesian Large Vocabulary Continuous Speech Recognition (LVCSR) System. In order to build an LVCSR system, high accurate acoustic models and large-scale language models are essential. Since Indonesian speech corpus was not available yet, we tried to collect speech data from 20 Indonesian native speakers (11 males and 9 females) to construct a speech corpus for training the acoustic model based on Hidden Markov Models (HMMs). A text corpus which was collected by ILPS, Informatics Institute, University of Amsterdam, was used to build a 40K-vocabulary dictionary and a n-gram language model.https://huggingface.co/datasets/holylovenia/TITML-IDNhttps://huggingface.co/datasets/holylovenia/TITML-IDNind Automatic Speech RecognitionSpeech
Language News articles Other (other) Expert-generated 6,679 0 0 utterances 6679 A large vocabulary continuous speech recognition system for Indonesian languagehttps://www.researchgate.net/publication/228829709_A_large_vocabulary_continuous_speech_recognition_system_for_Indonesian_language2006 Free NusaCrowd carry-over titml_idn

413 TLUnified-NER This dataset contains the annotated TLUnified corpora from Cruz and Cheng (2021). It is a curated sample of around 7,000 documents for the named entity recognition (NER) task. The majority of the corpus are news reports in Tagalog, resembling the domain of the original ConLL 2003. There are three entity types: Person (PER), Organization (ORG), and Location (LOC).https://huggingface.co/datasets/ljvmiranda921/tlunified-nerhttps://huggingface.co/datasets/ljvmiranda921/tlunified-nertgl N/A Named Entity RecognitionLanguage General
News GNU General Public License v3.0 (gpl-3.0)Expert-generatedManual (full) 3 0.81 6170 1543 3306 examples 11019 Independent Developing a Named Entity Recognition Dataset for Tagaloghttps://github.com/ljvmiranda921/calamanCy/blob/master/reports/aacl2023/sealp2023.pdf2023 IJCNLP-AACL Free TLUnified No No 2023-10-31 17:57:39 Approved tlunified_ner https://github.com/SEACrowd/seacrowd-datahub/issues/11

414 TMAD Malay Corpus The Towards Malay Abbreviation Disambiguation (TMAD) Malay Corpus includes sentences from Malay news sites with abbreviations and their meanings. Only abbreviations with more than one possible meaning are included.https://github.com/bhysss/TMAD-CUM/tree/masterzlm N/A Word Sense DisambiguationLanguage News Unknown (unknown)Crowdsourced Automatic & Manual (full) 4149 2075 2075 sentences 8299 Guangdong University of Foreign Studies, ChinaTowards Malay Abbreviation Disambiguation: Corpus and Unsupervised Modelhttps://www.researchgate.net/publication/374540148_Towards_Malay_Abbreviation_Disambiguation_Corpus_and_Unsupervised_Model2023 NLPCC Free No No 2024-01-10 21:11:17 Approved tmad_malay_corpushttps://github.com/SEACrowd/seacrowd-datahub/issues/395

415 TotalDefMeme This is a large-scale multimodal and multi-attribute dataset containing memes about Singapore's Total Defence policy from different social media platforms. The type (Singaporean or generic), pillars (military, civil, economic, social, psychological, digital, others), topics and stances (against, neutral, supportive) of each meme are manually identified by annotators.Image: https://drive.google.com/file/d/1oJIh4QQS3Idff2g6bZORstS5uBROjUUz/view
Annotations: https://gitlab.com/bottle_shop/meme/TotalDefMemes/-/tree/main eng Singapore

Topic Classification
Stance Detection
Optical Character Recognition

Language
Vision

Social media
Memes

National Policy
Unknown (unknown)Crowdsourced Manual (full) 3 7200 images 7200 Singapore University of Technology and DesignTotalDefMeme: A Multi-Attribute Meme dataset of Total Defence in Singaporehttps://arxiv.org/pdf/2305.17911.pdf2023 ACM Multimedia Systems ConferenceFree No No 2024-01-11 09:00:23 Approved total_defense_memehttps://github.com/SEACrowd/seacrowd-datahub/issues/355

416 Toxicity-200
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Toxicity-200 is a wordlist to detect toxicity in 200 languages. It contains files that include frequent words and phrases generally considered toxic because they represent: 1) frequently used profanities; 2) frequently used insults and hate speech terms, or language used to bully, denigrate, or demean; 3) pornographic terms; and 4) terms for body parts associated with sexual activity.https://tinyurl.com/NLLB200TWL
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Toxic Wordlist Language General Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Expert-translated 226 0 0 phrases 226 No Language Left Behind: Scaling Human-Centered Machine Translationhttps://arxiv.org/pdf/2207.04672.pdf2022 NusaCrowd carry-over toxicity_200

417 TrueVoice Intent TrueVoice Intent contains transcripts of TrueVoice customer service phone calls and are labelled with intents, including billing and payment, promotions, internet, other queries, international dialing, true money, and lost and stolen. This benchmark dataset is part of the PyThaiNLP benchmarks. However, the respective GitHub repository seems to have been made non-public.https://github.com/PyThaiNLP/classification-benchmarkstha Thailand Intent Classification Language
Conversational

Talk
Customer Service

Apache license 2.0 (apache-2.0)Expert-generatedManual (full) 10303 0 2,608 dialogues 10303 pyThaiNLP PyThaiNLP: Thai Natural Language Processing in Pythonhttps://aclanthology.org/2023.nlposs-1.4/2016 ACL Workshop Free No No 2024-03-20 18:05:23 Approved truevoice_intent https://github.com/SEACrowd/seacrowd-datahub/issues/680

418 TSynC2 Corpus TSynC2 is a Thai text-to-speech (TTS) dataset from NECTEC. An earlier smaller version called TSynC1 is also available. The dataset is also available for download from the AI for Thai platform.https://github.com/korakot/corpus/releasestha Thailand Text-To-Speech SynthesisLanguage
Speech News articles Creative Commons Attribution Non Commercial Share Alike 3.0 (cc-by-nc-sa-3.0)Expert-generatedManual (full) 7043 sentences 7043 NECTEC TSynC-2: Thai Speech Synthesis Corpus Version 2https://lexitron.nectec.or.th/KM_HL5001/file_HL5001/Document/krrn_14518.pdf2008 Technical Report Free No No 2024-03-20 18:39:31 Approved tsync2 https://github.com/SEACrowd/seacrowd-datahub/issues/585

419 TweetTaglish A Dataset for Investigating Tagalog-English Code-Switching. The dataset is constructed from social media data, using Twitter as a resource.https://github.com/meg2121/TweetTaglish-Datasettgl
eng N/A Machine Translation Language Social media Unknown (unknown)Crawling

Expert-generatedManual (partial) N/A tweets 0 University of Illinois, ChicagoTweetTaglish: A Dataset for Investigating Tagalog-English Code-Switchinghttps://aclanthology.org/2022.lrec-1.225.pdf2022 LREC Free No No 2023-11-14 13:29:29 Approved tweet_taglish https://github.com/orgs/SEACrowd/projects/1/views/1?sortedBy%5Bdirection%5D=asc&sortedBy%5BcolumnId%5D=Title&pane=issue&itemId=45056780

420 Twitter Corpus of Philippine Englishes (TCOPE)TCOPE Public v1
This dataset consists of 1,048,576 public tweets (amounting to about 13.5 million words) collected from 13 major cities from the Philippines. Tweets are tagged for part-of-speech and dependency parsing using spaCy. Tweets collected are from 2010 to 2021.

The publicly available dataset is only a random sample (10%) from the whole TCOPE dataset, which consist of roughly 27 million tweets (amounting to about 135 million words) collected from 29 major cities during the same date range.
https://osf.io/bjzpf eng
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Dependency Parsing
POS Tagging Language Social media Creative Commons Zero v1.0 Universal (cc0-1.0)Crawling Automatic N/A tweets 0 The Chinese University of Hong KongBroadening horizons in the diachronic and sociolinguistic study of Philippine English with the Twitter Corpus of Philippine Englishes (TCOPE)https://osf.io/k3qzx 2023 English World-Wide Free No No 2023-11-14 14:28:53 Approved tcope https://github.com/SEACrowd/seacrowd-datahub/issues/50

421 TydiQA
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primary_task_thai

secondary_task_indonesian
secondary_task_thai

TyDi QA is a question answering dataset covering 11 typologically diverse languages with 204K question-answer pairs. The languages of TyDi QA are diverse with regard to their typology -- the set of linguistic features that each language expresses -- such that we expect models performing well on this set to generalize across a large number of the languages in the world. It contains language phenomena that would not be found in English-only corpora. To provide a realistic information-seeking task and avoid priming effects, questions are written by people who want to know the answer, but don’t know the answer yet, (unlike SQuAD and its descendents) and the data is collected directly in each language without the use of translation (unlike MLQA and XQuAD).https://github.com/google-research-datasets/tydiqahttps://huggingface.co/datasets/tydiqaind
tha N/A Question Answering Language Mixed Apache license 2.0 (apache-2.0)Crowdsourced Manual (partial) 14952

11365
1805
2245

1809
2203 examples 34379 Google TyDi QA: A Benchmark for Information-Seeking Question Answering in Typologically Diverse Languageshttps://aclanthology.org/2020.tacl-1.30/2020 TACL Free No No 2023-12-11 18:54:43 Approved tydiqa https://github.com/SEACrowd/seacrowd-datahub/issues/190

422 TyDiQA-ID-NLI Indonesian The TyDIQA-ID-NLI dataset is derived from the TyDIQA-ID question answering dataset, utilizing named entity recognition (NER), chunking tags, regex, and embedding similarity techniques to determine its contradiction sets. Collected through this process, the dataset comprises various columns beyond premise, hypothesis, and label, including properties aligned with NER and chunking tags. This dataset is designed to facilitate Natural Language Inference (NLI) tasks and contains information extracted from diverse sources to provide comprehensive coverage. Each data instance encapsulates premise, hypothesis, label, and additional properties pertinent to NLI evaluation.https://huggingface.co/datasets/muhammadravi251001/tydiqaid-nlihttps://huggingface.co/datasets/muhammadravi251001/tydiqaid-nliind N/A Natural Language InferenceLanguage Mixed Apache license 2.0 (apache-2.0)Machine-generatedManual (partial) 9695 1131 1711 sentence pairs 12537 University of Indonesia
Universitas IndonesiaVerification of QA Predictions Using NLI Model: Lesson Learned from Indonesian Data2024 NAACL Free TyDIQA No No 2024-03-21 23:06:42 Approved tydiqa_id_nli https://github.com/SEACrowd/seacrowd-datahub/issues/616

423 Typhoon Yolanda Tweets The dataset contains annotated typhoon and disaster-related tweets in Filipino collected before, during, and after one month of Typhoon Yolanda in 2013. The dataset has been annotated by an expert into three sentiment categories: positive, negative, and neutral.https://github.com/imperialite/Philippine-Languages-Online-Corpora/tree/master/Tweets/Annotated%20Yolandafil Philippines Sentiment Analysis Language Social media Creative Commons Attribution 4.0 (cc-by-4.0)Crawling Manual (full) 1 582 N/A 153 tweets 735 Bicol University Sentiment Analysis of Typhoon Related Tweets using Standard and Bidirectional Recurrent Neural Networkshttps://arxiv.org/abs/1908.017652018 Preprint Free No No 2023-11-07 02:24:22 Approved typhoon_yolanda_tweetshttps://github.com/SEACrowd/seacrowd-datahub/issues/25

424 UCLA Phonetic Corpus
This dataset contains audio recordings and phonetic transcriptions of word utterances for various low-resource SEA languages. Each language has a directory of text and audio files, with the latter forming one data subset.

The dataset is prepared from the online UCLA phonetic dataset, which contains 7000 utterances across 100 low-resource languages, phonetically aligned using various automatic approaches, and manually fixed for misalignments.
https://github.com/xinjli/ucla-phonetic-corpus?tab=readme-ov-file
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utterances 539 Carnegie Mellon UniversityMultilingual Phonetic Dataset for Low Resource Speech Recognitionhttps://www.cs.cmu.edu/~awb/papers/ICASSP21_Multilingual_Phonetic_Dataset.pdf2021 ICASSP Free UCLA Phonetics Lab ArchiveNo No 2023-12-14 08:10:28 Approved ucla_phonetic https://github.com/SEACrowd/seacrowd-datahub/issues/394

425 UD Javanese-CSUI UD Javanese-CSUI is a dependency treebank in Javanese, a regional language in Indonesia with more than 68 million users. It was developed by Alfina et al. from the Faculty of Computer Science, Universitas Indonesia. The newest version has 1000 sentences and 14K words with manual annotation.https://github.com/UniversalDependencies/UD_Javanese-CSUIjav Indonesia Dependency ParsingLanguage General
News Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generatedManual (full) 0 0 1000 sentences 1000 Universitas IndonesiaA Gold Standard Dataset for Javanese Tokenization, POS Tagging, Morphological Feature Tagging, and Dependency Parsing2023 No publication Free Javanese reference grammar books, OPUS, SoloposNo No 2024-02-02 15:43:20 Approved ud_jv_csui https://github.com/SEACrowd/seacrowd-datahub/issues/427

426 UD_Indonesian-CSUI The UD_Indonesian-CSUI is a dependency treebank in Indonesian in the CoNLL-U format. It was converted from a consituency treebank (Kethu) while Kethu was also converted from another consituency treebank (IDN treebank). Currently, this treebank, consist of 1030 sentences.https://github.com/UniversalDependencies/UD_Indonesian-CSUI/tree/masterind
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Expert-generated 656 0 374 sentences 1030  Tree Rotations for Dependency Trees: Converting the Head-Directionality of Noun Phrases https://www.thescipub.com/abstract/jcssp.2020.1585.15972020 Free NusaCrowd carry-over ud_id_csui

427 UD_Indonesian-GSD
UD_Indonesian-GSD is is an Indonesian-GSD treebank dataset originally converted from the content head version of the universal dependency treebank v2.0 (legacy) in 2015. In order to comply with the latest Indonesian annotation guidelines, the treebank has undergone a major revision between UD releases v2.8 and v2.9 (2021).

https://github.com/UniversalDependencies/UD_Indonesian-GSD- ind Dependency ParsingLanguage multi domain Creative Commons Attribution Share Alike 3.0 (cc-by-sa-3.0)Expert-generated 4,477 559 557 sentences 5593 Universal Dependency Annotation for Multilingual Parsinghttps://aclanthology.org/P13-2017.pdf2013 Free - NusaCrowd carry-over indolem_ud_id_gsd

428 UD_Indonesian-PUD An Indonesian dependency treebank that is part of a collection of ~18 Parallel Universal Dependencies (PUD)  treebanks.https://github.com/UniversalDependencies/UD_Indonesian-PUD- ind Dependency ParsingLanguage
news articles

wikipedia
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Creative Commons Attribution Share Alike 3.0 (cc-by-sa-3.0)Expert-generated
Expert-translated 1,000 0 0 sentences 1000 A Gold Standard Dependency Treebank for Indonesianhttp://jaslli.org/files/proceedings/01_paclic33_postconf.pdf2019 Free - NusaCrowd carry-over ud_id_pud
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https://github.com/PyThaiNLP/Thai-constitution-corpus/tree/master/data
https://github.com/SEACrowd/seacrowd-datahub/issues/111
https://zenodo.org/records/4734552
https://aclanthology.org/2021.wnut-1.3/
https://github.com/SEACrowd/seacrowd-datahub/issues/145
https://github.com/SEACrowd/seacrowd-datahub/issues/590
https://github.com/PyThaiNLP/thaigov-v2-corpus/tree/master/data
https://github.com/SEACrowd/seacrowd-datahub/issues/357
https://www.wang.in.th/dataset/64abb3e951752d79380663c2
https://github.com/SEACrowd/seacrowd-datahub/issues/715
https://github.com/vistec-AI/dataset-releases/releases/tag/v1
https://airesearch.in.th/releases/speech-emotion-dataset/
https://github.com/SEACrowd/seacrowd-datahub/issues/102
https://github.com/tmu-nlp/ThaiToxicityTweetCorpus/
https://huggingface.co/datasets/thai_toxicity_tweet
https://www.ta-cos.org/sites/ta-cos.org/files/1_W32.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/268
https://huggingface.co/datasets/pakphum/winograd_th
https://huggingface.co/datasets/pakphum/winograd_th
https://arxiv.org/pdf/2405.18375
https://github.com/SEACrowd/seacrowd-datahub/issues/726
https://huggingface.co/datasets/scb10x/thai_exam
https://huggingface.co/datasets/scb10x/thai_exam
https://arxiv.org/abs/2312.13951
https://github.com/SEACrowd/seacrowd-datahub/issues/724
https://drive.google.com/drive/folders/1jSl9gkvL2QnTjztRQq1rYGBBEdijf2ST
https://www.isca-speech.org/archive/pdfs/interspeech_2023/suwanbandit23_interspeech.pdf
https://github.com/iapp-technology/thai-joke-corpus
https://github.com/iapp-technology/thai-joke-corpus
https://github.com/SEACrowd/seacrowd-datahub/issues/525
https://github.com/PyThaiNLP/Thai-Lao-Parallel-Corpus/tree/master
https://github.com/SEACrowd/seacrowd-datahub/issues/361
https://github.com/Knight-H/thai-lm
https://arxiv.org/pdf/1912.01580.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/686
https://github.com/vistec-AI/Thai-NNER
https://aclanthology.org/2022.findings-acl.116/
https://github.com/SEACrowd/seacrowd-datahub/issues/95
https://www.kaggle.com/datasets/wannaphong/thai-romanization/data
https://github.com/SEACrowd/seacrowd-datahub/issues/620
https://github.com/nakhunchumpolsathien/ThaiSum
https://huggingface.co/datasets/thaisum
https://www.researchgate.net/publication/367166731_Using_Knowledge_Distillation_from_Keyword_Extraction_to_Improve_the_Informativeness_of_Neural_Cross-lingual_Summarization
https://github.com/SEACrowd/seacrowd-datahub/issues/181
https://www.arts.chula.ac.th/chulaseal/tnhc2/
https://huggingface.co/datasets/pythainlp/thai-tnhc2-books
https://doi.org/10.5281/zenodo.10783421
https://github.com/SEACrowd/seacrowd-datahub/issues/619
https://gofile-3732576a73.sg3.quickconnect.to/sharing/qsx4L5HJW
https://ieeexplore.ieee.org/document/10354956
https://github.com/SEACrowd/seacrowd-datahub/issues/573
https://tico-19.github.io/testset.html
https://aclanthology.org/2020.nlpcovid19-2.5/
https://github.com/SEACrowd/seacrowd-datahub/issues/49
https://huggingface.co/datasets/holylovenia/TITML-IDN
https://huggingface.co/datasets/holylovenia/TITML-IDN
https://www.researchgate.net/publication/228829709_A_large_vocabulary_continuous_speech_recognition_system_for_Indonesian_language
https://huggingface.co/datasets/ljvmiranda921/tlunified-ner
https://huggingface.co/datasets/ljvmiranda921/tlunified-ner
https://github.com/ljvmiranda921/calamanCy/blob/master/reports/aacl2023/sealp2023.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/10
https://github.com/bhysss/TMAD-CUM/tree/master
https://www.researchgate.net/publication/374540148_Towards_Malay_Abbreviation_Disambiguation_Corpus_and_Unsupervised_Model
https://github.com/SEACrowd/seacrowd-datahub/issues/395
https://arxiv.org/pdf/2305.17911.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/355
https://tinyurl.com/NLLB200TWL
https://arxiv.org/pdf/2207.04672.pdf
https://github.com/PyThaiNLP/classification-benchmarks
https://aclanthology.org/2023.nlposs-1.4/
https://github.com/SEACrowd/seacrowd-datahub/issues/680
https://github.com/korakot/corpus/releases
https://lexitron.nectec.or.th/KM_HL5001/file_HL5001/Document/krrn_14518.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/585
https://github.com/meg2121/TweetTaglish-Dataset
https://aclanthology.org/2022.lrec-1.225.pdf
https://github.com/orgs/SEACrowd/projects/1/views/1?sortedBy%5Bdirection%5D=asc&sortedBy%5BcolumnId%5D=Title&pane=issue&itemId=45056780
https://osf.io/bjzpf
https://osf.io/k3qzx
https://github.com/SEACrowd/seacrowd-datahub/issues/50
https://github.com/google-research-datasets/tydiqa
https://huggingface.co/datasets/tydiqa
https://aclanthology.org/2020.tacl-1.30/
https://github.com/SEACrowd/seacrowd-datahub/issues/190
https://huggingface.co/datasets/muhammadravi251001/tydiqaid-nli
https://huggingface.co/datasets/muhammadravi251001/tydiqaid-nli
https://github.com/SEACrowd/seacrowd-datahub/issues/616
https://github.com/imperialite/Philippine-Languages-Online-Corpora/tree/master/Tweets/Annotated%20Yolanda
https://arxiv.org/abs/1908.01765
https://github.com/SEACrowd/seacrowd-datahub/issues/25
https://github.com/xinjli/ucla-phonetic-corpus?tab=readme-ov-file
https://www.cs.cmu.edu/~awb/papers/ICASSP21_Multilingual_Phonetic_Dataset.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/394
https://github.com/SEACrowd/seacrowd-datahub/issues/394
https://github.com/UniversalDependencies/UD_Javanese-CSUI
https://github.com/SEACrowd/seacrowd-datahub/issues/427
https://github.com/UniversalDependencies/UD_Indonesian-CSUI/tree/master
https://www.thescipub.com/abstract/jcssp.2020.1585.1597
https://github.com/UniversalDependencies/UD_Indonesian-GSD
https://aclanthology.org/P13-2017.pdf
https://github.com/UniversalDependencies/UD_Indonesian-PUD
http://jaslli.org/files/proceedings/01_paclic33_postconf.pdf
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he Universal Declaration of Human Rights (UDHR) is a milestone document in the history of human rights. Drafted by representatives with different legal and cultural backgrounds from all regions of the world, it set out, for the first time, fundamental human rights to be universally protected. The Declaration was adopted by the UN General Assembly in Paris on 10 December 1948 during its 183rd plenary meeting.https://huggingface.co/datasets/udhr?row=1https://huggingface.co/datasets/udhr?row=1
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N/A Language Modeling Language Education Unknown (unknown)Expert-generatedManual (full) 1 0 0 documents 1 United Nations United Nations. (1998). The Universal Declaration of Human Rights, 1948-1998. New York: United Nations Dept. of Public Information.https://unicode.org/udhr/translations.html1998 No publication Free https://unicode.org/udhr/translations.htmlNo No 2023-11-16 02:30:08 Approved udhr https://github.com/SEACrowd/seacrowd-datahub/issues/82

430 UDHR-LID
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The UDHR-LID dataset is a refined version of the Universal Declaration of Human Rights, tailored for language identification tasks. It removes filler texts, repeated phrases, and inaccuracies from the original UDHR, focusing only on cleaned paragraphs. Each entry in the dataset is associated with a specific language, providing long, linguistically rich content. This dataset is particularly useful for non-parallel, language-specific text analysis in natural language processing.https://huggingface.co/datasets/cis-lmu/udhr-lidhttps://huggingface.co/datasets/cis-lmu/udhr-lid
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N/A Language IdentificationLanguage Legal Creative Commons Zero v1.0 Universal (cc0-1.0)Expert-generatedNone

66
61
60
57
57
58
59
82
114
55
57
122
57
58
59
60
60
56
62
57
58
51
60
60

sentences 1546 Munich Center for Machine LearningGlotLID: Language Identification for Low-Resource Languageshttps://arxiv.org/abs/2310.162482023 EMNLP Free Universal Declaration of Human RightsNo No 2023-11-16 09:00:35 Approved udhr_lid https://github.com/SEACrowd/seacrowd-datahub/issues/90

431 UIT-ViCoQA UIT-ViCoQA is a Vietnamese dataset for conversational machine reading comprehension. It consists of 10,000 questions-answer pairs from over 2,000 conversations about health news articles.https://sites.google.com/uit.edu.vn/kietnv/datasets#h.nfgmoxtxxe8kvie Vietnam Question Answering Language Health
News articles Other (other) Expert-generatedNone 7000 1500 1500 instances 10000 Vietnam National University

University of Information TechnologyConversational Machine Reading Comprehension for Vietnamese Healthcare Textshttps://link.springer.com/chapter/10.1007/978-3-030-88113-9_442021 ICCCI Free upon request No No 2024-04-01 15:55:05 Approved uit_vicoqa https://github.com/SEACrowd/seacrowd-datahub/issues/628

432 UIT-ViCoV19QA

Answer 1
Answer 2
Answer 3
Answer 4

UIT-ViCoV19QA is the first Vietnamese community-based question answering dataset for developing question answering systems for COVID-19. The dataset comprises 4,500 question-answer pairs collected from trusted medical sources, with at least one answer and at most four unique paraphrased answers per question. This dataset contains 1800 questions that have at least two answers, 700 questions have at least three answers and half of them have a maximum of four paraphrased answers.https://github.com/triet2397/UIT-ViCoV19QAvie Vietnam Question Answering Language Health Unknown (unknown)
Crawling
Expert-generated
Machine-generated

Automatic & Manual (full)

3500
1390
542
272

500
209
79
39

500
201
79
39

examples 7350 University of Information TechnologyUIT-ViCoV19QA: A Dataset for COVID-19 Community-based Question Answering on Vietnamese Languagehttps://aclanthology.org/2022.paclic-1.88/2022 PACLIC Free No No 2023-12-30 22:21:22 Approved uit_vicov19qa https://github.com/SEACrowd/seacrowd-datahub/issues/275

433 UIT-ViCTSD constructiveness
toxicity The UIT-ViCTSD (Vietnamese Constructive and Toxic Speech Detection dataset) is a compilation of 10,000 human-annotated comments intended for constructive and toxic comments detection.  Divided into three parts, it includes a Training set with 7,000 comments, a Validation set containing 2,000 comments, and a Test set with 1,000 comments. The composition of the dataset spanning 10 domains, reflecting the diverse expressions found in social media interactions among Vietnamese users.https://github.com/tarudesu/ViCTSDhttps://huggingface.co/datasets/tarudesu/ViCTSDvie Vietnam Text Classification Language

Education
Health
News
Sports

Science
Business

Cars
Law

World

Unknown (unknown)Crawling
Expert-generatedManual (full) 3 0.58 7000

7000
2000
2000

1000
1000 comments 20000 Vietnam National University

University of Information TechnologyConstructive and Toxic Speech Detection for Open-domain Social Media Comments in Vietnamesehttps://link.springer.com/chapter/10.1007/978-3-030-79457-6_492021 International Conference on Industrial, Engineering & Other Applications of Applied Intelligent SystemsFree No Yes 2023-12-29 11:35:55 Approved uit_victsd https://github.com/SEACrowd/seacrowd-datahub/issues/271

434 UIT-ViIC UIT-ViIC contains manually written captions for images from Microsoft COCO dataset relating to sports played with ball. UIT-ViIC consists of 19,250 Vietnamese captions for 3,850 images. For each image, UIT-ViIC provides five Vietnamese captions annotated by five annotators.https://drive.google.com/file/d/1YexKrE6o0UiJhFWpE8M5LKoe6-k3AiM4vie Vietnam Image-to-Text GenerationLanguage
Vision Sports Unknown (unknown)Expert-generatedManual (full) 5 2695 924 231 images 3850 Vietnam National University

University of Information TechnologyUIT-ViIC: A Dataset for the First Evaluation on Vietnamese Image Captioninghttps://link.springer.com/chapter/10.1007/978-3-030-63007-2_572020 ICCCI Free MS-COCO No No 2023-12-26 00:31:29 Approved uit_viic https://github.com/SEACrowd/seacrowd-datahub/issues/227

435 UIT-ViOCD The UIT-ViOCD dataset includes 5,485 reviews e-commerce sites across four categories: fashion, cosmetics, applications, and phones. Each review is annotated by humans, assigning a label of 1 for complaints and 0 for non-complaints. The dataset is divided into training, validation, and test sets, distributed approximately in an 80:10:10 ratio.https://huggingface.co/datasets/tarudesu/ViOCDhttps://huggingface.co/datasets/tarudesu/ViOCDvie Vietnam Text Classification Language E-commerce Unknown (unknown)Expert-generatedManual (full) 3 0.87 4387 548 549 examples 5484 Vietnam National University
University of Information TechnologyVietnamese Complaint Detection on E-Commerce Websiteshttps://ebooks.iospress.nl/DOI/10.3233/FAIA2100582021 New Trends in Intelligent Software Methodologies, Tools and TechniquesFree No No 2024-01-01 20:27:12 Approved uit_viocd https://github.com/SEACrowd/seacrowd-datahub/issues/305

436 UIT-ViON UIT-ViON (Vietnamese Online Newspaper) is a dataset collected from well-known online newspapers in Vietnamese. The UIT-ViON is an open-domain, large-scale, and high-quality dataset consisting of 260,000 textual data points annotated with 13 different categories for evaluating Vietnamese short text classification. The dataset is split into training, validation, and test sets, each containing 208000, 26000, and 26000 pieces of text, respectively.https://github.com/kh4nh12/UIT-ViON-Datasetvie Vietnam Topic Classification Language

Education
Health
News
Sports

Science
travel

Business
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Law
World

Technology
Vehicle

Life

Unknown (unknown)Crawling Manual (partial) 208000 26000 26000 sentences 260000 University of Information TechnologyAn Empirical Investigation of Online News Classification on an Open-Domain, Large-Scale and High-Quality Dataset in Vietnamesehttps://ebooks.iospress.nl/DOI/10.3233/FAIA2100362021 New Trends in Intelligent Software Methodologies, Tools and TechniquesFree No No 2023-12-29 14:17:12 Approved uit_vion https://github.com/SEACrowd/seacrowd-datahub/issues/273

437 UIT-ViQuAD Vietnamese Question Answering Dataset (UIT-ViQuAD), a new dataset for the low-resource language as Vietnamese to evaluate MRC models. This dataset comprises over 23,000 human-generated question-answer pairs based on 5,109 passages of 174 Vietnamese articles from Wikipedia.https://sites.google.com/uit.edu.vn/uit-nlp/datasetsvie N/A Question Answering Language Mixed Unknown (unknown)Crowdsourced Manual (full) 23,000 examples 0 University of Information TechnologyA Vietnamese Dataset for Evaluating Machine Reading Comprehensionhttps://aclanthology.org/2020.coling-main.233/2020 COLING Free upon request No No 2024-03-15 21:50:11 Approved uit_viquad https://github.com/SEACrowd/seacrowd-datahub/issues/575
438 UIT-ViSD4SA A Vietnamese dataset consisting of 35,396 human-annotated spans on 11,122 feedback comments for evaluating span detection for aspect-based sentiment analysis for mobile e-commercehttps://github.com/kimkim00/UIT-ViSD4SAvie Vietnam Aspect Based Sentiment AnalysisLanguage Reviews Unknown (unknown)Expert-generatedManual (full) 0 0 0 comments UIT Ho Chi Minh Span Detection for Aspect-Based Sentiment Analysis in Vietnamesehttps://aclanthology.org/2021.paclic-1.34/2021 PACLIC Free No No 2023-11-06 05:19:41 Approved uit_visd4sa https://github.com/SEACrowd/seacrowd-datahub/issues/24

439 UIT-ViSFD UIT-ViSFD is the Vietnamese Smartphone Feedback Dataset. It is an aspect-based sentiment analysis dataset. It consists of 11,122 human-annotated comments for mobile e-commerce.https://github.com/LuongPhan/UIT-ViSFDvie Vietnam Aspect Based Sentiment AnalysisLanguage E-commerce Unknown (unknown)Expert-generatedNone 7786 1112 2224 instances 11122 Vietnam National University
University of Information TechnologySA2SL: From Aspect-Based Sentiment Analysis to Social Listening System for Business Intelligencehttps://link.springer.com/chapter/10.1007/978-3-030-82147-0_53?fbclid=IwAR00G3h4feqS5m_hu8lMbwLw22bXqOjBLrpBzs25eszMN9d7UPjjaCTEcpw2021 KSEM Free No No 2024-04-01 15:45:46 Approved uit_visfd https://github.com/SEACrowd/seacrowd-datahub/issues/627

440 UIT-ViWikiQA UIT-ViWikiQA is a Vietnamese sentence extraction-based machine reading comprehension dataset. It is created from the UIT-ViQuAD dataset. It comprises of 23,074 question-answers based on 5,109 passages of 174 Wikipedia Vietnamese articles.https://sites.google.com/uit.edu.vn/kietnv/datasetsvie Vietnam Question Answering Language Wikipedia Other (other)
Crowdsourced
Expert-generated
Machine-generated

None
18,579 questions
4,101 passages
138 articles

2,285 questions
515 passages
18 articles

2,210 questions
493 passages
18 articles

instances 0 Vietnam National University
University of Information TechnologySentence Extraction-Based Machine Reading Comprehension for Vietnamesehttps://arxiv.org/abs/2105.09043

https://dl.acm.org/doi/abs/10.1007/978-3-030-82147-0_422021 KSEM Free upon requestUIT-ViQuAD No No 2024-04-01 15:03:09 Approved uit_viwikiqa https://github.com/SEACrowd/seacrowd-datahub/issues/625

441 UKARA 1.0 Challenge Ukara 1.0 Challenge dataset is a dataset for automatic short answer scoring system which is a collaboration project between FMIPA UGM and PUSPENDIK, Ministry of Education and Culture of Indonesia.  It was intended to build supervised machine learning approach which is able to assign a score to student’s answer. The student’s answer usually consists of maximum 2-3 sentences.https://simpan.ugm.ac.id/s/sRHfHYpSqeu9tDsind Automatic Essay ScoringLanguage Education Unknown (unknown)Expert-generated 268 215 855 sentences 1338 UKARA 1.0 Challenge Track 1: Automatic Short-Answer Scoring in Bahasa Indonesiahttps://arxiv.org/abs/2002.125402020 Free NusaCrowd carry-over ukara_challenge

442 UniMorph
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The Universal Morphology (UniMorph) project is a collaborative effort providing broad-coverage instantiated normalized morphological inflection tables for  undreds of diverse world languages. The project comprises two major thrusts: a language-independent feature schema for rich morphological annotation, and a type-level resource of annotated data in diverse languages realizing that schema.
5 Austronesian languages spoken in Southeast Asia, consisting 2 Malayo-Polynesian languages and 3 Greater Central Philippine languages, become the part of UniMorph 4.0 release.https://unimorph.github.io/

ind
kod
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tgl

Indonesia and PhilippinesMorphological InflectionsLanguage Multi-domain Creative Commons Attribution Share Alike 3.0 (cc-by-sa-3.0)Expert-generatedNone

27714
462
618
1256
2912

instances 32962 multiple institutionsUniMorph 4.0: Universal Morphologyhttps://aclanthology.org/2022.lrec-1.89/2022 LREC Free No No 2023-11-24 18:11:46 Approved unimorph https://github.com/SEACrowd/seacrowd-datahub/issues/142

443 Unimorph ID The Universal Morphology (UniMorph) project is a collaborative effort to improve how NLP handles complex morphology in the world’s languages. The goal of UniMorph is to annotate morphological data in a universal schema that allows an inflected word from any language to be defined by its lexical meaning, typically carried by the lemma, and by a rendering of its inflectional form in terms of a bundle of morphological features from our schemahttps://github.com/unimorph/ind- ind Morphological InflectionsLanguage books Creative Commons Attribution Share Alike 3.0 (cc-by-sa-3.0)Crawling
Expert-generated 19,400 2,771 5,543 forms 27,714 SIGMORPHON 2021 Shared Task on Morphological Reinflection:

Generalization Across Languageshttps://aclanthology.org/2021.sigmorphon-1.252021 Free Unimorph NusaCrowd carry-over unimorph_id

444 UniSent UniSent is a universal sentiment lexica for 1000+ languages. To build UniSent, the authors use a massively parallel Bible corpus to project sentiment information from English to other languages for sentiment analysis on Twitter data. 183 of 1404 languages are spoken in Southeast Asiahttps://github.com/ehsanasgari/UniSent
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N/A Sentiment Analysis Language Religion
Social media Creative Commons Attribution Non Commercial No Derivatives 4.0 (cc-by-nc-nd-4.0)Machine-translatedAutomatic & Manual (partial) N/A instances 0 University of California, BerkeleyUniSent: Universal Adaptable Sentiment Lexica for 1000+ Languageshttps://aclanthology.org/2020.lrec-1.5062020 LREC Free No No 2024-04-01 15:19:28 Approved unisent https://github.com/SEACrowd/seacrowd-datahub/issues/626

445 Universal Dependencies
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Universal Dependencies (UD) is a project that is developing cross-linguistically consistent treebank annotation for many languages, with the goal of facilitating multilingual parser development, cross-lingual learning, and parsing research from a language typology perspective. The annotation scheme is based on an evolution of (universal) Stanford dependencies (de Marneffe et al., 2006, 2008, 2014), Google universal part-of-speech tags (Petrov et al., 2012), and the Interset interlingua for morphosyntactic tagsets (Zeman, 2008). The general philosophy is to provide a universal inventory of categories and guidelines to facilitate consistent annotation of similar constructions across languages, while allowing language-specific extensions when necessary.http://hdl.handle.net/11234/1-5150https://huggingface.co/datasets/universal_dependencies/
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N/A POS Tagging Language Mixed Apache license 2.0 (apache-2.0)Crowdsourced
Expert-generatedNone 0 3753 0 examples 3753 UD Project Universal Dependency Annotation for Multilingual Parsinghttps://aclanthology.org/P13-2017/2013 ACL Free No No 2023-10-27 13:32:24 Approved ud https://github.com/SEACrowd/seacrowd-datahub/issues/4

446 University of Maryland Parallel Corpus Project: The Bible
Cebuano Bible

Indonesian Bible
Vietnamnese Bible

This dataset provides versions of the Bible consistently annotated according to the Corpus Encoding Standard. The dataset comprises of 13 languages, including 3 South-East Asian Languages, English and Mandarin.http://users.umiacs.umd.edu/~resnik/parallel/bible.html
ceb
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vie

N/A Machine Translation
Language Modeling Language Religion Unknown (unknown)Crawling

Expert-generatedNone
31048
13468
7852

paragraphs 52368 University of Maryland (UMD)The Bible as a Parallel Corpus: Annotating the 'Book of 2000 Tongues'https://link.springer.com/article/10.1023/A:10017989291851999 Computers and the HumanitiesFree No No 2023-12-26 21:11:55 Approved bible_corpus_resnikhttps://github.com/SEACrowd/seacrowd-datahub/issues/701

447 UP2.0 ind
vie Southeast Asian language subsets from Universal Propositions (UP) 2.0 dataset. Semantic role labeling (SRL) is a shallow semantic parsing task that identifies “who did what to whom when, where etc” for each predicate in a sentence. It provides an intermediate (shallow) level of a semantic representation that helps the map from syntactic parse structures to more fully-specified representations of meaning.https://github.com/UniversalPropositions/UP_Indonesian-GSD

https://github.com/UniversalPropositions/UP_Vietnamese-VTB
ind
vie N/A Semantic Role LabelingLanguage Mixed

Multi-domain Community Data License Agreement – Permissive, Version 1.0 (cdla-permissive-1.0)Expert-generated
Machine-generatedAutomatic & Manual (partial) 4477

1400
559
800

557
800 sentences 8593

IBM Research
Kyndryl
Vietnam National University
Apple

Universal Proposition Bank 2.0https://aclanthology.org/2022.lrec-1.181.pdf2022 LREC Free No No 2023-12-25 22:18:01 Approved up2 https://github.com/SEACrowd/seacrowd-datahub/issues/571

448 Vi Pubmed Vi Pubmed (or Vietnamese Pubmed) is a corpus of PubMed biomedical abstracts translated by the state-of-the-art English-Vietnamese Translation project. The data has been used as unlabeled dataset for pretraining a Vietnamese Biomedical-domain Transformer model.https://huggingface.co/datasets/VietAI/vi_pubmedhttps://huggingface.co/datasets/VietAI/vi_pubmedvie
eng N/A Machine Translation Language Health Other (other) Machine-generatedNone 20100000 documents 20100000 VietAI Enriching Biomedical Knowledge for Low-resource Language Through Large-Scale Translationhttps://aclanthology.org/2023.eacl-main.228/2022 EACL Free PubMed No No 2023-12-25 21:26:06 Approved vi_pubmed https://github.com/SEACrowd/seacrowd-datahub/issues/226

449 ViCon ViCon comprises pairs of synonyms and antonyms across word classes, thus offering data to distinguish between similarity and dissimilarity.https://www.ims.uni-stuttgart.de/forschung/ressourcen/experiment-daten/vnese-sem-datasets/vie N/A Word Analogy Language Mixed Creative Commons Attribution Non Commercial Share Alike 2.0 (cc-by-nc-sa-2.0)Crowdsourced Manual (full)
400
400
600

examples 1400 University of StuttgartIntroducing Two Vietnamese Datasets for Evaluating Semantic Models of (Dis-)Similarity and Relatednesshttps://aclanthology.org/N18-2032/2018 NAACL Free No No 2024-03-15 23:36:52 Approved vicon https://github.com/SEACrowd/seacrowd-datahub/issues/578

450 Vietnamese Hate and Offensive Spans Detection (ViHOS) This dataset consists of human-annotated hateful and offensive spans in Vietnamese Facebook and Youtube comments. Each comment has a corresponding list of indices indicating the characters included in these hate and offensive spans. Individual words and syllables are also tagged as inside or outside spans using the Inside-Outside-Beginning (IOB) tagging representation.https://github.com/phusroyal/ViHOS vie Vietnam Hate Speech DetectionLanguage Social media MIT (mit) Crawling Manual (full) 6 0.86 8974 1122 1128 comments 11224 Vietnam National UniversityViHOS: Hate Speech Spans Detection for Vietnamesehttps://aclanthology.org/2023.eacl-main.472023 EACL Free Vietnamese Hate Speech Detection (ViHSD)No Yes 2023-12-23 10:22:49 Approved vihos https://github.com/SEACrowd/seacrowd-datahub/issues/218

451 Vietnamese Hate Speech Detection (UIT-ViHSD) The ViHSD dataset consists of comments collected from Facebook pages and YouTube channels that have a high-interactive rate, and do not restrict comments. This dataset is used for hate speech detection on Vietnamese language. Data is anonymized, and labeled as either HATE, OFFENSIVE, or CLEAN.https://github.com/sonlam1102/vihsd/ vie Vietnam Hate Speech DetectionLanguage Commentary
Social media Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Crowdsourced Manual (full) 4 0.5 24048 2672 6680 comments 33400 UIT Ho Chi Minh A Large-Scale Dataset for Hate Speech Detection on Vietnamese Social Media Textshttps://link.springer.com/chapter/10.1007/978-3-030-79457-6_352021 International Conference on Industrial, Engineering and Other Applications of Applied Intelligent SystemsFree No Yes 2024-01-02 10:52:32 Approved uit_vihsd https://github.com/SEACrowd/seacrowd-datahub/issues/309

452 Vietnamese Social Media Emotion Corpus (UIT-VSMEC)
This dataset consists of Vietnamese Facebook comments that were manually annotated for sentiment. There are seven possible emotion labels: enjoyment, sadness, fear, anger, disgust, surprise or other (for comments with no or neutral emotions).

Two rounds of manual annotations were done to train annotators with tagging and editing guidelines. Annotation was performed until inter-annotator agreement reached at least 80%.
https://drive.google.com/drive/folders/1HooABJyrddVGzll7fgkJ6VzkG_XuWfRuhttps://huggingface.co/datasets/duwuonline/UIT-VSMEC/tree/mainvie Vietnam Emotion ClassificationLanguage Social media Unknown (unknown)Crawling Manual (full) 0.8 5548 686 693 comments 6927 Vietnam National UniversityEmotion Recognition for Vietnamese Social Media Texthttps://arxiv.org/pdf/1911.09339.pdf2019 PACLING Free No No 2023-12-21 10:00:08 Approved uit_vsmec https://github.com/SEACrowd/seacrowd-datahub/issues/209

453 Vietnamese Students' Feedback Corpus (UIT-VSFC) This corpus consists of student feedback obtained from end-of-semester surveys at a Vietnamese university. Feedback is classified into four possible topics: lecturer, curriculum, facility or others. Feedback is also labeled as one of three sentiment polarities: positive, negative or neutral.https://drive.google.com/drive/folders/1HooABJyrddVGzll7fgkJ6VzkG_XuWfRuhttps://huggingface.co/datasets/uitnlp/vietnamese_students_feedbackvie Vietnam Sentiment Analysis
Topic Classification Language Education

Surveys Unknown (unknown)Crowdsourced Manual (full) 11426 1538 3166 sentences 16130 Vietnam National UniversityUIT-VSFC: Vietnamese Students’ Feedback Corpus for Sentiment Analysishttps://ieeexplore.ieee.org/document/85733372018 Institute of Electrical and Electronics EngineersFree No No 2023-12-21 09:33:55 Approved uit_vsfc https://github.com/SEACrowd/seacrowd-datahub/issues/208

454 ViGEText_17to23

The high-quality dataset with structured guidelines for typing LaTeX formulas in Mathematics, Physics, Chemistry, and Biology.

Objective was to cover the entire scope of the Vietnamese
General Education Examination spanning from 2017 to 2023. This
comprehensive approach included the challenging examinations of
the years 2017 and 2018, which have been significant for nearly all
Vietnamese students in recent years. It is important to highlight that
the exact and unquestionably correct answers have been exclusively
obtained from the Vietnamese Ministry of Education.

https://huggingface.co/datasets/uitnlp/ViGEText_17to23?row=27https://huggingface.co/datasets/uitnlp/ViGEText_17to23?row=27vie Vietnam Question Answering Language Education Unknown (unknown)Crowdsourced Manual (full) 35 765 3720 examples 4520 University of Information TechnologyEvaluating the Symbol Binding Ability of Large Language Models for Multiple-Choice Questions in Vietnamese General Educationhttps://dl.acm.org/doi/10.1145/3628797.36288372023 SOICT Free No No 2024-03-16 00:10:12 Approved vigetext https://github.com/SEACrowd/seacrowd-datahub/issues/581

455 ViHealthQA The ViHealthQA dataset consists of 10,015 question-answer passage pairs. The questions originate from health-interested users and were asked on prestigious health websites, while the answers come from highly qualified experts. The dataset is divided into three parts: the training set, validation set, and test set, each containing 7,009, 993, and 2,013 question-answer pairs, respectively.https://huggingface.co/datasets/tarudesu/ViHealthQAhttps://huggingface.co/datasets/tarudesu/ViHealthQAvie Vietnam Question Answering Language Health Unknown (unknown)Crawling
Expert-generatedManual (full) 7009 993 2013 instances 10015 Vietnam National University

University of Information TechnologySPBERTQA: A Two-Stage Question Answering System Based on Sentence Transformers for Medical Textshttps://link.springer.com/chapter/10.1007/978-3-031-10986-7_302022 KSEM Free Yes No 2024-01-01 20:46:14 Approved vihealthqa https://github.com/SEACrowd/seacrowd-datahub/issues/306

456 ViLexNorm The ViLexNorm corpus is a collection of comment pairs in Vietnamese, designed for the task of lexical normalization. The corpus contains 10,467 comment pairs, carefully curated and annotated for lexical normalization purposes. These comment pairs are partitioned into three subsets: training, development, and test, distributed in an 8:1:1 ratio.https://github.com/ngxtnhi/ViLexNorm vie Vietnam Lexical NormalizationLanguage Social media Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crowdsourced Manual (full) 8373 1047 1047 sentence pairs 10467 UIT Ho Chi Minh ViLexNorm: A Lexical Normalization Corpus for Vietnamese Social Media Texthttps://aclanthology.org/2024.eacl-long.85/2024 EACL Free No No 2024-03-19 22:52:00 Approved vilexnorm https://github.com/SEACrowd/seacrowd-datahub/issues/584

457 ViMMRC ViMMRC, a challenging machine comprehension corpus with multiple-choice questions, intended for research on the machine comprehension of Vietnamese text. This corpus includes 2,783 multiple-choice questions and answers based on a set of 417 Vietnamese texts used for teaching reading comprehension for 1st to 5th graders.https://sites.google.com/uit.edu.vn/uit-nlp/datasets#h.1qeaynfs79d1vie N/A Commonsense ReasoningLanguage Education Unknown (unknown)Crowdsourced
Expert-generatedManual (full) 2783 examples 2783 University of Information TechnologyEnhancing Lexical-Based Approach With External Knowledge for Vietnamese Multiple-Choice Machine Reading Comprehensionhttps://ieeexplore.ieee.org/document/92471612020 IEEE Access Free upon request No No 2024-03-15 22:13:09 Approved vimmrc https://github.com/SEACrowd/seacrowd-datahub/issues/577

458 VIMQA VIMQA, a new Vietnamese dataset with over 10,000 Wikipedia-based multi-hop question-answer pairs.https://github.com/vimqa/vimqa vie N/A Question Answering Language Mixed Unknown (unknown)Expert-generatedManual (full) 8041 1003 1003 examples 10047 University of ScienceVIMQA: A Vietnamese Dataset for Advanced Reasoning and Explainable Multi-hop Question Answeringhttps://aclanthology.org/2022.lrec-1.700/2022 LREC Free upon request No No 2024-03-15 21:54:25 Approved vimqa https://github.com/SEACrowd/seacrowd-datahub/issues/576

459 VinText Vintext is a challenging scene text dataset for Vietnamese, where some characters are equivocal in the visual form due to accent symbols. This dataset contains 2000 fully annotated images with 56,084 text instances. Each text instance is delineated by a quadrilateral bounding box and associated with the ground truth sequence of characters. The dataset is randomly split into three subsets for training (1,200 images), validation (300 images), and testing (500 images).https://github.com/VinAIResearch/dict-guidedvie Vietnam Optical Character RecognitionLanguage
Vision General GNU Affero General Public License v3.0 (agpl-3.0)Expert-generatedManual (full) 2 0.98 1200 300 500 images 2000

VinAI Research
University of Oregon
Vietnam National University
University of Information Technology
University of Science
Stony Brook University

Dictionary-guided Scene Text Recognitionhttps://ieeexplore.ieee.org/document/95776242021 CVPR Free No No 2023-12-23 20:43:03 Approved vintext https://github.com/SEACrowd/seacrowd-datahub/issues/223

460 ViSim-400 ViSim-400 is a dataset of semantic relation pairs which contains degrees of similarity across five semantic relations, as rated by human judges.https://www.ims.uni-stuttgart.de/forschung/ressourcen/experiment-daten/vnese-sem-datasets/vie N/A Semantic Textual SimilarityLanguage Mixed Creative Commons Attribution Non Commercial Share Alike 4.0 (cc-by-nc-sa-4.0)Crowdsourced Manual (full) 400 examples 400 University of StuttgartIntroducing Two Vietnamese Datasets for Evaluating Semantic Models of (Dis-)Similarity and Relatednesshttps://aclanthology.org/N18-2032/2018 NAACL Free No No 2024-03-15 23:39:46 Approved visim400 https://github.com/SEACrowd/seacrowd-datahub/issues/579
461 ViSoBERT The ViSoBERT is textual data crawled from three most well-known Vietnamese public social networks (Facebook, TikTok, and YouTube) by research API of these platform. The dataset contains Facebook posts, TikTok comments, and Youtube comments of Vietnamese-verified users, from Jan 2016 (Jan 2020 for TikTok) to Dec 2022. A post-processing mechanism is applied to handles hashtags, emojis, misspellings, hyperlinks, and other noncanonical texts.https://drive.google.com/drive/folders/1C144LOlkbH78m0-JoMckpRXubV7XT7Kbhttps://huggingface.co/uitnlp/visobertvie Vietnam Language Modeling Language Social media Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Crawling None 1160 MB 1160 UIT Ho Chi Minh ViSoBERT: A Pre-Trained Language Model for Vietnamese Social Media Text Processinghttps://aclanthology.org/2023.emnlp-main.315.pdf2023 EMNLP Free Yes Yes 2024-01-02 01:09:54 Approved visobert https://github.com/SEACrowd/seacrowd-datahub/issues/307

462 ViSpamReviews The dataset was collected from leading online shopping platforms in Vietnam. Some of the most recent selling products for each product category were selected and up to 15 reviews per product were collected. Each review was then labeled as either NO-SPAM, SPAM-1 (fake review), SPAM-2 (review on brand only), or SPAM-3 (irrelevant content).https://github.com/sonlam1102/vispamdetection/vie Vietnam Text Classification Language Reviews
E-commerce Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Expert-generatedManual (full) 3 14306 1590 3974 comments 19870 UIT Ho Chi Minh Detecting Spam Reviews on Vietnamese E-commerce Websiteshttps://link.springer.com/chapter/10.1007/978-3-031-21743-2_482022 ACIIDS Free No No 2024-01-02 12:03:26 Approved vispamreviews https://github.com/SEACrowd/seacrowd-datahub/issues/310

463 VISTEC-TP-TH-21 The largest social media domain datasets for Thai text processing (word segmentation, misspell correction and detection, and named-entity boundary) called "VISTEC-TP-TH-2021" or VISTEC-2021. VISTEC corpus contains 49,997 sentences with 3.39M words where the collection was manually annotated by linguists on four tasks, namely word segmentation, misspelling detection and correction, and named entity recognition.https://github.com/mrpeerat/OSKut/tree/main/VISTEC-TP-TH-2021tha N/A Named Entity RecognitionLanguage Social media Creative Commons Attribution Share Alike 3.0 (cc-by-sa-3.0)Expert-generatedManual (partial) 39800 0 9900 sentences 49700 Vistec-AI Handling Cross- and Out-of-Domain Samples in Thai Word Segmentationhttps://aclanthology.org/2021.findings-acl.86.pdf2021 ACL Free No No 2023-11-17 15:15:45 Approved vistec_tp_th_21 https://github.com/SEACrowd/seacrowd-datahub/issues/201

464 ViText2SQL This is the first public large-scale Text-to-SQL semantic parsing dataset for Vietnamese. This dataset is created by manually translating the Spider dataset
into Vietnamese. https://github.com/VinAIResearch/ViText2SQLvie N/A Text-to-SQL SQL Multi-domain Unknown (unknown)Expert-generatedNone 6831 954 1906 sentences 9691 VinAI Research A Pilot Study of Text-to-SQL Semantic Parsing for Vietnamesehttps://aclanthology.org/2020.findings-emnlp.364/2020 EMNLP Finding Free SPIDER No No 2023-11-13 04:08:02 Approved vitext2sql https://github.com/SEACrowd/seacrowd-datahub/issues/47

465 VIVOS VIVOS is a free Vietnamese speech corpus consisting of 15 hours of recording speech prepared for Automatic Speech Recognition task. This speech corpus is collected by recording speech data from more than 50 native Vietnamese volunteers. The speech was recorded in a quiet environment with high quality microphone.https://zenodo.org/records/7068130https://huggingface.co/datasets/vivosvie Vietnam Automatic Speech RecognitionLanguage
Speech General Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generatedNone 11660 0 760 utterances 12420 Vietnam National UniversityA non-expert Kaldi recipe for Vietnamese Speech Recognition Systemhttps://aclanthology.org/W16-5207/2016 WLSI/OIAF4HLT Free No No 2023-12-26 10:05:19 Approved vivos https://github.com/SEACrowd/seacrowd-datahub/issues/263

466 ViVQA Vietnamese Visual Question Answering (ViVQA) consist of 10328 images and 15000 question-answer pairs in Vietnamese for evaluating Vietnamese VQA models. This dataset is built based on 10328 randomly selected images from MS COCO dataset. The question-answer pairs were based on the COCO-QA dataset that was automatically translated from English to Vietnamese.https://github.com/kh4nh12/ViVQA vie Vietnam Visual Question AnsweringLanguage
Vision General Unknown (unknown)Machine-generatedAutomatic & Manual (full) 11999 0 3001 instances 15000 Vietnam National University

University of Information TechnologyViVQA: Vietnamese Visual Question Answeringhttps://aclanthology.org/2021.paclic-1.72.pdf2021 ACL Free MS COCO and COCO-QANo No 2023-12-29 02:37:24 Approved vivqa https://github.com/SEACrowd/seacrowd-datahub/issues/269

467 VlogQA VlogQA is a Vietnamese spoken language corpus for machine reading comprehension. It consists of 10,076 question-answer pairs based on 1,230 transcript documents sourced from YouTube videos around food and travel.https://github.com/sonlam1102/vlogqa/tree/mainvie Vietnam Question Answering Language
Food
travel

YouTube videos
Other (other) Expert-generated

Machine-generatedManual (partial) 0.44 8047 1017 1012 instances 10076 Vietnam National University
University of Information TechnologyVlogQA: Task, Dataset, and Baseline Models for Vietnamese Spoken-Based Machine Reading Comprehensionhttps://aclanthology.org/2024.eacl-long.79.pdf2024 EACL Free upon request No No 2024-03-31 11:16:13 Approved vlogqa https://github.com/SEACrowd/seacrowd-datahub/issues/621

468 VLSP2016-NER This dataset is collected from electronic newspapers published on the web and provided by VLSP organization. It consists of approximately 15k sentences, each of which contain NE information in the IOB annotation format.https://vlsp.org.vn/resources-vlsp2016https://huggingface.co/datasets/datnth1709/VLSP2016-NER-datavie Vietnam Named Entity RecognitionLanguage Web Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Expert-generatedManual (full) 14918 0 2945 sentences 17863 VLSP VLSP 2016 Shared Task: Named Entity Recognitionhttps://drive.google.com/file/d/18FuXxRM0slTeReQUCOj8IiToB5eqVQCT/view2016 Preprint Free Yes Yes 2024-01-02 11:38:03 Approved vlsp2016_ner https://github.com/SEACrowd/seacrowd-datahub/issues/345
469 VLSP2016-SA The SA-VLSP2016 dataset were collected from three source sites which are tinhte.vn, vnexpress.net and Facebook, and used for the sentiment analysis task. The data consists of comments of technical articles on those sites. Each comment is given one of four labels: POS (positive), NEG (negative), NEU (neutral) and USELESS (filter-out).https://vlsp.org.vn/resources-vlsp2018 vie Vietnam Sentiment Analysis Language Reviews Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Expert-generatedManual (full) 3 5100 0 1050 comments 6150 VLSP VLSP SHARED TASK: SENTIMENT ANALYSIShttps://vjs.ac.vn/index.php/jcc/article/view/13160/3827972018 Journal of Computer Science and CyberneticsFree upon request Yes Yes 2024-01-02 11:17:47 Approved vlsp2016_sa https://github.com/SEACrowd/seacrowd-datahub/issues/344

470 VLSP2020 MT Parallel and monolingual data for training machine translation systems translating English texts into Vietnamese, with a focus on news domain. The data was crawled from high-quality bilingual or multilingual websites of news and one-speaker educational talks on various topics, mostly technology, entertainment, and design (hereby referred to as TED-like talks). The dataset also includes noisy movie subtitles from the OpenSubtitle dataset.https://github.com/thanhleha-kit/EnViCorporavie Vietnam Machine Translation Language

Education
Health
Mixed

News articles
Wikipedia

Entertainment
Websites

Unknown (unknown)Crawling
Expert-translated Manual (partial) 4145592 2,227 789 sentence pairs 4146381 Karlsruhe Institute of Technology

Vingroup Big Data InstituteGoals, Challenges and Findings of the VLSP 2020 English-Vietnamese News Translation Shared Taskhttps://aclanthology.org/2020.vlsp-1.18.pdf2020 VLSP Free No No 2024-04-01 20:12:55 Approved vlsp2020_mt_envihttps://github.com/SEACrowd/seacrowd-datahub/issues/629

471 VLSP2020 RelEx The dataset focuses on classifying entity pairs in Vietnamese News text into four different, non-overlapping categories of semantic relations defined in advance. The dataset contains 1,056 documents and 5,900 instances of semantic relations, collected from Vietnamese News in several domains. The dataset was human-annotated and used for VLSP2020 shared task.https://docs.google.com/document/d/1082jvKOA6Rx_tkqDhy6DZORUXqeaiSWz/editvie Vietnam Relation Extraction Language News articles Unknown (unknown)Expert-generatedManual (full) 2 0.7 606 250 300 documents 1156
Vietnam National University
VNU University of Engineering and Technology
Viettel Group

Overview of VLSP RelEx shared task: A Data Challenge for Semantic Relation Extraction from Vietnamese Newshttps://aclanthology.org/2020.vlsp-1.17.pdf2020 VLSP Free upon request No No 2024-04-01 20:26:01 Approved vlsp2020_relex https://github.com/SEACrowd/seacrowd-datahub/issues/630

472 VLSP2020 UDP A gold universal dependency annotated datasets for Vietnamese and to evaluate dependency parsing systems. The data includes the training data of the VLSP2019 shared task, amounting to more than 8000 annotated training sentences and more than 1000 test sentences. The dataset contains raw and pre-processed formathttps://drive.google.com/drive/folders/1S6v2SFBr8_FI8HxKGOTfmL9zV0YFrpSR?usp=sharingN/A vie Vietnam Dependency ParsingLanguage

Hotel reviews
Mixed

News articles
News

Restaurant

Unknown (unknown)Expert-generatedManual (full) 3 95.42 8152 N/A 1123 sentences 9275 VLSP VLSP 2020 Shared Task: Universal Dependency Parsing for Vietnamesehttps://aclanthology.org/2020.vlsp-1.15.pdf2020 VLSP Free upon requestVietTreebank, othersNo No 2024-04-01 13:21:16 Approved vlsp2020_udp https://github.com/SEACrowd/seacrowd-datahub/issues/624
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https://github.com/SEACrowd/seacrowd-datahub/issues/209
https://drive.google.com/drive/folders/1HooABJyrddVGzll7fgkJ6VzkG_XuWfRu
https://huggingface.co/datasets/uitnlp/vietnamese_students_feedback
https://ieeexplore.ieee.org/document/8573337
https://github.com/SEACrowd/seacrowd-datahub/issues/208
https://huggingface.co/datasets/uitnlp/ViGEText_17to23?row=27
https://huggingface.co/datasets/uitnlp/ViGEText_17to23?row=27
https://dl.acm.org/doi/10.1145/3628797.3628837
https://github.com/SEACrowd/seacrowd-datahub/issues/581
https://huggingface.co/datasets/tarudesu/ViHealthQA
https://huggingface.co/datasets/tarudesu/ViHealthQA
https://link.springer.com/chapter/10.1007/978-3-031-10986-7_30
https://github.com/SEACrowd/seacrowd-datahub/issues/306
https://github.com/ngxtnhi/ViLexNorm
https://aclanthology.org/2024.eacl-long.85/
https://github.com/SEACrowd/seacrowd-datahub/issues/584
https://sites.google.com/uit.edu.vn/uit-nlp/datasets#h.1qeaynfs79d1
https://ieeexplore.ieee.org/document/9247161
https://github.com/SEACrowd/seacrowd-datahub/issues/577
https://github.com/vimqa/vimqa
https://aclanthology.org/2022.lrec-1.700/
https://github.com/SEACrowd/seacrowd-datahub/issues/576
https://github.com/VinAIResearch/dict-guided
https://ieeexplore.ieee.org/document/9577624
https://github.com/SEACrowd/seacrowd-datahub/issues/223
https://www.ims.uni-stuttgart.de/forschung/ressourcen/experiment-daten/vnese-sem-datasets/
https://aclanthology.org/N18-2032/
https://github.com/SEACrowd/seacrowd-datahub/issues/579
https://drive.google.com/drive/folders/1C144LOlkbH78m0-JoMckpRXubV7XT7Kb
https://huggingface.co/uitnlp/visobert
https://aclanthology.org/2023.emnlp-main.315.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/307
https://github.com/sonlam1102/vispamdetection/
https://link.springer.com/chapter/10.1007/978-3-031-21743-2_48
https://github.com/SEACrowd/seacrowd-datahub/issues/310
https://github.com/mrpeerat/OSKut/tree/main/VISTEC-TP-TH-2021
https://aclanthology.org/2021.findings-acl.86.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/201
https://github.com/VinAIResearch/ViText2SQL
https://aclanthology.org/2020.findings-emnlp.364/
https://github.com/SEACrowd/seacrowd-datahub/issues/47
https://zenodo.org/records/7068130
https://huggingface.co/datasets/vivos
https://aclanthology.org/W16-5207/
https://github.com/SEACrowd/seacrowd-datahub/issues/263
https://github.com/kh4nh12/ViVQA
https://aclanthology.org/2021.paclic-1.72.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/269
https://github.com/sonlam1102/vlogqa/tree/main
https://aclanthology.org/2024.eacl-long.79.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/621
https://vlsp.org.vn/resources-vlsp2016
https://huggingface.co/datasets/datnth1709/VLSP2016-NER-data
https://drive.google.com/file/d/18FuXxRM0slTeReQUCOj8IiToB5eqVQCT/view
https://github.com/SEACrowd/seacrowd-datahub/issues/345
https://vlsp.org.vn/resources-vlsp2018
https://vjs.ac.vn/index.php/jcc/article/view/13160/382797
https://github.com/SEACrowd/seacrowd-datahub/issues/344
https://github.com/thanhleha-kit/EnViCorpora
https://aclanthology.org/2020.vlsp-1.18.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/629
https://docs.google.com/document/d/1082jvKOA6Rx_tkqDhy6DZORUXqeaiSWz/edit
https://aclanthology.org/2020.vlsp-1.17.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/630
https://drive.google.com/drive/folders/1S6v2SFBr8_FI8HxKGOTfmL9zV0YFrpSR?usp=sharing
https://aclanthology.org/2020.vlsp-1.15.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/624
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473 VLUE

UIT-ViQuAD 2.0
ViNLI

VSMEC
ViHOS

NIIVTB POS

The VLUE benchmark encompasses five datasets covering different NLU tasks, including text classification, span extraction, and natural language understanding.https://uitnlpgroup.github.io/VLUE/ vie Vietnam

Text Classification
POS Tagging
Natural Language Inference
Hate Speech Detection

Language Multi-domain Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Expert-generatedNone N/A instances 0
MBZUAI
Vietnam National University
University of Information Technology

VLUE: A New Benchmark and Multi-task Knowledge Transfer Learning for Vietnamese Natural Language Understandinghttps://arxiv.org/pdf/2403.158822024 Preprint Free No No 2024-07-03 14:23:25 Approved with notes vlue https://github.com/SEACrowd/seacrowd-datahub/issues/725

474 VnDT: A Vietnamese dependency treebankgold_standard
predicted

VnDT is a Vietnamese dependency treebank, consisting of 10K+ sentences. We conducted experiments of Vietnamese dependency parsing on our VnDT
Treebank consisting of 10200 trees (219k words). The VnDT Treebank is automatically converted from the input Vietnamese Treebank based on our new conversion approach.https://github.com/datquocnguyen/VnDT vie N/A Dependency ParsingLanguage General Unknown (unknown)Machine-generatedAutomatic 8977

8977
200
200

1020
1020 sentences 20394 Vietnam National UniversityFrom Treebank Conversion to Automatic Dependency Parsing for Vietnamesefile:///Users/nixon/Downloads/VnDT-paper-CameraReadyVersion.pdfhttps://github.com/datquocnguyen/VnDT/blob/master/VnDT-paper-CameraReadyVersion.pdf2014 NLDB Free No No 2023-11-21 19:06:27 Approved vndt https://github.com/SEACrowd/seacrowd-datahub/issues/114

475 VoxLingua107 VoxLingua107 is a comprehensive speech dataset designed for training spoken language identification models. It comprises short speech segments sourced from YouTube videos, labeled based on the language indicated in the video title and description. The dataset covers 107 languages and contains a total of 6628 hours of speech data, averaging 62 hours per language. However, the actual amount of data per language varies significantly. Additionally, there is a separate development set consisting of 1609 speech segments from 33 languages, validated by at least two volunteers to ensure the accuracy of language representation.https://bark.phon.ioc.ee/voxlingua107/https://huggingface.co/datasets/TalTechNLP/VoxLingua107
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N/A Spoken Language IdentificationSpeech YouTube videos Creative Commons Attribution 4.0 (cc-by-4.0)Crawling Automatic & Manual (partial) 6628 1609 N/A hours 8237 Independent VoxLingua107: a Dataset for Spoken Language Recognitionhttps://arxiv.org/abs/2011.129982020 arXiv Free No No 2024-02-13 11:10:24 Approved voxlingua https://github.com/SEACrowd/seacrowd-datahub/issues/446

476 VoxLingua107
Indonesian
Javanese

Sundanese
VoxLingua107 is a speech dataset for training spoken language identification models. The dataset consists of short speech segments automatically extracted from YouTube videos and labeled according the language of the video title and description, with some post-processing steps to filter out false positives. VoxLingua107 contains data for 107 languages, including Indonesian, Javanese, and Sundanese. http://bark.phon.ioc.ee/voxlingua107/https://huggingface.co/TalTechNLP/voxlingua107-epaca-tdnn

ind
sun
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Spoken Language IdentificationSpeech
Language Social media Creative Commons Attribution 4.0 (cc-by-4.0)Crawling

Expert-generated 157 0 0 hours 157 VoxLingua107: a Dataset for Spoken Language Recognitionhttps://arxiv.org/pdf/2011.12998.pdf2021 Free YouTube NusaCrowd carry-over voxlingua

477 VSoLSCSum
The Vietnamese dataset for social context summarization

The dataset contains 141 open-domain articles along with 3,760 sentences, 2,448 extracted standard sentences and comments as standard summaries and 6,926 comments in 12 events. This dataset was manually annotated by human. Note that the extracted standard summaries also include comments.
https://github.com/nguyenlab/VSoLSCSum-Datasetvie N/A Summarization Language Mixed Creative Commons Attribution 4.0 (cc-by-4.0)Crowdsourced Manual (full) 141 documents 141 Japan Advanced Institute of Science and Technology (JAIST)VSoLSCSum: Building a Vietnamese Sentence-Comment Dataset for Social Context Summarizationhttps://aclanthology.org/W16-5405/2016 ALR Free No No 2024-03-15 23:57:00 Approved vsolscsum https://github.com/SEACrowd/seacrowd-datahub/issues/580

478 WEATHub WEATHub is a dataset containing 24 languages. It contains words organized into groups of (target1, target2, attribute1, attribute2) to measure the association target1:target2 :: attribute1:attribute2. For example target1 can be insects, target2 can be flowers. And we might be trying to measure whether we find insects or flowers pleasant or unpleasant. The measurement of word associations is quantified using the WEAT metric from their paper. It is a metric that calculates an effect size (Cohen's d) and also provides a p-value (to measure statistical significance of the results). In their paper, they use word embeddings from language models to perform these tests and understand biased associations in language models across different languages.https://huggingface.co/datasets/iamshnoo/WEATHubhttps://huggingface.co/datasets/iamshnoo/WEATHub
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N/A Word lists Language General Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generatedManual (full)
150
175
77

examples 402 George Mason UniversityGlobal Voices, Local Biases: Socio-Cultural Prejudices across Languageshttps://aclanthology.org/2023.emnlp-main.981.pdf2023 EMNLP Free No No 2023-11-20 02:09:12 Approved weathub https://github.com/SEACrowd/seacrowd-datahub/issues/393

479 WikiANN
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WikiANN (sometimes called PAN-X) is a multilingual named entity recognition dataset consisting of Wikipedia articles annotated with LOC (location), PER (person), and ORG (organisation) tags in the IOB2 format. This version corresponds to the balanced train, dev, and test splits of Rahimi et al. (2019), which supports 176 of the 282 languages from the original WikiANN corpus.https://github.com/panx27/wikiannhttps://huggingface.co/datasets/wikiann
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N/A Named Entity RecognitionLanguage Wikipedia Apache license 2.0 (apache-2.0)Crawling
Machine-generatedManual (partial) 786000 4980 10020 examples 801000 The University Of Melbourne

Rensselaer Polytechnic InstituteMassively Multilingual Transfer for NERhttps://aclanthology.org/P19-1015/2019 ACL Free Wikipedia No No 2023-10-27 12:35:56 Approved wikiann https://github.com/SEACrowd/seacrowd-datahub/issues/1

480 WikiAnn
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We developed a simple yet effective framework that can extract names from 282 languages and link them to an English KB. This framework follows a fully automatic training and testing pipeline, without the needs of any manual annotations or knowledge from native speakers. We release the following resources for each of these 282 languages: “silver-standard” name tagging and linking annotations with multiple levels of granularity, morphology analyzer if it’s a morphologically-rich language, and an end to-end name tagging and linking system.https://drive.google.com/drive/folders/1Q-xdT99SeaCghihGa7nRkcXGwRGUIsKNhttps://huggingface.co/datasets/wikiann
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Named Entiy RecognitionLanguage Wiki articles Open Data Commons License Attribution family (odc-by)Crawling 254,240 0 0 Number of name mentions254240 Cross-lingual Name Tagging and Linking for 282 Languageshttps://aclanthology.org/P17-1178.pdf2017 Free NusaCrowd carry-over wikiann

481 WikiHow-GOSC
ind
tha
vie

This dataset consists of wikiHow goal-oriented scripts, or entries with wikiHow goals or tasks, and section/s with steps to perform said tasks. Steps can either be ordered or not.https://github.com/veronica320/wikihow-GOSC/tree/main?tab=readme-ov-file
ind
tha
vie

N/A Goal-oriented GenerationLanguage WikiHow MIT (mit) Crawling Manual (full)
18913
5239
6255

0
0
0

2101
582
694

examples 33784 University of PennsylvaniaGoal-Oriented Script Constructionhttps://aclanthology.org/2021.inlg-1.19v2.pdf2021 INLG Free No No 2024-03-13 15:44:38 Approved wikihow_gosc https://github.com/SEACrowd/seacrowd-datahub/issues/526

482 WikiLingua English
Indonesian

We introduce WikiLingua, a large-scale, multilingual dataset for the evaluation of crosslingual abstractive summarization systems. We extract article and summary pairs in 18 languages from WikiHow12, a high quality, collaborative resource of how-to guides on
a diverse set of topics written by human authors. We create gold-standard article summary alignments across languages by aligning the images that are used to describe each how-to step in an article.https://drive.google.com/drive/folders/1PFvXUOsW_KSEzFm5ixB8J8BDB8zRRfHWhttps://huggingface.co/datasets/GEM/wiki_linguaind

eng Cross-Lingual Abstractive SummarizationLanguage WikiHow Creative Commons Attribution Non Commercial Share Alike 3.0 (cc-by-nc-sa-3.0)Crawling
Expert-translated 47,511 0 0 article-summary pairs 47511 WikiLingua: A New Benchmark Dataset for Cross-Lingual Abstractive Summarizationhttps://arxiv.org/pdf/2010.03093.pdf2020 Free WikiHow NusaCrowd carry-over wikilingua

483 WikiMatrixThere are 60 language pairs subsets involving low-resource languages (ilo-ca, ilo-da, ilo-de, ..., ceb-ru, ceb-zh) and 171 languages pairs subsets involving Indonesian, Tagalog, or VietnamneseWikiMatrix is automatically extracted parallel sentences from the content of
Wikipedia articles in 96 languages, including several dialects or low-resource languages. 8 languages among them are spoken in Southeast Asia region. In total, there are 135M parallel sentences from 1620 different language pairs.https://github.com/facebookresearch/LASER/tree/main/tasks/WikiMatrix
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N/A Machine Translation Language Wikipedia Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Machine-generatedAutomatic N/A sentences 0 Meta WikiMatrix: Mining 135M Parallel Sentences in 1620 Language Pairs from Wikipediahttps://aclanthology.org/2021.eacl-main.115/2021 EACL Free Wikipedia No No 2023-11-20 20:48:04 Approved wikimatrix https://github.com/SEACrowd/seacrowd-datahub/issues/110

484 WikiText-TL-39 A benchmark Language Modeling dataset for Tagalog. The dataset construction was done similar to that of the WikiText Long Term Dependency Language Modeling Dataset, with a some differences, such as in how Wikipedia was scraped and how the vocabulary was created. The dataset contains 39 Million tokens in the training set.https://s3.us-east-2.amazonaws.com/blaisecruz.com/datasets/wikitext-tl-39/wikitext-tl-39.ziphttps://huggingface.co/datasets/wikitext_tl39fil N/A Language Modeling Language Wikipedia GNU General Public License v3.0 (gpl-3.0)Crawling None 39267089 8356898 8333288 tokens 55957275 De La Salle UniversityEvaluating Language Model Finetuning Techniques for Low-resource Languageshttps://arxiv.org/pdf/1907.00409.pdf2019 Preprint Free No Yes 2023-12-21 23:26:58 Approved wikitext_tl_39 https://github.com/SEACrowd/seacrowd-datahub/issues/420

485 WiLI-2018 WiLI-2018 is a Wikipedia language identification benchmark dataset. It contains 235000 paragraphs from 235 languages. The dataset is balanced, and a train-test split is provided.https://zenodo.org/records/841984https://huggingface.co/datasets/wili_2018
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N/A Language IdentificationLanguage Wikipedia Open Database License family (odbl)Crawling None 117500 0 117500 instances 235000 Independent The WiLI benchmark dataset for written language identificationhttps://arxiv.org/abs/1801.077792018 Preprint Free No Yes 2023-12-23 05:42:59 Approved wili_2018 https://github.com/SEACrowd/seacrowd-datahub/issues/217

486 Wisesight Thai Sentiment Corpus This dataset comprises 26,737 Thai social media texts from 2016 to early 2019, primarily informal and conversational, including some news headlines and advertisements. It is split across positive, negative, and neutral sentiments. The content mainly relates to consumer products and services, with a portion on current affairs. It includes only publicly available internet messages, specifically public comments on Facebook pages. Private communications and group messages are excluded. The corpus doesn't statistically represent any language register, contains modifications like personal data removal, and maintains original (mis)spellings and emojis. Messages over 2,000 characters, non-Thai, or duplicates are omitted.https://github.com/PyThaiNLP/wisesight-sentimenttha Thailand Sentiment Analysis
Aspect Based Sentiment AnalysisLanguage Social media Creative Commons Zero v1.0 Universal (cc0-1.0)Crawling Manual (full) 24066 N/A 2674 sentences 26740 Chulalongkorn University

King Mongkut's Institute of Technology LadkrabangNo paper https://github.com/PyThaiNLP/wisesight-sentiment2019 No publication Free No No 2023-11-21 05:31:36 Approved wisesight_thai_sentimenthttps://github.com/SEACrowd/seacrowd-datahub/issues/112

487 WIT Wikipedia-based Image Text (WIT) Dataset is a large multimodal multilingual dataset. WIT is composed of a curated set of 37.6 million entity rich image-text examples with 11.5 million unique images across 108 Wikipedia languages. 9 languages are spoken in Southeast Asia regionhttps://github.com/google-research-datasets/wit/blob/main/DATA.mdhttps://huggingface.co/datasets/google/wit
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N/A Image-to-Text Generation
Text-to-Image Generation

Language
Vision Wikipedia Creative Commons Attribution Share Alike 3.0 (cc-by-sa-3.0)Crawling Automatic & Manual (partial)

273344
37964
271133 
20119
113190 
17259 
120592
515937
75167

1467 
273
1865 
130
728 
107
793 
3351 
443

1388
353
1593
122
687
104
750
2696
334

examples 1461889 Google WIT: Wikipedia-based Image Text Dataset for Multimodal Multilingual Machine Learninghttps://dl.acm.org/doi/abs/10.1145/3404835.34632572021 SIGIR Free No No 2023-12-19 09:49:39 Approved wit https://github.com/SEACrowd/seacrowd-datahub/issues/202

488 Wongnai Reviews
Wongnai features over 200,000 restaurants, beauty salons, and spas across Thailand on its platform, with detailed information about each merchant and user reviews. Its over two million registered users can search for what’s top rated in Bangkok, follow their friends, upload photos, and do quick write-ups about the places they visit.

Each write-up(review) also comes with a rating score ranging from 1-5 stars. The task here is to create a rating prediction model using only textual information.
https://github.com/wongnai/wongnai-corpushttps://huggingface.co/datasets/wongnai_reviewstha Thailand Text Classification Language Reviews

Restaurant GNU Lesser General Public License v3.0 (lgpl-3.0)Crowdsourced Manual (full) 40000 0 6204 instances 46204 Wongnai Wongnai Reviewshttps://github.com/wongnai/wongnai-corpus2019 No publication Free No No 2023-12-09 11:18:03 Approved wongnai_reviewshttps://github.com/SEACrowd/seacrowd-datahub/issues/183

489 Word frequency distribution Indonesian Word frequency lists compiled from four different sources: Kompas, Wikipedia, Twitter, and Kaskus. Top 10,000 most frequent words per source, along with statistical distribution (Zipf graph).https://github.com/ardwort/freq-dist-id ind Word lists Language

General
News articles

Reviews
Social media

Unknown (unknown)Crawling 40,000 0 0 tokens 40000 Perbandingan distribusi frekuensi kata bahasa Indonesia di Kompas, Wikipedia, Twitter, dan Kaskushttps://github.com/ardwort/freq-dist-id/raw/master/makalah/freqdist.pdf2013 Free Kompas, Wikipedia, Twitter, Kaskus NusaCrowd carry-over freq_dist_id

490 WReTe WReTe is an entailment dataset which consists of 450 sentence pairs constructed from Wikipedia revision history. The dataset contains pairs of sentences and binary semantic relations between the pairs. The data are labeled as entailed when the meaning of the second sentence can be derived from the first one, and not entailed otherwise.https://github.com/IndoNLP/indonlu/tree/master/dataset/wrete_entailment-uihttps://huggingface.co/datasets/indonluind Natural Language InferenceLanguage other Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling
Expert-generated 300 50 100 sentence pairs 450 Semi-supervised Textual Entailment on Indonesian Wikipedia Datahttps://www.researchgate.net/publication/340325830_Semi-supervised_Textual_Entailment_on_Indonesian_Wikipedia_Data2018 Free - NusaCrowd carry-over wrete

491 X-FACT Indonesian
English The largest publicly available multilingual dataset for factual verification of naturally existing real world claims. The dataset contains short statements in 25 languages and is labeled for veracity by expert fact-checkers. The dataset includes a multilingual evaluation benchmark that measures both out-of-domain generalization, and zero-shot capabilities of the multilingual models.https://github.com/utahnlp/x-fact/tree/main/dataind Fact Checking Language News articles MIT (mit) Crawling

Expert-generated 2,231 297 448 evidences-links-claim 2976 X-FACT: A New Benchmark Dataset for Multilingual Fact Checkinghttps://arxiv.org/pdf/2106.09248.pdf2021 Free NusaCrowd carry-over x_fact

492 XCOPA
th
id
vi

XCOPA: A Multilingual Dataset for Causal Commonsense Reasoning The Cross-lingual Choice of Plausible Alternatives dataset is a benchmark to evaluate the ability of machine learning models to transfer commonsense reasoning across languages. The dataset is the translation and reannotation of the English COPA (Roemmele et al. 2011) and covers 11 languages from 11 families and several areas around the globe. The dataset is challenging as it requires both the command of world knowledge and the ability to generalise to new languages.https://github.com/cambridgeltl/xcopahttps://huggingface.co/datasets/xcopa
tha
vie
ind

N/A Commonsense ReasoningLanguage General Creative Commons Attribution 4.0 (cc-by-4.0)Expert-generatedManual (full) 1 0.911 0 0 109800 instances 109800 University of Cambridge
University of MannheimXCOPA: A Multilingual Dataset for Causal Commonsense Reasoninghttps://aclanthology.org/2020.emnlp-main.185/2020 EMNLP Free COPA No No 2023-10-29 15:03:52 Approved xcopa https://github.com/SEACrowd/seacrowd-datahub/issues/6

493 XED XED-VI XED, a multilingual fine-grained emotion dataset. The dataset consists of human-annotated Finnish (25k) and English sentences (30k), as well as projected annotations for 30 additional languages, providing new resources for many low-resource languages.https://github.com/Helsinki-NLP/XED/blob/master/subtitle-retrieval/students/pairs-vi.txtvie N/A Sentiment Analysis Language Web Unknown (unknown)Expert-generated
Machine-translatedManual (full) 956 examples 956 University of HelsinkiXED: A Multilingual Dataset for Sentiment Analysis and Emotion Detectionhttps://aclanthology.org/2020.coling-main.575.pdf2018 COLING Free No No 2024-03-15 10:59:32 Approved xed https://github.com/SEACrowd/seacrowd-datahub/issues/533

494 XL-Sum

XL-Sum Burmese
XL-Sum Indonesian

XL-Sum Thai
XL-Sum Vietnamnese

XL-Sum, a comprehensive and diverse dataset comprising 1 million professionally annotated article-summary pairs from BBC, was extracted using a set of carefully designed heuristics. The dataset covers 44 languages ranging from low to high-resource, including 4 indigenous languages spoken in Southeast Asia region.https://github.com/csebuetnlp/xl-sumhttps://huggingface.co/datasets/csebuetnlp/xlsum
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N/A Abstractive SummarizationLanguage News articles Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling Manual (partial)

4569
38242
6616
32111

570
4780
826
4013

570
4780
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article-summary pairs 101916 Bangladesh University of Engineering and TechnologyXL-Sum: Large-Scale Multilingual Abstractive Summarization for 44 Languageshttps://aclanthology.org/2021.findings-acl.413/2021 ACL Free BBC No No 2023-11-08 04:56:21 Approved xl_sum https://github.com/SEACrowd/seacrowd-datahub/issues/32

495 XM3600
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Crossmodal-3600 dataset (XM3600 in short), a geographically-diverse
set of 3600 images annotated with human-generated reference captions in 36 languages. The images were selected from across the world, covering regions where the languages are spoken, and annotated with captions that achieve consistency in terms of style across all languages, while avoiding annotation artifacts due to direct translation. The languages covered in the dataset include Filipino, Indonesian, Thai, and Vietnamnesehttps://google.github.io/crossmodal-3600/https://huggingface.co/datasets/dinhanhx/crossmodal-3600

fil
ind
tha
vie

Southeast Asia Image-to-Text GenerationLanguage
Vision Multi-domain Creative Commons Attribution 4.0 (cc-by-4.0)Crawling

Expert-generatedManual (full) 0 0

3600
3600
3600
3600

examples 14400 Google Crossmodal-3600: A Massively Multilingual Multimodal Evaluation Datasethttps://aclanthology.org/2022.emnlp-main.45/2022 EMNLP Free Open Images No No 2023-11-15 20:53:03 Approved xm3600 https://github.com/SEACrowd/seacrowd-datahub/issues/76

496 XNLI vi
th XNLI is a subset of a few thousand examples from MNLI which has been translated into a 14 different languages (some low-ish resource). As with MNLI, the goal is to predict textual entailment (does sentence A imply/contradict/neither sentence B) and is a classification task (given two sentences, predict one of three labels).https://github.com/facebookresearch/XNLIhttps://huggingface.co/datasets/xnlitha

vie N/A Natural Language InferenceLanguage Mixed Creative Commons Attribution Non Commercial 4.0 (cc-by-nc-4.0)Crowdsourced Manual (full) 0 2380 0 examples 2380 Meta XNLI: Evaluating Cross-lingual Sentence Representationshttps://aclanthology.org/D18-1269/2018 ACL Free MultiNLI No No 2023-10-27 12:53:03 Approved xnli https://github.com/SEACrowd/seacrowd-datahub/issues/2

497 XPersona Id XPersona is a open-domain dialogue system on 7 languages including Indonesia. The test set is manually translated by exper annotators, while the training and validation set isareautomatically translated from the persona chat dataset with an additional manual keyword correction phase.https://storage.googleapis.com/babert-pretraining/IndoNLG_finals/downstream_task/downstream_task_datasets.zip- ind Dialogue System Language conversational Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Machine-translated
Expert-translated 16,878 484 484 utterances 17846 XPersona: Evaluating Multilingual Personalized Chatbothttps://aclanthology.org/2021.nlp4convai-1.10.pdf2021 Free PersonaChat NusaCrowd carry-over xpersona_id

498 XQuAD xquad.th
xquad.vi XQuAD (Cross-lingual Question Answering Dataset) is a benchmark dataset for evaluating cross-lingual question answering performance. The dataset consists of a subset of 240 paragraphs and 1190 question-answer pairs from the development set of SQuAD v1.1 (Rajpurkar et al., 2016) together with their professional translations into ten languages: Spanish, German, Greek, Russian, Turkish, Arabic, Vietnamese, Thai, Chinese, and Hindi. Consequently, the dataset is entirely parallel across 11 languages.https://github.com/google-deepmind/xquadhttps://huggingface.co/datasets/xquadtha

vie N/A Question Answering Language Wikipedia Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crowdsourced None 6896 1359 2357 examples 10612 Google
HiTZ Center, University of the Basque Country (UPV/EHU)On the Cross-lingual Transferability of Monolingual Representationshttps://aclanthology.org/2020.acl-main.421/2020 ACL Free SQuAD 1.1 No No 2023-10-27 13:03:05 Approved xquad https://github.com/SEACrowd/seacrowd-datahub/issues/3

499 XQuAD-R XQuAD-R is a retrieval version of the XQuAD dataset (a cross-lingual extractive QA dataset) that is a part of the LAReQA benchmark. Like XQuAD, XQUAD-R is an 11-way parallel dataset, where each question (out of around 1200) appears in 11 different languages and has 11 parallel correct answers across the languages. It is designed so as to include parallel QA pairs across languages, allowing questions to be matched with answers from different languages. The span-tagging task in XQuAD is converted into a retrieval task by breaking up each contextual paragraph into sentences, and treating each sentence as a possible target answer. There are around 1000 candidate answers in each language.https://github.com/google-research-datasets/lareqatha
vie N/A Text Retrieval Language Wikipedia Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-translated None 1190

1190 instances 2380 Google ResearchLAReQA: Language-agnostic answer retrieval from a multilingual poolhttps://aclanthology.org/2020.emnlp-main.477.pdf2020 EMNLP Free XQuAD No No 2024-04-01 06:22:47 Approved xquadr https://github.com/SEACrowd/seacrowd-datahub/issues/593

500 xSID English
Indonesian We introduce XSID, a new benchmark for cross-lingual (X) Slot and Intent Detection in 13 languages from 6 language families, including a very low-resource dialect.https://bitbucket.org/robvanderg/xsid/src/master/ind

eng Spoken Language UnderstandingSpeech
Language General Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Crawling

Expert-translated 5,370,460 0 0 sentences 5370460 From Masked Language Modeling to Translation: Non-English Auxiliary Tasks Improve Zero-shot Spoken Language Understandinghttps://arxiv.org/pdf/2105.07316.pdf2021 Free Snips, Facebook NusaCrowd carry-over xsid

501 XStoryCloze id
my XStoryCloze consists of the professionally translated version of the English StoryCloze dataset (Spring 2016 version) to 10 non-English languages. This dataset is released by Meta AI.https://huggingface.co/datasets/juletxara/xstory_clozehttps://huggingface.co/datasets/juletxara/xstory_clozeind

mya N/A Commonsense ReasoningLanguage General Creative Commons Attribution Share Alike 4.0 (cc-by-sa-4.0)Expert-generatedManual (full) 360
360

0
0

1510
1510 sentences 3740 Meta Few-shot Learning with Multilingual Language Modelshttps://aclanthology.org/2022.emnlp-main.6162022 EMNLP Free StoryCloze No No 2023-11-16 01:32:52 Approved xstorycloze https://github.com/SEACrowd/seacrowd-datahub/issues/69

502 Yunshan-Cup-2020 Lao POS lao Lao POS dataset containing 11,000 sentences was released as part of Yunshan-Cup-2020 evaluation track.https://github.com/GKLMIP/Yunshan-Cup-2020lao Laos POS Tagging Language Web Unknown (unknown)Expert-generatedNone 6400 1600 4513 sentences 12513 Guangdong University of Foreign Studies, ChinaYunshan Cup 2020: Overview of the Part-of-Speech Tagging Task for Low-resourced Languageshttps://arxiv.org/abs/2204.026582022 Preprint Free lotenten corpus No No 2023-11-15 21:18:07 Approved yunshan_cup_2020https://github.com/SEACrowd/seacrowd-datahub/issues/79

https://uitnlpgroup.github.io/VLUE/
https://arxiv.org/pdf/2403.15882
https://github.com/SEACrowd/seacrowd-datahub/issues/725
https://github.com/datquocnguyen/VnDT
https://github.com/datquocnguyen/VnDT/blob/master/VnDT-paper-CameraReadyVersion.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/114
https://bark.phon.ioc.ee/voxlingua107/
https://huggingface.co/datasets/TalTechNLP/VoxLingua107
https://arxiv.org/abs/2011.12998
https://github.com/SEACrowd/seacrowd-datahub/issues/446
http://bark.phon.ioc.ee/voxlingua107/
https://huggingface.co/TalTechNLP/voxlingua107-epaca-tdnn
https://arxiv.org/pdf/2011.12998.pdf
https://github.com/nguyenlab/VSoLSCSum-Dataset
https://aclanthology.org/W16-5405/
https://github.com/SEACrowd/seacrowd-datahub/issues/580
https://huggingface.co/datasets/iamshnoo/WEATHub
https://huggingface.co/datasets/iamshnoo/WEATHub
https://aclanthology.org/2023.emnlp-main.981.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/393
https://github.com/SEACrowd/seacrowd-datahub/issues/393
https://github.com/panx27/wikiann
https://huggingface.co/datasets/wikiann
https://aclanthology.org/P19-1015/
https://github.com/SEACrowd/seacrowd-datahub/issues/1
https://drive.google.com/drive/folders/1Q-xdT99SeaCghihGa7nRkcXGwRGUIsKN
https://huggingface.co/datasets/wikiann
https://aclanthology.org/P17-1178.pdf
https://github.com/veronica320/wikihow-GOSC/tree/main?tab=readme-ov-file
https://aclanthology.org/2021.inlg-1.19v2.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/526
https://drive.google.com/drive/folders/1PFvXUOsW_KSEzFm5ixB8J8BDB8zRRfHW
https://huggingface.co/datasets/GEM/wiki_lingua
https://arxiv.org/pdf/2010.03093.pdf
https://github.com/facebookresearch/LASER/tree/main/tasks/WikiMatrix
https://aclanthology.org/2021.eacl-main.115/
https://github.com/SEACrowd/seacrowd-datahub/issues/110
https://s3.us-east-2.amazonaws.com/blaisecruz.com/datasets/wikitext-tl-39/wikitext-tl-39.zip
https://huggingface.co/datasets/wikitext_tl39
https://arxiv.org/pdf/1907.00409.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/420
https://zenodo.org/records/841984
https://huggingface.co/datasets/wili_2018
https://arxiv.org/abs/1801.07779
https://github.com/SEACrowd/seacrowd-datahub/issues/217
https://github.com/PyThaiNLP/wisesight-sentiment
https://github.com/PyThaiNLP/wisesight-sentiment
https://github.com/SEACrowd/seacrowd-datahub/issues/112
https://github.com/google-research-datasets/wit/blob/main/DATA.md
https://huggingface.co/datasets/google/wit
https://dl.acm.org/doi/abs/10.1145/3404835.3463257
https://github.com/SEACrowd/seacrowd-datahub/issues/202
https://github.com/wongnai/wongnai-corpus
https://huggingface.co/datasets/wongnai_reviews
https://github.com/wongnai/wongnai-corpus
https://github.com/SEACrowd/seacrowd-datahub/issues/183
https://github.com/ardwort/freq-dist-id
https://github.com/ardwort/freq-dist-id/raw/master/makalah/freqdist.pdf
https://github.com/IndoNLP/indonlu/tree/master/dataset/wrete_entailment-ui
https://huggingface.co/datasets/indonlu
https://www.researchgate.net/publication/340325830_Semi-supervised_Textual_Entailment_on_Indonesian_Wikipedia_Data
https://github.com/utahnlp/x-fact/tree/main/data
https://arxiv.org/pdf/2106.09248.pdf
https://github.com/cambridgeltl/xcopa
https://huggingface.co/datasets/xcopa
https://aclanthology.org/2020.emnlp-main.185/
https://github.com/SEACrowd/seacrowd-datahub/issues/6
https://github.com/Helsinki-NLP/XED/blob/master/subtitle-retrieval/students/pairs-vi.txt
https://aclanthology.org/2020.coling-main.575.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/533
https://github.com/csebuetnlp/xl-sum
https://huggingface.co/datasets/csebuetnlp/xlsum
https://aclanthology.org/2021.findings-acl.413/
https://github.com/SEACrowd/seacrowd-datahub/issues/32
https://google.github.io/crossmodal-3600/
https://huggingface.co/datasets/dinhanhx/crossmodal-3600
https://aclanthology.org/2022.emnlp-main.45/
https://github.com/SEACrowd/seacrowd-datahub/issues/76
https://github.com/facebookresearch/XNLI
https://huggingface.co/datasets/xnli
https://aclanthology.org/D18-1269/
https://github.com/SEACrowd/seacrowd-datahub/issues/2
https://storage.googleapis.com/babert-pretraining/IndoNLG_finals/downstream_task/downstream_task_datasets.zip
https://aclanthology.org/2021.nlp4convai-1.10.pdf
https://github.com/google-deepmind/xquad
https://huggingface.co/datasets/xquad
https://aclanthology.org/2020.acl-main.421/
https://github.com/SEACrowd/seacrowd-datahub/issues/3
https://github.com/google-research-datasets/lareqa
https://aclanthology.org/2020.emnlp-main.477.pdf
https://github.com/SEACrowd/seacrowd-datahub/issues/593
https://bitbucket.org/robvanderg/xsid/src/master/
https://arxiv.org/pdf/2105.07316.pdf
https://huggingface.co/datasets/juletxara/xstory_cloze
https://huggingface.co/datasets/juletxara/xstory_cloze
https://aclanthology.org/2022.emnlp-main.616
https://github.com/SEACrowd/seacrowd-datahub/issues/60
https://github.com/GKLMIP/Yunshan-Cup-2020
https://arxiv.org/abs/2204.02658
https://github.com/SEACrowd/seacrowd-datahub/issues/79


No Dataset name Dataset URL Dataset paper 
URL

Submission 
Date

1 generated_reviews_enth https://github.com/vistec-ai/generated_reviews_enthhttps://arxiv.org/pdf/2007.03541.pdf2023-11-17 14:29:22
2 Dengue Filipino https://huggingface.co/datasets/dengue_filipinohttps://ieeexplore.ieee.org/document/84599632023-11-20 01:58:20
3 Leipzig Corpora Collection https://wortschatz.uni-leipzig.de/en/downloadhttp://www.lrec-conf.org/proceedings/lrec2012/pdf/327_Paper.pdf2023-12-15 15:12:12
4 GlobalVoices https://opus.nlpl.eu/GlobalVoices-v2015.phphttp://www.lrec-conf.org/proceedings/lrec2012/pdf/463_Paper.pdf2023-12-19 18:39:54
5 DeepLontar https://doi.org/10.6084/m9.figshare.20103803.v2https://www.nature.com/articles/s41597-022-01867-52023-12-23 17:47:56
6 Corpus Crawler https://github.com/google/corpuscrawler/tree/master2023-12-23 20:50:05
7 OpenMSD https://github.com/google-research/google-research/tree/master/OpenMSDhttps://arxiv.org/pdf/2309.10539.pdf2023-12-26 08:12:45
8 QED https://opus.nlpl.eu/QED/corpus/version/QEDhttps://aclanthology.org/L14-1675/2023-12-31 13:25:39
9 GNOME https://opus.nlpl.eu/GNOME/corpus/version/GNOMEhttps://aclanthology.org/L12-1246/2023-12-31 16:09:45
10 CCMatrix https://opus.nlpl.eu/CCMatrix/corpus/version/CCMatrixhttps://aclanthology.org/2021.acl-long.507/2023-12-31 16:30:09
11 Lio and the Central Flores languages https://archive.mpi.nl/tla/islandora/search/alexander%20elias?type=dismax&islandora_solr_search_navigation=0&f%5B0%5D=cmd.Contributor%3A%22Alexander%5C%20Elias%22https://studenttheses.universiteitleiden.nl/handle/1887/694522024-01-07 15:04:52
12 Thai Gov v2 Corpus https://github.com/PyThaiNLP/thaigov-v2-corpus/tree/master/data2024-01-13 22:38:17
13 ParaNames https://github.com/bltlab/paranameshttps://aclanthology.org/2022.sigtyp-1.15.pdf2024-01-16 16:26:49
14 CLIRMatrix https://github.com/ssun32/CLIRMatrixhttps://aclanthology.org/2020.emnlp-main.340/2024-02-02 14:38:54
15 MM-Sum https://drive.google.com/file/d/1h-vWFQaZyOu_jbr6thwUWbzW93fOke0i/view?usp=share_linkhttps://aclanthology.org/2023.acl-long.165/2024-02-17 10:34:48
16 BEST https://github.com/korakot/corpus/tree/main/BESThttp://pioneer.chula.ac.th/~awirote/ling/snlp2007-wirote.pdf2024-03-04 00:01:04
17 LEXiTRON https://opend-portal.nectec.or.th/dataset/lexitron-2-0https://www.semanticscholar.org/paper/Qualitative-and-Quantitative-Approaches-in-Palingoon-Luang/dcc81aa270c729d1e7cd43a31fe665afeaba0ce62024-03-10 16:12:33
18 multilingual-NLI-26lang-2mil7 https://huggingface.co/datasets/MoritzLaurer/multilingual-NLI-26lang-2mil7https://www.cambridge.org/core/journals/political-analysis/article/less-annotating-more-classifying-addressing-the-data-scarcity-issue-of-supervised-machine-learning-with-deep-transfer-learning-and-bertnli/05BB05555241762889825B080E097C272024-03-16 01:47:23
19 Onto4All https://huggingface.co/datasets/ontocord/onto4allhttps://huggingface.co/datasets/ontocord/onto4all2024-03-16 11:39:33
20 Amanatun wordlist https://catalog.paradisec.org.au/collections/OCSEANhttps://www.ocsean.eu2024-03-22 13:15:07
21 ProSub https://github.com/matbahasa/ProSubhttps://www.anlp.jp/proceedings/annual_meeting/2023/pdf_dir/P9-4.pdf2024-03-22 17:02:17
22 InterBEST-2009 http://thailang.nectec.or.th/downloadcenter/indexae01.html?option=com_docman&task=cat_view&gid=40&Itemid=61https://ieeexplore.ieee.org/document/53409412024-03-23 13:20:48
23 BKD-Prosub https://babyai-hub.vizdata.tech/?p=313https://www.virach.com/_files/ugd/cdb1d4_b0f1d95aa023454082c081062052cf51.pdf2024-03-29 11:12:51
24 AlloVera https://github.com/dmort27/alloverahttps://aclanthology.org/2020.lrec-1.6562024-04-01 11:28:49
25 OpenSpeech Dataset V1 by Wang https://www.wang.in.th/dataset/654dfdbb6147c33fbf1729572024-04-04 15:01:51
26 Thai Handwritten Free Datasets by Wang: Data Market https://www.wang.in.th/dataset/64abb3e951752d79380663c22024-04-04 15:16:23
27 SEACrowd Instruct Multi-task Collection https://github.com/Data-Provenance-Initiative/Data-Provenance-Collection/blob/main/data_summaries/Seacrowd.json2024-06-19 00:04:01
28 Philippine Language Database (PLD) Gitlab link not yet createdhttps://aclanthology.org/2024.sigul-1.32.pdf2024-07-03 14:11:40
29 VLUE https://uitnlpgroup.github.io/VLUE/https://arxiv.org/pdf/2403.158822024-07-03 14:23:25
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1 Belebele https://github.com/facebookresearch/belebelehttps://github.com/facebookresearch/belebele2023-11-01 10:06:31Duplicated #113
2 Dakshina https://github.com/google-research-datasets/dakshinahttps://aclanthology.org/2020.lrec-1.294.pdf2023-11-21 00:25:43This Tamil is not from SEA
3 SLR65 https://www.openslr.org/65/https://aclanthology.org/2020.lrec-1.800/2023-11-30 00:47:38this Tamil dataset is not specifically collected from SEA region

4 SLR80 https://www.openslr.org/80https://aclanthology.org/2020.lrec-1.777.pdf2023-11-30 00:53:07Based on discussion with Holy, openSLR is considered as one single dataset. So, 
submissions ID 272 and 273 are put together as ID 278

5 SLR42 https://www.openslr.org/42/https://www.isca-speech.org/archive/pdfs/sltu_2018/sodimana18_sltu.pdf2023-11-30 00:59:00Based on discussion with Holy, openSLR is considered as one single dataset. So, 
submissions ID 272 and 273 are put together as ID 278

6 BLOOM LM https://huggingface.co/datasets/sil-ai/bloom-lmhttps://huggingface.co/datasets/sil-ai/bloom-lm2023-12-03 21:15:58Duplicated with #277

7 SEA Wikisource https://huggingface.co/datasets/wikimedia/wikisource2023-12-19 02:12:41
It is another Wikipedia dump, with no peer-reviewed publication. We had already 
SEA Wiki, a Wikipedia dump dataset (submission #127)
Another submission about Wikipedia dump is submission #308

8 VISTEC-TP-TH-21 https://github.com/mrpeerat/OSKut/tree/main/VISTEC-TP-TH-2021https://aclanthology.org/2021.findings-acl.86.pdf2023-12-21 13:02:35duplicate to submission #237

9 Thai-Alpaca https://huggingface.co/datasets/Thaweewat/alpaca-cleaned-52k-th2023-12-22 16:46:04
The dataset uses gibberish Thai language—possibly due to bad results from 
Google Cloud Translation, which is used to translate the data from English to 
Thai. Two Thai researchers confirmed the data's unusability.

10 Thai Databricks Dolly https://huggingface.co/datasets/Thaweewat/databricks-dolly-15k-th2023-12-22 16:51:01
The dataset uses gibberish Thai language—possibly due to bad results from 
Google Cloud Translation, which is used to translate the data from English to 
Thai. Two Thai researchers confirmed the data's unusability.

11 Thai HH-RLHF https://huggingface.co/datasets/Thaweewat/hh-rlhf-th2023-12-22 16:54:31
The dataset uses gibberish Thai language—possibly due to bad results from 
Google Cloud Translation, which is used to translate the data from English to 
Thai. Two Thai researchers confirmed the data's unusability.

12 Thai GPTeacher https://huggingface.co/datasets/Thaweewat/gpteacher-20k-th2023-12-22 17:06:53
The dataset uses gibberish Thai language—possibly due to bad results from 
Google Cloud Translation, which is used to translate the data from English to 
Thai. Two Thai researchers confirmed the data's unusability.

13 Singlish treebank https://github.com/wanghm92/Sing_Parhttps://aclanthology.org/P17-1159/2023-12-23 17:06:05This dataset is covered in the latest release (STB_EXT, submission #323)
14 Singlish treebank v2 (STB-EXT) https://github.com/wanghm92/Sing_Par/tree/masterhttps://dl.acm.org/doi/10.1145/33211282023-12-23 17:14:54duplicate to submission #258

15 eBible https://github.com/google/corpuscrawler/tree/master2023-12-23 20:42:03

This doesn't seem like a bible corpus, probably need to contact the submitter

> Update 10 Jan, it is a bible corpus, the script crawl it in some ways I guess, no 
publication, how to proceed?

> Update 23 Jan by Holy: Joel (the contributor) contacted me and said he had 
submitted a better version of eBible datasheet (no. 345). i'll make that one in 
review and reject this one.

16 M3IT-80 https://huggingface.co/datasets/MMInstruction/M3IT-80https://arxiv.org/pdf/2306.04387.pdf2023-12-25 23:33:14duplicate with M3IT

17 JWSign https://github.com/sign-language-processing/datasets/tree/master/sign_language_datasets/datasets/jw_signhttps://arxiv.org/abs/2311.101742023-12-26 07:35:47

The github page mentioned that the data should have been released on around 
November - December 2023
Per 1 April 2024, data is not available (NOT free upon request).

Notes: As complementary information, JW300 dataset was pulled out from public 
access due to license problem

18 Leipzig Corpora Collection https://corpora.uni-leipzig.de/en; https://wortschatz.uni-leipzig.de/en/download/https://link.springer.com/chapter/10.1007/978-3-642-20128-8_8 ; http://www.lrec-conf.org/proceedings/lrec2012/pdf/327_Paper.pdf2023-12-27 23:21:09duplicate with 289

19 MuMiN https://data.bris.ac.uk/data/dataset/23yv276we2mll25fjakkfim2mlhttps://dl.acm.org/doi/10.1145/3477495.35317442023-12-29 16:26:10

31/05/2024: All data cannot be decoded after unzipping.

To compile the dataset a Twitter API key is required, which has become more 
difficult these days. However, the submission includes a link to a website where a 
full raw version of the dataset can be downloaded
Among the languages listed, it is not clear if these Tweets were generated in 
Southeast Asia
The other issue is that the non-English data is machine translated, so this data is 
not generated in SEA
- Added the total number of Tweets, although the SEA language tweets will only 
be a very small percentage of the total
- License is unclear, the submitted license is the one stated in the associated 
publication and in the readme file that downloads with the data, but the dataset 
website link states another license

20 MuMiN https://data.bris.ac.uk/data/dataset/23yv276we2mll25fjakkfim2mlhttps://dl.acm.org/doi/10.1145/3477495.35317442023-12-29 16:36:57duplicate with submission #361
21 TED2020 https://opus.nlpl.eu/TED2020.phphttps://arxiv.org/abs/2004.098132024-01-01 18:08:49Invalid link

22 CLICK-ID https://data.mendeley.com/datasets/k42j7x2kpn/1https://www.sciencedirect.com/science/article/pii/S2352340920311252#ec-research-data2024-01-04 16:35:30
update data size (only the headlines)
----
holy: duplicate #47. removed its dataloader issue.

23 Multilingual Open Text (MOT) https://github.com/bltlab/mot/releases/latest https://aclanthology.org/2022.lrec-1.224.pdf2024-01-16 13:13:41duplicate with no.400
24 Mesolithica muftiwp.gov.my scrape https://huggingface.co/datasets/mesolitica/crawl-my-website/resolve/main/muftiwp.gov.my.jsonl2024-01-19 09:26:47duplicate with no.411

25 Malaysia-AI government websites scrape https://huggingface.co/datasets/mesolitica/crawl-my-website/resolve/main/myjms.mohe.gov.my.jsonl2024-01-21 05:08:03

We decided that the crawled data from mesolitica
https://huggingface.co/datasets/mesolitica/crawl-my-website 

Since there are 3 datasets pointing to these URL, we will just accept  one of the 
three

26 Malaysia AI GovDocs scrape https://huggingface.co/datasets/mesolitica/crawl-my-website/resolve/main/govdocs.jsonl2024-01-21 05:14:13

We decided that the crawled data from mesolitica
https://huggingface.co/datasets/mesolitica/crawl-my-website 

Since there are 3 datasets pointing to these URL, we will just accept  one of the 
three

27 Aishell https://www.aishelltech.com/kysjcphttps://arxiv.org/abs/1709.055222024-02-11 11:35:49It is not indigenous language in SEA, while the data was not collected in SEA 
region

28 THCHS-30 http://www.openslr.org/18/https://arxiv.org/abs/1512.018822024-02-11 17:57:54It is not indigenous language in SEA, while the data was not collected in SEA 
region

29 PFSA-ID-MED https://github.com/sigit-purnomo/pfsa-id-dlhttps://doi.org/10.1016/j.knosys.2024.111558-00912024-03-07 09:23:14Merge this on into #462
30 PFSA-ID-TEST https://github.com/sigit-purnomo/pfsa-id-dlhttps://doi.org/10.1016/j.knosys.2024.111558-00912024-03-07 09:35:04Merge this on into #462

31 Thai Wikipedia Dump https://github.com/vistec-AI/thai2transformershttps://arxiv.org/pdf/2101.09635.pdf2024-03-10 16:24:29
There is no wikipedia dump data provided in the repo, nonetheless there is the 
cleaned pretraining data of WangchanBERT:
https://github.com/vistec-AI/thai2transformers/releases/tag/att-v1.0

32 tamilmixsentiment https://huggingface.co/datasets/tamilmixsentimenthttps://aclanthology.org/2020.sltu-1.28/2024-03-15 12:05:57This Tamil is not from SEA region.
33 tamil-alpaca https://huggingface.co/datasets/abhinand/tamil-alpacahttps://arxiv.org/abs/2311.058452024-03-15 12:10:00This Tamil is not from SEA region.
34 ULCA-ASR https://github.com/Open-Speech-EkStep/ULCA-asr-dataset-corpushttps://bhashini.gov.in/ulca/dashboard2024-03-15 12:30:27This Tamil is not from SEA region.
35 IISc-MILE Tamil ASR Corpus https://openslr.org/127/https://arxiv.org/abs/2207.133312024-03-15 12:36:36This Tamil is not from SEA region.
36 HopeEDI https://github.com/bharathichezhiyan/HopeEDIhttps://aclanthology.org/2020.peoples-1.5/2024-03-15 12:57:01This Tamil is not from SEA region.
37 MinangNLP MT - Bilingual dictionary https://github.com/fajri91/minangNLPhttps://aclanthology.org/2020.paclic-1.17/2024-03-15 20:26:42MinangNLP MT has been carried-over from NusaCrowd
38 CI-AVSR https://github.com/HLTCHKUST/CI-AVSRhttps://aclanthology.org/2022.lrec-1.731/2024-03-15 21:33:10This is Cantonese HK dataset.

39 UIT-ViNewsQA https://sites.google.com/uit.edu.vn/uit-nlp/datasets#h.rydeoq2unzjyhttps://dl.acm.org/doi/abs/10.1145/35276312024-03-15 22:00:28no clear information in the webpage how to obtain the dataset.
consider to submit this data to private datasheet submission

40 UIT-VSFC https://drive.google.com/open?id=1xclbjHHK58zk2X6iqbvMPS2rcy9y9E0Xhttps://ieeexplore.ieee.org/document/85733372024-03-15 22:18:42duplicated with #304
41 OASST2 https://github.com/LAION-AI/Open-Assistanthttps://drive.google.com/file/d/10iR5hKwFqAKhL3umx8muOWSRm7hs5FqX/view2024-03-16 11:17:27duplicated #448? please check
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42 multi-figqa https://github.com/simran-khanuja/Multilingual-Fig-QAfigu2024-03-18 18:19:11duplicated with #225
43 Burmese speech dataset https://www.openslr.org/80/https://aclanthology.org/2020.lrec-1.777/2024-03-20 15:32:21duplicated with #278

44 thai-policy-statements https://github.com/PyThaiNLP/thailand-policy-statements/tree/main2024-03-24 22:20:13

This is NOT data for a summarization task.
It is unannotated corpus. No clear metadata explaining the data.
No peer-reviewed publication supports whether the data is collected using 
academic methodology.

License is incorrect. Should be CC-0 instead of Apache 2.0

45 Thai WIKI QA https://aiforthai.in.th/corpus.php 2024-03-24 23:05:38
The link does not provide dataset. It is a service / an API.
If you thought that the service can provide the data, please submit into private 
datasheet.

46 UIT-ViNewsQA https://sites.google.com/uit.edu.vn/kietnv/datasets#h.rydeoq2unzjyhttps://arxiv.org/pdf/2006.11138.pdf2024-04-01 14:42:19duplicated with #492

47 Multilingual Lexical Simplification - Filipino https://github.com/MLSP2024/MLSP_Datahttps://sites.google.com/view/mlsp-sharedtask-20242024-04-02 15:23:43The author of this dataset not allows anyone to re-release this dataset to any 
open-webs or any sites. 

48 id-hatespeech-detection https://github.com/ialfina/id-hatespeech-detectionhttps://ieeexplore.ieee.org/abstract/document/83550392024-04-02 17:32:47Duplicate from #28

49 final_project https://github.com/jordhy97/final_projecthttps://arxiv.org/abs/1908.048992024-04-03 16:15:13

Duplicate of #128, submitter did not check for existing datasheet
There are 2 datasets on sentiment analysis of AiryRooms review already
This submission includes the link to the paper author's Github page rather than the 
IndoNLP page

https://github.com/simran-khanuja/Multilingual-Fig-QAfigu
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https://aclanthology.org/2020.lrec-1.777/
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https://arxiv.org/pdf/2006.11138.pdf
https://github.com/MLSP2024/MLSP_Data
https://sites.google.com/view/mlsp-sharedtask-2024
https://github.com/ialfina/id-hatespeech-detection
https://ieeexplore.ieee.org/abstract/document/8355039
https://github.com/jordhy97/final_project
https://arxiv.org/abs/1908.04899


Here are potential SEA datasets to be included in SEACrowd, but not yet submitted.

If a dataset has been submitted through the form, it will be automatically removed from this list if the dataset 
name is identical.

No Dataset Name Dataset URL Notes
1 CanVEC https://github.com/Bak3rLi/CanVEChttps://aclanthology.org/2020.lrec-1.507.pdf

https://github.com/Bak3rLi/CanVEC
https://aclanthology.org/2020.lrec-1.507.pdf

