
system hostname status error desc remarks
example: phx lab fc21-vm05.phx.ovirt.org ERROR slave is down

phx lab fc21-vm05.phx.ovirt.org ERROR stuck running yum install - http://jenkins.ovirt.org/job/mom_master_create-rpms-fc21-x86_64_merged/14/console
http://jenkins.ovirt.org ERROR service sometimes become unresponsive

vdsm functional tests IMPROVEMENT Run inside mock to ease dependency management
vdsm unit tests IMPROVEMENT Run inside mock to ease dependency management
mom ERROR Failing to build rpms
vdsm install sanity ERROR Version conflicts
ovirt-live IMPROVEMENT test nested hosts (fc20 minimum)
db-report IMPROVEMENT fix (it was using a custom installation of an external tool, that we lost on the slave migration)
repoclosure jobs IMPROVEMENT Get them finally working, having them red all the time does not help
hosted-engine-ha_master ERROR Failing to build rpms on fc21
All jobs, mock cleanup IMPROVEMENT Make sure there are no mount when cleaning up mock chroots
engine-dao merged ERROR Failing on transaction aborted
engine-extension jobs ERROR fail to build on fc21
PHX lab IMPROVEMENT get the squid proxy to speed up jobs/installs
master coverity job MINOR It's been failing for some time
jenkins ERROR builds are executed on f21 slaves also if the job is restricted to build on fc19 || fc20 || el6 || el7 http://goo.gl/01Wp22
mock ERROR builds using mock are failing on F21.
jenkins IMPROVEMENT since we're not going to work on f21 until engine and reports are fixed, better to reprovision f21 slaves and gain executors.
jenkins ERROR http://jenkins.ovirt.org/job/ovirt-engine_master_create-rpms_merged/label=el6/2779/ runs for more than 1 day
gerrit ERROR I'm getting a lot of Server Unavailable messages
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