
Done Key Title Author DOI Item Type Venue Abstract Keywords C1 Date C2 Language C3a Peer Reviewed C3b Paper Type C4 Accessibility C5 Duplicate C5 Key of Newer Version C6 Recommendation Model? C6a Recommender System Application Domain C6b Recommender System Targeted Task C7 External Knowledge Usage C8 Interaction C9 Recommender Sytem Evaluation Questionable Quality Decision Notes
APZJ5XDE Terms of a feather: Content-based news recommendation and discovery using twitter Phelan, Owen; McCarthy, Kevin; Bennett, Mike; Smyth, Barry10.1007/978-3-642-20161-5_44journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)User-generated content has dominated the web's recent growth and today the so-called real-time web provides us with unprecedented access to the real-time opinions, views, and ratings of millions of users. For example, Twitter's 200m+ users are generating in the region of 1000+ tweets per second. In this work, we propose that this data can be harnessed as a useful source of recommendation knowledge. We describe a social news service called Buzzer that is capable of adapting to the conversations that are taking place on Twitter to ranking personal RSS subscriptions. This is achieved by a content-based approach of mining trending terms from both the public Twitter timeline and from the timeline of tweets published by a user's own Twitter friend subscriptions. We also present results of a live-user evaluation which demonstrates how these ranking strategies can add better item filtering and discovery value to conventional recency-based RSS ranking techniques.2011 EN yes primary accessible No duplicate / newest version yes only news recommendation can't tell can't tell evaluated accept
8EYBQZDR Personalized news recommendation using ontologies harvested from the web Rao, Junyang; Jia, Aixia; Feng, Yansong; Zhao, Dongyan10.1007/978-3-642-38562-9_79journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In this paper, we concentrate on exploiting background knowledge to boost personalized news recommendation by capturing underlying semantic relatedness without expensive human involvement. We propose an Ontology Based Similarity Model (OBSM) to calculate the news-user similarity through collaboratively built ontological structures and compare our approach with other ontology-based baselines on both English and Chinese data sets. Our experimental results show that OBSM outperforms other baselines by a large margin. © 2013 Springer-Verlag Berlin Heidelberg.Recommender system; Content-based filtering; User profiling 2013 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
45MB9L4E News recommendation with CF-IDF+ de Koning, Emma; Hogenboom, Frederik; Frasincar, Flavius10.1007/978-3-319-91563-0_11/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Traditionally, content-based recommendation is performed using term occurrences, which are leveraged in the TF-IDF method. This method is the defacto standard in text mining and information retrieval. Valuable additional information from domain ontologies, however, is not employed by default. The TF-IDF-based CF-IDF method successfully utilizes the semantics of a domain ontology for news recommendation by detecting ontological concepts instead of terms. However, like other semantics-based methods, CF-IDF fails to consider the different concept relationship types. In this paper, we extend CF-IDF to additionally take into account concept relationship types. Evaluation is performed using Ceryx, an extension to the Hermes news personalization framework. Using a custom news data set, our CF-IDF+ news recommender outperforms the CF-IDF and TF-IDF recommenders in terms of F1 and Kappa.CF-IDF; CF-IDF+; News recommender sytems 2018 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
6UHZ2ZPC Incorporating Knowledge and Content Information to Boost News Recommendation Wang, Zhen; Ma, Weizhi; Zhang, Min; Chen, Weipeng; Xu, Jingfang; Liu, Yiqun; Ma, Shaoping10.1007/978-3-030-60450-9_35/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)News recommendation, which aims to help users find the news they are interested in, is essential for online news platforms to alleviate the information overload problem. News is full of textual information with some knowledge entities, so recent studies try to leverage knowledge graphs (KGs) as side information to better model user preferences over news. However, most knowledge-enhanced methods assume that users are interested in the knowledge entities that occurred in the news. In real scenarios, users may like the news because of the news content rather than the knowledge entities. To take both knowledge and content factors into consideration, we propose a news recommendation method, namely knowledge and content aware network for news recommendation (KCNR). KCNR represents user and news in terms of knowledge and content, then it predicts the weight of user preferences on knowledge and content via a user preferences prediction mechanism. Besides, based on the weight of user preferences on knowledge, it extends user preferences along with entities in knowledge graphs. Experiments on two real-world datasets show that our approach achieves significant improvements over several state-of-the-art baselines in news recommendation.News recommendation; Knowledge graph; User preferences modeling2020 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
6MFIGP4A Interaction Graph Neural Network for News Recommendation Qian, Yongye; Zhao, Pengpeng; Li, Zhixu; Fang, Junhua; Zhao, Lei; Sheng, Victor S.; Cui, Zhiming10.1007/978-3-030-34223-4_38/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Personalized news recommendation has become a highly challenging problem in recent years. Traditional ID-based methods such as collaborative filtering are not suitable for news recommendation due to the extremely rapid update of candidate news. Various content-based methods have been proposed for news recommendation and achieved the state-of-the-art performance. Recently, knowledge-aware news recommendation further improves the performance through discover latent knowledge level connections among the news. However, we argue that the above content-based methods do not fully utilize the collaborative information latent in user-item interactions into user and news representation learning process. In this paper, we propose a new news recommendation model, Interaction Graph Neural Network (IGNN), which integrates a user-item interactions graph and a knowledge graph into the news recommendation model. Specifically, IGNN obtains the representation of users and items with two graphs. One is the knowledge graph, and another is the user-item interaction graph. It learns the content-based feature from knowledge-level and semantic-level with convolutional neural networks and fuses the high-order collaborative signals extracted from the user-item interaction graph into user and news representation learning process with a graph neural network. Extensive experiments are conducted on the two real-world news data sets, and experimental results show that IGNN significantly outperforms the state-of-the-art approaches for news recommendation.News recommendation; Knowledge graph; Graph Neural Network 2019 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
J2XBHPDH Next News Recommendation via Knowledge-Aware Sequential Model Chu, Qianfeng; Liu, Gongshen; Sun, Huanrong; Zhou, Cheng10.1007/978-3-030-32381-3_18/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)A news recommendation system aims to predict the next news based on users' interaction histories. In general, the clicking sequences from the interaction histories indicate users' latent preference, which plays an important role in predicting their future interest. Besides, news articles consist of considerable knowledge entities which have deep connections from common sense of human. In this paper, we propose a Self-Attention Sequential Knowledge-aware Recommendation (Saskr) system consisting of sequential-aware and knowledge-aware modelling. We use the self-attention mechanism to uncover sequential patterns in the sequential-aware modelling. The knowledge-aware modelling leverage the knowledge graph as side information to mine deep connections between news, thus improving diversity and extensibility of recommendation. Content-based news embeddings help to address the item cold-start problem. Through extensive experiments on the real-world news dataset, we demonstrate that the proposed model outperforms state-of-the-art deep neural sequential recommendation systems.Knowledge-aware modelling; News recommendation; Sequential recommendation2019 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept

CFNTCHXA
A deep learning-based recommendation system to enable end user access to financial linked 
knowledge Colombo-Mendoza, Luis Omar; García-Díaz, José Antonio; Gómez-Berbís, Juan Miguel; Valencia-García, Rafael10.1007/978-3-319-92639-1_1/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Motivated by the assumption that Semantic Web technologies, especially those underlying the Linked Data paradigm, are not sufficiently exploited in the field of financial information management towards the automatic discovery and synthesis of knowledge, an architecture for a knowledge base for the financial domain in the Linked Open Data (LOD) cloud is presented in this paper. Furthermore, from the assumption that recommendation systems can be used to make consumption of the huge amounts of financial data in the LOD cloud more efficient and effective, we propose a deep learning-based hybrid recommendation system to enable end user access to the knowledge base. We implemented a prototype of a knowledge base for financial news as a proof of concept. Results from an Information Systems-oriented validation confirm our assumptions.Deep learning; Collaborative filtering; Content-based recommendation; Knowledge base; Linked Open Data; Ontology2018 EN yes primary accessible No duplicate / newest version yes only news recommendation yes can't tell evaluated accept

D2GHPTGP Analyzing user modeling on Twitter for personalized news recommendations Abel, Fabian; Gao, Qi; Houben, Geert Jan; Tao, Ke10.1007/978-3-642-22362-4_1journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)How can micro-blogging activities on Twitter be leveraged for user modeling and personalization? In this paper we investigate this question and introduce a framework for user modeling on Twitter which enriches the semantics of Twitter messages (tweets) and identifies topics and entities (e.g. persons, events, products) mentioned in tweets. We analyze how strategies for constructing hashtag-based, entity-based or topic-based user profiles benefit from semantic enrichment and explore the temporal dynamics of those profiles. We further measure and compare the performance of the user modeling strategies in context of a personalized news recommendation system. Our results reveal how semantic enrichment enhances the variety and quality of the generated user profiles. Further, we see how the different user modeling strategies impact personalization and discover that the consideration of temporal profile patterns can improve recommendation quality. © 2011 Springer-Verlag.personalization; semantics; twitter; user modeling 2011 EN yes primary No duplicate / newest version yes only news recommendation can't tell can't tell evaluated accept
ZKL689Q8 Bing-CF-IDF+: A Semantics-Driven News Recommender System Brocken, Emma; Hartveld, Aron; de Koning, Emma; van Noort, Thomas; Hogenboom, Frederik; Frasincar, Flavius; Robal, Tarmo10.1007/978-3-030-21290-2_3/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)With the ever growing amount of news on the Web, the need for automatically finding the relevant content increases. Semantics-driven news recommender systems suggest unread items to users by matching user profiles, which are based on information found in previously read articles, with emerging news. This paper proposes an extension to the state-of-the-art semantics-driven CF-IDF+ news recommender system, which uses identified news item concepts and their related concepts for constructing user profiles and processing unread news messages. Due to its domain specificity and reliance on knowledge bases, such a concept-based recommender neglects many highly frequent named entities found in news items, which contain relevant information about a news item&#x2019;s content. Therefore, we extend the CF-IDF+ recommender by adding information found in named entities, through the employment of a Bing-based distance measure. Our Bing-CF-IDF+ recommender outperforms the classic TF-IDF and the concept-based CF-IDF and CF-IDF+ recommenders in terms of the F1 -score and the Kappa statistic.Semantic Web; Bing-CF-IDF+; Content-based recommender; Named entities; News recommendation system2019 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept

BLRMH74H
Semantic entity-relationship model for large-scale multimedia news exploration and 
recommendation Luo, Hangzai; Cai, Peng; Gong, Wei; Fan, Jianping10.1007/978-3-642-11301-7_52journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Even though current news websites use large amount of multimedia materials including image, video and audio, the multimedia materials are used as supplementary to the traditional text-based framework. As users always prefer multimedia, the traditional text-based news exploration interface receives more and more criticisms from both journalists and general audiences. To resolve this problem, we propose a novel framework for multimedia news exploration and analysis. The proposed framework adopts our semantic entity-relationship model to model the multimedia semantics. The proposed semantic entity-relationship model has three nice properties. First, it is able to model multimedia semantics with visual, audio and text properties in a uniform framework. Second, it can be extracted via existing semantic analysis and machine learning algorithms. Third, it is easy to implement sophisticated information mining and visualization algorithms based on the model. Based on this model, we implemented a novel multimedia news exploration and analysis system by integrating visual analytics and information mining techniques. Our system not only provides higher efficiency on news exploration and retrieval but also reveals extra interesting information that is not available on traditional news exploration systems. © 2010 Springer-Verlag Berlin Heidelberg.2009 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected can't tell accept

8WXFSPST News@hand: A semantic web approach to recommending news Cantador, Iván; Bellogín, Alejandro; Castells, Pablo10.1007/978-3-540-70987-9_34journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)We present News@hand, a news recommender system which applies semantic-based technologies to describe and relate news contents and user preferences in order to produce enhanced recommendations. The exploitation of conceptual information describing contents and user profiles, along with the capability of inferring knowledge from the semantic relations defined in the ontologies, enabling different content-based collaborative recommendation models, are the key distinctive aspects of the system. The multi-domain portability, the multi-media source applicability, and addressing of some limitations of current recommender systems are the main benefits of our proposed approach. © 2008 Springer-Verlag Berlin Heidelberg.Recommender systems; Ontologies; Personalisation; Semantic web; Group modelling; User modelling2008 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected can't tell accept
DT9SM2MP IoT-based personalized NIE content recommendation system Kim, Yongsung; Jung, Seungwon; Ji, Seonmi; Hwang, Eenjun; Rho, Seungmin10.1007/S11042-018-5610-8/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications Recently, the Internet of Things (IoT) has become a popular topic and a dominant trend in various fields, such as healthcare, agriculture, manufacturing, and transportation. In particular, in the field of education, it has become a popular tool to improve learners' interests and achievements by making them interact with various devices in and out of the classroom. Lessons in newspaper in education (NIE), which uses newspapers as an educational resource, have started to utilize it. For instance, by analyzing the data generated from a learner's device, such as Raspberry Pi, appropriate news and related multimedia data can be provided to the learners as learning materials to support the lesson. However, as news and multimedia data are scattered in a wide variety of forms, it is very difficult to select appropriate ones for the learner. In this paper, we propose a news and related multimedia recommendation scheme based on IoT for supporting NIE lessons. Specifically, news and related multimedia data are collected from the Web, and they are integrated and stored into the server. After that, the learner can easily browse such contents using a mobile device through personalized visualization, which increase the efficiency of NIE lessons. To show the effectiveness of our scheme, we implemented a prototype system and performed various experiments. We present some of the results.Deep learning; Semantic web; Data integration; Internet of things; Multimedia in education; News in education2019 EN yes primary accessible No duplicate / newest version yes only news recommendation can't tell can't tell evaluated accept

HXJQBB8L
Context aware personalized content recommendation using ontology based spreading 
activation Papneja, Sachin; Sharma, Kapil; Khilwani, Nitesh10.1007/S41870-017-0052-5/FULLTEXT.HTMLjournalArticle International Journal of Information Technology (Singapore) With the advent of internet connectivity availability along with the fast pace of latest information available on the web, a lot of information is available for the user. The main challenge associated with a recommendation system is to recommend useful information to the user at right time. This paper proposes a novel context aware personalized content recommendation using ontology based spreading activation algorithm. Ontology concepts are used to describe the things in a particular domain. By analyzing the content items and user ontological profiles, meaningful content items are recommended to the users. The use of ontology allows defining the domain knowledge, whereas the spreading activation algorithm learns user pattern by discovering user behavior. In this paper, we developed a recommendation system which provide content recommendation to user based on user interests which gets changes over the period of time and system learns this using the spreading Activation algorithm.Recommendation system; Ontology; Context aware; DBpedia; Spreading activation2018 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected can't tell accept

QLHXF73L
Affective recommender systems in online news industry: how emotions influence reading 
choices Mizgajski, Jan; Morzy, Miko\laj10.1007/S11257-018-9213-X/FULLTEXT.HTMLjournalArticle User Modeling and User-Adapted Interaction Recommender systems have become ubiquitous over the last decade, providing users with personalized search results, video streams, news excerpts, and purchasing hints. Human emotions are widely regarded as important predictors of behavior and preference. They are a crucial factor in decision making, but until recently, relatively little has been known about the effectiveness of using human emotions in personalizing real-world recommender systems. In this paper we introduce the Emotion Aware Recommender System (EARS), a large scale system for recommending news items using user's self-assessed emotional reactions. Our original contribution includes the formulation of a multi-dimensional model of emotions for news item recommendations, introduction of affective item features that can be used to describe recommended items, construction of affective similarity measures, and validation of the EARS on a large corpus of real-world Web traffic. We collect over 13,000,000 page views from 2,700,000 unique users of two news sites and we gather over 160,000 emotional reactions to 85,000 news articles. We discover that incorporating pleasant emotions into collaborative filtering recommendations consistently outperforms all other algorithms. We also find that targeting recommendations by selected emotional reactions presents a promising direction for further research. As an additional contribution we share our experiences in designing and developing a real-world emotion-based recommendation engine, pointing to various challenges posed by the practical aspects of deploying emotion-based recommenders.Recommender systems; Affective computing; Emotion analysis; Emotion mining; News recommendations2019 EN yes primary accessible No duplicate / newest version yes only news recommendation no evaluated reject

CY8HT5KN An experimental evaluation of ontology-based user profiles Hopfgartner, Frank; Jose, Joemon M.10.1007/S11042-012-1254-2/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications In recent years, a number of research works have been carried out to improve the information retrieval process by exploiting external knowledge, e.g. by employing ontologies. Even though ontologies seem to be a promising technique to improve the retrieval process, hardly any study has been performed to evaluate the use of ontologies over a longer time period to model user interests. In this work we introduce an ontology based video recommender system that exploits implicit relevance feedback to capture users' evolving information needs. The system exploits a generic ontology to organise users' interests. We evaluate the recommendations by performing a user-centred multiple time-series study where participants were asked to include the system into their daily news gathering routine. The results of this study suggest that the system can be successfully employed to improve personal information seeking tasks in news domain.Multiple time series study; Personalisation; Video retrieval 2014 EN yes primary No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
7B5DKL7G Semantic user profiling techniques for personalised multimedia recommendation Hopfgartner, Frank; Jose, Joemon M.10.1007/S00530-010-0189-6/FULLTEXT.HTMLjournalArticle Multimedia Systems Due to the explosion of news materials available through broadcast and other channels, there is an increasing need for personalised news video retrieval. In this work, we introduce a semantic-based user modelling technique to capture users' evolving information needs. Our approach exploits implicit user interaction to capture long-term user interests in a profile. The organised interests are used to retrieve and recommend news stories to the users. In this paper, we exploit the Linked Open Data Cloud to identify similar news stories that match the users' interest. We evaluate various recommendation parameters by introducing a simulation-based evaluation scheme. © Springer-Verlag 2010.Evaluation; Long-term user profiling; Multimedia recommendation; Semantic web technologies; User simulation; Video annotation2010 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
3D2J982I Automatic news recommendations via aggregated profiling Mannens, Erik; Coppens, Sam; De Pessemier, Toon; Dacquin, Hendrik; Van Deursen, Davy; De Sutter, Robbie; Van De Walle, Rik10.1007/S11042-011-0844-8/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications Today, people have only limited, valuable leisure time at their hands which they want to fill in as good as possible according to their own interests, whereas broadcasters want to produce and distribute news items as fast and targeted as possible. These (developing) news stories can be characterised as dynamic, chained, and distributed events in addition to which it is important to aggregate, link, enrich, recommend, and distribute these news event items as targeted as possible to the individual, interested user. In this paper, we show how personalised recommendation and distribution of news events, described using an RDF/OWL representation of the NewsML-G2 standard, can be enabled by automatically categorising and enriching news events metadata via smart indexing and linked open datasets available on the web of data. The recommendations - based on a global, aggregated profile, which also takes into account the (dis)likings of peer friends - are finally fed to the user via a personalised RSS feed. As such, the ultimate goal is to provide an open, user-friendly recommendation platform that harnesses the end-user with a tool to access useful news event information that goes beyond basic information retrieval. At the same time, we provide the (inter)national community with standardised mechanisms to describe/distribute news event and profile information. © 2011 Springer Science+Business Media, LLC.Recommendation; News modelling; Profiling 2013 EN yes primary accessible No duplicate / newest version yes only news recommendation yes can't tell can't tell accept
QKARTADS NCR-KG: news community recommendation with knowledge graph Bai, Liting; Liu, Lin; Song, Shengli; Xu, Yueshen10.1007/S42486-019-00020-3/FULLTEXT.HTMLjournalArticle CCF Transactions on Pervasive Computing and Interaction With the pervasiveness of smart equipment and social networking, it has become an urgent task to recommend personalized news to users. For news recommendation, researchers have proposed to finish the news recommendation task based on collaborative filtering algorithms, and also proposed to employ additional information solving high data sparsity problem. A typical method is to use the structure of knowledge graph to represent heterogeneous knowledge. But in existing methods, it is difficult to define the relationship among entities, and can only use the static knowledge without utilization and consideration of the evolution of knowledge graph. To solve these problems, in this paper, we first propose a novel algorithm to efficiently extract the most relevant tags in the news to represent the news. Then we construct the structure of the knowledge graph to represent the personal information and historical click records of a user. Those extracted knowledge is used to build a user profile and further to form a community of users, which can also alleviate the cold start problem. We conducted experiments on a real-world news website, including the labels extraction. We report the experimental results of metrics evaluation and manual evaluation, and the results demonstrate the effectiveness and efficiency of the proposed framework.News recommendation; Knowledge graph; Collaborative filtering; Community generation; Knowledge inference2019 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
6H24MNDW TrendsSummary: A platform for retrieving and summarizing trendy multimedia contents Kim, Daehoon; Kim, Daeyong; Jun, Sanghoon; Rho, Seungmin; Hwang, Eenjun10.1007/S11042-013-1547-0/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications With the flood and popularity of various multimedia contents on the Internet, searching for appropriate contents and representing them effectively has become an essential part for user satisfaction. So far, many contents recommendation systems have been proposed for this purpose. A popular approach is to select hot or popular contents for recommendation using some popularity metric. Recently, various social network services (SNSs) such as Facebook and Twitter have become a widespread social phenomenon owing to the smartphone boom. Considering the popularity and user participation, SNS can be a good source for finding social interests or trends. In this study, we propose a platform called TrendsSummary for retrieving trendy multimedia contents and summarizing them. To identify trendy multimedia contents, we select candidate keywords from raw data collected from Twitter using a syntactic feature-based filtering method. Then, we merge various keyword variants based on several heuristics. Next, we select trend keywords and their related keywords from the merged candidate keywords based on term frequency and expand them semantically by referencing portal sites such as Wikipedia and Google. Based on the expanded trend keywords, we collect four types of relevant multimedia contents—TV programs, videos, news articles, and images—from various websites. The most appropriate media type for the trend keywords is determined based on a naïve Bayes classifier. After classification, appropriate contents are selected from among the contents of the selected media type. Finally, both trend keywords and their related multimedia contents are displayed for effective browsing. We implemented a prototype system and experimentally demonstrated that our scheme provides satisfactory results.Trends; Twitter; Multimedia contents recommendation; Naïve Bayes classifier; Summarization; TreeMap2014 EN yes primary accessible No duplicate / newest version yes news and other recommendation yes interconnected evaluated accept
KW7H8C6H Personalized Financial News Recommendation Algorithm Based on Ontology Ren, Rui; Zhang, Lingling; Cui, Limeng; Deng, Bo; Shi, Yonghttps://doi.org/10.1016/j.procs.2015.07.151journalArticle Procedia Computer Science To deal with the challenge of information overload, in this paper, we propose a financial news recommendation algorithm which help users find the articles that are interesting to read. To settle the ambiguity problem, a new presented OF-IDF method is employed to represent the unstructured text data in the form of key concepts, synonyms and synsets which are all stored in the domain ontology. For users, the recommendation algorithm build the profiles based on their behaviors to detect the genuine interests and predict current interests automatically and in real time by applying the thinking of relevance feedback. Finally, the experiment conducted on a financial news dataset demonstrates that the proposed algorithm significantly outperforms the performance of a traditional recommender.ontology; news recommendation algorithm; OF-IDF; relevence feedback2015 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
WFLM9AZG Social network-based News Recommendation with Knowledge Graph Yang, Jing; Wan, Jing; Wang, Yunxiang; Mao, Yan10.1109/ICIBA50161.2020.9276847conferencePaper 2020 IEEE International Conference on Information Technology,Big Data and Artificial Intelligence (ICIBA)News recommendations aimed at alleviating network information overload. Traditional methods cannot simultaneously consider the representation of entities in the news at the level of knowledge and the influence of social networks on user interest points. The above two factors have a huge correlation with the efficiency of news recommendation. In order to consider these factors, this paper proposes a news recommendation model based on knowledge graph and social network which integrates knowledge graph representation and social networks into news recommendations. The model is a deep recommendation framework based on content and social networks for click-through rate prediction. The model utilizes the knowledge graph for representing entities in the news, quantifies the impact of social networks, and capture the dynamic changes of user interest. It adopts an improved sampling mechanism to quantify the social network structure. It uses a random walk sampling strategy to obtain neighbors in the social network. Moreover, it obtains the neighbor's influence weight on the target from interaction and content. The attention mechanism is used to quantify the effects of browsing records on user interests to capture dynamic changes. Experiments show that our model can effectively improve the effectiveness of news recommendations.Feature extraction; Convolution; News recommendation; Semantics; Knowledge graph; Social network; Knowledge engineering; Blogs; History; Social networking (online)2020 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
HE2S5ZV2 Location-Aware Personalized News Recommendation With Deep Semantic Analysis Chen, Cheng; Meng, Xiangwu; Xu, Zhenghua; Lukasiewicz, Thomas10.1109/ACCESS.2017.2655150journalArticle IEEE Access With the popularity of mobile devices and the quick growth of the mobile Web, users can now browse news wherever they want; so, their news preferences are usually related to their geographical contexts. Consequently, many research efforts have been put on location-aware news recommendation, which recommends to users news happening nearest to them. Nevertheless, in a real-world context, users' news preferences are not only related to their locations, but also strongly related to their personal interests. Therefore, in this paper, we propose a hybrid method called location-aware personalized news recommendation with explicit semantic analysis (LP-ESA), which recommends news using both the users' personal interests and their geographical contexts. However, the Wikipedia-based topic space in LP-ESA suffers from the problems of high dimensionality, sparsity, and redundancy, which greatly degrade the performance of LP-ESA. To address these problems, we further propose a novel method called LP-DSA to exploit recommendation-oriented deep neural networks to extract dense, abstract, low dimensional, and effective feature representations for users, news, and locations. Experimental results show that LP-ESA and LP-DSA both significantly outperform the state-of-the-art baselines. In addition, LP-DSA offers more effective (19.8%-179.6% better) online news recommendation with much lower time cost (25 times quicker) than LP-ESA.Feature extraction; Neural networks; deep neural networks; Internet; Semantics; personalization; Location-aware news recommendation; Context modeling; Electronic publishing; Data analysis; deep semantic analysis2017 EN yes primary accessible No duplicate / newest version yes only news recommendation can't tell can't tell evaluated accept

VYAZD3KI
Fine-grained news recommendation by fusing matrix factorization, topic analysis and 
knowledge graph representation Zhang, Kuai; Xin, Xin; Luo, Pei; Guot, Ping10.1109/SMC.2017.8122727conferencePaper 2017 IEEE International Conference on Systems, Man, and Cybernetics (SMC)Most news recommendation methods focus on using textual information of news to solve data sparseness problem of collaborative filtering. While if the text is not informative enough, these methods can't work well. A collaborative model combining matrix factorization, topic analysis and knowledge graph representation is proposed by introducing the knowledge from external knowledge base to alleviate the deficiency of the text. The experiment conducted on real life news dataset shows that the joint model outperforms the state-of-the-art method by 14% in Recall@200 metric, and improves the recommendation performance on sparse items by 20%.Feature extraction; Collaboration; Recommender systems; news recommendation; Semantics; Analytical models; collaborative model; Gaussian distribution; Knowledge based systems; knowledge graph; topic analysis2017 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept

FRNVG32D Magellan: An adaptive ontology driven “breaking financial news” recommender Drury, Brett; Almeida, J J; Morais, M H M conferencePaper 6th Iberian Conference on Information Systems and Technologies (CISTI 2011)News recommendation has become an increasingly popular area of research for both the academic researcher and the commercial practitioner. Recently, a “semantic approach” to news recommendation has become popular. Semantic news recommendation normally relies upon a manually constructed domain Ontology and a user profile. The current semantic news recommenders have their flaws: 1. constructing and maintaining a manual Ontology is a manually intensive and laborious task, 2. user profiles may inhibit the selection of novel, but interesting stories which are atypical of the user's previous selections and 3. the current approach semantic approaches ignores the “importance” of a story to the monitored domain. This paper describes Magellan (Magalhães), a semantic recommendation system which ranks “breaking financial news” by their “importance” to a monitored domain. In addition Magellan uses an automatically constructed and maintained adaptive Ontology which autonomously discovers new relations and entities whist removing outdated or erroneous information. Magellan applies a “temporal confidence” to each relation and once a relation's “temporal confidence” falls below a preassigned constant it is removed. The ranking of stories is with a “weighted term frequency” (WTF) scheme. The domain Ontology is used to identify relevant terms in candidate stories. A term's weight is determined by its: 1. Centrality and 2. Prestige (which incorporates a relation's temporal confidence). An evaluation of Magellan with an inverted index and a semantic news recommender system with a static Ontology demonstrated a clear advantage for Magellan.Ontologies; Semantics; Ontology; News Recommendation; Crawlers; Feeds; HTML; Information Recall; Monitoring; Web pages2011 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
GRFAMM3F Fine-Grained Deep Knowledge-Aware Network for News Recommendation with Self-Attention Gao, Jie; Xin, Xin; Liu, Junshuai; Wang, Rui; Lu, Jing; Li, Biao; Fan, Xin; Guo, Ping10.1109/WI.2018.0-104conferencePaper 2018 IEEE/WIC/ACM International Conference on Web Intelligence (WI) On-line news reading has become the most popular way for user to obtain real-time information. With the millions of news, it is a key challenge to help user find the articles that are interesting to read. Although great achievements have been made, there is little work to focus on combing news language with external knowledge graphs and expanding news text from a word-level. Taking this issue into consideration, we introduce a novel self-attention based mechanism in news recommendation. The key component of our model is multiple self-attention modules: the word-level attention, which takes tags of news, entities in external knowledge graph and entities' contexts as the input to calculate the semantic-level and knowledge-level representation of the news; the item-level attention module, which used to fuse the two-level representation into the same low-dimension and get a overall embedding of user history behavior sequence. Specially, in order to deal with the diversity of user preferences, we use another self-attention module dynamically aggregate user click history and select candidate news. And finally, a multi-head attention module is used to connect history and candidate news and then calculate the click-through-rate(CTR) via a fully connected layer. Through amount of experiments on a real-world online news website, we demonstrate that our model outperforms better results than previous start-of-art recommendation models.Deep learning; Computational modeling; Task analysis; News recommendation; knowledge graph embedding; Semantics; Knowledge engineering; History; deep neural network; Fuses; self-attention model2018 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
UISQTA2Y KGNR: A knowledge-based geographical news recommender Garrido, Angel Luis; Buey, María G; Ilarri, Sergio; Fũrstner, Igor; Szedmina, Livia10.1109/SISY.2015.7325378conferencePaper 2015 IEEE 13th International Symposium on Intelligent Systems and Informatics (SISY)Online news reading services, such as Google News and Yahoo! News, have become very popular since the Internet provides fast access to news articles from various sources around the world. A key issue of these services is to help users to find interesting articles that match their preferences as much as possible. This is the problem of personalized news recommendation. Recently, personalized news recommendation has become a promising research direction and a variety of techniques have been proposed to tackle it, including content-based systems, collaborative filtering systems and hybrid versions of these two. In addition, the widespread use of mobile phones today and the different features that these phones offer users allow the possibility to keep users up to date with the latest news that have taken place in their environment, anywhere and at any time. This paper presents KGNR (Knowledge-based Geographical News Recommender), a new approach to develop a personalized news recommendation system as an application for mobile phones that takes into account the geolocation of the user and uses learned user profiles to generate personalized news recommendations. For this purpose, a content-based recommendation mechanism have been combined with topic-maps and geolocation for modeling the recommendation system.Collaboration; Ontologies; Semantics; Context; Knowledge based systems; Feeds; Geology2015 EN yes primary accessible No duplicate / newest version yes only news recommendation can't tell can't tell can't tell accept
TLL3TNBM Ontology-Based Personalised and Context-Aware Recommendations of News Items Cantador, Iván; Bellogín, Alejandro; Castells, Pablo10.1109/WIIAT.2008.204conferencePaper 2008 IEEE/WIC/ACM International Conference on Web Intelligence and Intelligent Agent TechnologyNews@hand is a news recommender system that makes use of semantic technologies to provide several on-line news recommendation services. News contents and user preferences are described in terms of concepts appearing in a set of domain ontologies. Based on the similarities between item descriptions and user profiles, and the se-mantic relations between concepts, content-based and collaborative recommendation models are supported by the system. In this paper, we evaluate a model that personalizes the order in which news articles are shown to the user according to his long-term interest profile, and other model that reorders the news items lists taking into account the current semantic context of interest of the user. The combination of those models is investigated showing significant improvements on the experimental tasks performed.Collaboration; recommender systems; Recommender systems; Ontologies; ontology; semantic web; user modelling; Context modeling; context; Context-aware services; Control systems; Hurricanes; Intelligent agent; Proposals; Vocabulary2008 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept

8QCBRBJH
Handling skewed results in news recommendations by focused analysis of semantic user 
profiles Agarwal, Shikha; Singhal, Archana10.1109/ICROIT.2014.6798295conferencePaper 2014 International Conference on Reliability Optimization and Information Technology (ICROIT)To provide personalized services of digital product NEWS, complete understanding of user profile is very essential and crucial. It is observed that user interest in online news reading is very dynamic so we are making two profiles of each user: one for short term (dynamic) interests and one for long term (static) interests. We have designed an online news portal which prioritizes the preferred news topics based on the focused and deep analysis of registered user's profiles, made semantically based on our designed domain ontology.Ontologies; Personalization; Ontology; Information filtering; User profile; Buildings; Education; Entertainment industry; Focussed Analysis; Google; IPTC; RSS news feeds; Time-frequency analysis2014 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected can't tell accept

S5J9F9YN Personalized News Filtering and Summarization on the Web Wu, Xindong; Xie, Fei; Wu, Gongqing; Ding, Wei10.1109/ICTAI.2011.68conferencePaper 2011 IEEE 23rd International Conference on Tools with Artificial Intelligence Information on the World Wide Web is congested with large amounts of news contents. Recommendation, filtering, and summarization of Web news have received much attention in Web intelligence, aiming to find interesting news and summarize concise content for users. In this paper, we present our research on developing the Personalized News Filtering and Summarization system (PNFS). An embedded learning component of PNFS induces a user interest model and recommends personalized news. A keyword knowledge base is maintained and provides a real-time update to reflect the general Web news topic information and the user's interest preferences. The non-news content irrelevant to the news Web page is filtered out. Keywords that capture the main topic of the news are extracted using lexical chains to represent semantic relations between words. An Example run of our PNFS system demonstrates the superiority of this Web intelligence system.Feature extraction; Data mining; Semantics; Web pages; Information filters; Personalized News; Web News Filtering; Web News Summarization2011 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
XEJEFN3R Analyze and Recommend News Comments in E-Government Xie, Hongwei; Yan, Xiangyu; Sun, Jingyu; Yu, Xueli10.1109/ICEE.2010.122conferencePaper 2010 International Conference on E-Business and E-Government With the development of Internet, more and more public users prefer to present their viewpoints of government policies. They often comment on some emergencies through news, blogs and so on. Their opinions influence decision makers of government to make right decisions. However, large numbers of news and related comments are produced when an emergency occurs and officers are very difficult to read and analyze all of them in seconds. Specially, comments usually are short texts and common clustering technologies are not suited to analyze them. In this paper, we firstly propose a framework based on semantic web technologies to recommend news and related comments in order to aid different officers to get their interesting news rapidly. Then, a new short text clustering method is discussed to analyze related comments. Finally, a news recommender system based on above approaches is introduced.Recommender systems; Ontologies; Semantics; Semantic Web; recommender system; semantic web; e-government; Electronic government; short text clustering; Software2010 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected can't tell accept
V8DELEX5 Content based News Recommendation via Shortest Entity Distance over Knowledge Graphs Joseph, Kevin; Jiang, Hui 10.1145/3308560.3317703conferencePaper Companion of The 2019 World Wide Web Conference, WWW 2019, San Francisco, CA, USA, May 13-17, 2019Content-based news recommendation systems need to recommend news articles based on the topics and content of articles without using user specific information. Many news articles describe the occurrence of specific events and named entities including people, places or objects. In this paper, we propose a graph traversal algorithm as well as a novel weighting scheme for cold-start content based news recommendation utilizing these named entities. Seeking to create a higher degree of user-specific relevance, our algorithm computes the shortest distance between named entities, across news articles, over a large knowledge graph. Moreover, we have created a new human annotated data set for evaluating content based news recommendation systems. Experimental results show our method is suitable to tackle the hard coldstart problem and it produces stronger Pearson correlation to human similarity scores than other cold-start methods. Our method is also complementary and a combination with the conventional cold-start recommendation methods may yield significant performance gains. The dataset, CNRec, is available at: https://github.com/kevinj22/CNRec2019 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
FFE986AS Ontology-based news recommendation IJntema, Wouter; Goossen, Frank; Frasincar, Flavius; Hogenboom, Frederik10.1145/1754239.1754257conferencePaper Proceedings of the 2010 EDBT/ICDT Workshops, Lausanne, Switzerland, March 22-26, 2010Recommending news items is traditionally done by termbased algorithms like TF IDF. This paper concentrates on the benefits of recommending news items using a domain ontology instead of using a term-based approach. For this purpose, we propose Athena, which is an extension to the existing Hermes framework. Athena employs a user profile to store terms or concepts found in news items browsed by the user. Based on this information, the framework uses a traditional method based on TF-IDF, and several ontologybased methods to recommend new articles to the user. The paper concludes with the evaluation of the different methods, which shows that the new ontology-based method that we propose in this paper performs better (w.r.t. accuracy, precision, and recall) than the traditional method and, with the exception of one measure (recall), also better than the other considered ontology-based approaches.2010 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected can't tell accept
GIT5DTI2 News Recommendation with Topic-Enriched Knowledge Graphs Lee, Dongho; Oh, Byungkook; Seo, Seungmin; Lee, Kyong-Ho10.1145/3340531.3411932conferencePaper CIKM '20: The 29th ACM International Conference on Information and Knowledge Management, Virtual Event, Ireland, October 19-23, 2020News recommendation systems’ purpose is to tackle the immense amount of news and offer personalized recommendations to users. A major issue in news recommendation is to capture the precise news representations for the efficacy of recommended items. Commonly, news contents are filled with well-known entities of different types. However, existing recommendation systems overlook exploiting external knowledge about entities and topical relatedness among the news. To cope with the above problem, in this paper, we propose Topic-Enriched Knowledge Graph Recommendation System(TEKGR). Three encoders in TEKGR handle news titles in two perspectives to obtain news representation embedding: (1) to extract meaning of news words without considering latent knowledge features in the news and (2) to extract semantic knowledge of news through topic information and contextual information from a knowledge graph. After obtaining news representation vectors, an attention network compares clicked news to the candidate news in order to get the user’s final embedding. Our TEKGR model is superior to existing news recommendation methods by manipulating topical relations among entities and contextual features of entities. Experimental results on two public datasets show that our approach outperforms state-of-the-art deep recommendation approaches.2020 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
WYEMZZKB Bing-SF-IDF+: a hybrid semantics-driven news recommender Capelle, Michel; Moerland, Marnix; Hogenboom, Frederik; Frasincar, Flavius; Vandic, Damir10.1145/2695664.2695700conferencePaper Proceedings of the 30th Annual ACM Symposium on Applied Computing, Salamanca, Spain, April 13-17, 2015Content-based news recommendation is traditionally performed using the cosine similarity and the TF-IDF weighting scheme for terms occurring in news messages and user profiles. Semantics-driven variants such as SF-IDF additionally take into account term meaning by exploiting synsets from semantic lexicons. However, they ignore the various semantic relationships between synsets, providing only for a limited understanding of news semantics. Moreover, semanticsbased weighting techniques are not able to handle – often crucial – named entities, which are often not present in semantic lexicons. Hence, we extend SF-IDF by also considering the synset semantic relationships, and by employing named entity similarities using Bing page counts. Our proposed method, Bing-SF-IDF+, outperforms TF-IDF and SF-IDF in terms of F1-scores and kappa statistics based on a news data set.2015 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
DX95MNT5 News Recommendation Using Semantics with the Bing-SF-IDF Approach Hogenboom, Frederik; Capelle, Michel; Moerland, Marnix10.1007/978-3-319-14139-8_18conferencePaper Advances in Conceptual Modeling - ER 2013 Workshops, LSAWM, MoBiD, RIGiM, SeCoGIS, WISM, DaSeM, SCME, and PhD Symposium, Hong Kong, China, November 11-13, 2013, Revised Selected PapersTraditionally, content-based news recommendation is performed by means of the cosine similarity and the TF-IDF weighting scheme for terms occurring in news messages and user profiles. Semanticsdriven variants like SF-IDF additionally take into account term meaning by exploiting synsets from semantic lexicons. However, semantics-based weighting techniques are not able to handle – often crucial – named entities, which are often not present in semantic lexicons. Hence, we extend SF-IDF by also employing named entity similarities using Bing page counts. Our proposed method, Bing-SF-IDF, outperforms TF-IDF and its semantics-driven variants in terms of F1-scores and kappa statistics.2013 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
89ZWFD3D Semantic news recommendation using wordnet and bing similarities Capelle, Michel; Hogenboom, Frederik; Hogenboom, Alexander; Frasincar, Flavius10.1145/2480362.2480426conferencePaper Proceedings of the 28th Annual ACM Symposium on Applied Computing, SAC '13, Coimbra, Portugal, March 18-22, 2013While traditionally content-based news recommendation was performed using the word vector space model, more recent approaches also take into account semantics, often through the use of semantic lexicons. However, named entities are rarely taken into account, as they are often absent in such lexicons. Nevertheless, they can play a crucial role in determining user interest for specific news articles. Therefore, in this work, we extend the state-of-the-art semantic lexicondriven Semantic Similarity (SS) recommendation method by additionally considering named entities. First, as in SS, we calculate similarities between WordNet synonym sets in unread news items and synonym sets in read news items (stored in user profiles). Then, we use the page counts of named entities that are retrieved from the Bing Web search engine to compute named entity similarities between unread and read news items. Results show that our recommendation method, BingSS, outperforms SS in terms of F1, precision, accuracy, and specificity.2013 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
4RMSWG4T A location-based news article recommendation with explicit localized semantic analysis Son, Jeong Woo; Kim, A.-Yeong; Park, Seong-Bae10.1145/2484028.2484064conferencePaper The 36th International ACM SIGIR conference on research and development in Information Retrieval, SIGIR '13, Dublin, Ireland - July 28 - August 01, 2013The interest of users in handheld devices is strongly related to their location. Therefore, the user location is important, as a user context, for news article recommendation in a mobile environment. This paper proposes a novel news article recommendation that reflects the geographical context of the user. For this purpose, we propose the Explicit Localized Semantic Analysis (ELSA), an ESA-based topical representation of documents. Every location has its own geographical topics, which can be captured from the geo-tagged documents related to the location. Thus, not only news articles but locations are also  represented as topic vectors. The main advantage of ELSA is that it stresses only the topics that are relevant to a given location, whereas all topics are equally important in ESA. As a result, geographical topics have different importance according to the user location in ELSA, even if they come from the same article. Another advantage of ELSA is that it allows a simple comparison of the user location and news articles, because it projects both locations and articles onto an identical space composed of Wikipedia topics. In the evaluation of ELSA with the New York Times corpus, it outperformed two simple baselines of Bag-Of-Words and LDA as well as two ESA-based methods. Rt10 of ELSA was improved up to 46.25% over other methods, and its NDCG@k was always higher than those of the others regardless of k.2013 EN yes primary accessible No duplicate / newest version yes only news recommendation can't tell can't tell evaluated accept
UIGHX7M2 Semantics-based news recommendation with SF-IDF+ Moerland, Marnix; Hogenboom, Frederik; Capelle, Michel; Frasincar, Flavius10.1145/2479787.2479795conferencePaper 3rd International Conference on Web Intelligence, Mining and Semantics, WIMS '13, Madrid, Spain, June 12-14, 2013Content-based news recommendations are usually made by employing the cosine similarity and the TF-IDF weighting scheme for terms occurring in news messages and user profiles. Recent developments, such as SF-IDF, have elevated news recommendation to a new level of abstraction by additionally taking into account term meaning through the exploitation of synsets from semantic lexicons and the cosine similarity. Other state-of-the-art semantic recommenders, like SS, make use of semantic lexicon-driven similarities. A shortcoming of current semantic recommenders is that they do not take into account the various semantic relationships between synsets, providing only for a limited understanding of news semantics. Therefore, we extend the SF-IDF weighting technique by additionally considering the synset semantic relationships from a semantic lexicon. The proposed recommendation method, SF-IDF+, as well as SFIDF and several semantic similarity lexicon-driven methods have been implemented in Ceryx, an extension to the Hermes news personalization service. An evaluation on a data set containing financial news messages shows that overall (by accounting for all considered cut-off values) SF-IDF+ outperforms TF-IDF, SS, and SF-IDF in terms of F1-scores.2013 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
JRMBJXNV Semantics-based news recommendation Capelle, Michel; Frasincar, Flavius; Moerland, Marnix; Hogenboom, Frederik10.1145/2254129.2254163conferencePaper 2nd International Conference on Web Intelligence, Mining and Semantics, WIMS '12, Craiova, Romania, June 6-8, 2012News item recommendation is commonly performed using the TF-IDF weighting technique in combination with the cosine similarity measure. However, this technique does not take into account the actual meaning of words. Therefore, we propose two new methods based on concepts and their semantic similarities, from which we derive the similarities between news items. Our first method, Synset Frequency – Inverse Document Frequency (SF-IDF), is similar to TFIDF, yet it does not use terms, but WordNet synonym sets. Additionally, our second method, Semantic Similarity (SS), makes use of five semantic similarity measures to compute the similarity between news items for news recommendation. Test results show that SF-IDF and SS outperform the TFIDF method on the F1-measure.2012 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
D72BMTP6 News personalization using the CF-IDF semantic recommender Goossen, Frank; IJntema, Wouter; Frasincar, Flavius; Hogenboom, Frederik; Kaymak, Uzay10.1145/1988688.1988701conferencePaper Proceedings of the International Conference on Web Intelligence, Mining and Semantics, WIMS 2011, Sogndal, Norway, May 25 - 27, 2011When recommending news items, most of the traditional algorithms are based on TF-IDF, i.e., a term-based weighting method which is mostly used in information retrieval and text mining. However, many new technologies have been made available since the introduction of TF-IDF. This paper proposes a new method for recommending news items based on TF-IDF and a domain ontology. It is demonstrated that adapting TF-IDF with the semantics of a domain ontology, resulting in Concept Frequency - Inverse Document Frequency (CF-IDF), yields better results than using the original TF-IDF method. CF-IDF is built and tested in Athena, a recommender extension to the Hermes news personalization framework. Athena employs a user profile to store concepts or terms found in news items browsed by the user. The framework recommends new articles to the user using a traditional TF-IDF recommender and the CFIDF recommender. A statistical evaluation of both methods shows that the use of an ontology significantly improves the performance of a traditional recommender.2011 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
NNDEMIXH Exploring High-Order User Preference on the Knowledge Graph for Recommender Systems Wang, Hongwei; Zhang, Fuzheng; Wang, Jialin; Zhao, Miao; Li, Wenjie; Xie, Xing; Guo, Minyi10.1145/3312738journalArticle ACM Trans. Inf. Syst. To address the sparsity and cold-start problem of collaborative filtering, researchers usually make use of side information, such as social networks or item attributes, to improve the performance of recommendation. In this article, we consider the knowledge graph (KG) as the source of side information. To address the limitations of existing embedding-based and path-based methods for KG-aware recommendation, we propose RippleNet, an end-to-end framework that naturally incorporates the KG into recommender systems. RippleNet has two versions: (1) The outward propagation version, which is analogous to the actual ripples on water, stimulates the propagation of user preferences over the set of knowledge entities by automatically and iteratively extending a user's potential interests along links in the KG. The multiple “ripples” activated by a user's historically clicked items are thus superposed to form the preference distribution of the user with respect to a candidate item. (2) The inward aggregation version aggregates and incorporates the neighborhood information biasedly when computing the representation of a given entity. The neighborhood can be extended to multiple hops away to model high-order proximity and capture users' long-distance interests. In addition, we intuitively demonstrate how a KG assists with recommender systems in RippleNet, and we also find that RippleNet provides a new perspective of explainability for the recommended results in terms of the KG. Through extensive experiments on real-world datasets, we demonstrate that both versions of RippleNet achieve substantial gains in a variety of scenarios, including movie, book, and news recommendations, over several state-of-the-art baselines.Recommender systems; knowledge graph; inward aggregation; outward propagation2019 EN yes primary accessible No duplicate / newest version yes news and other recommendation yes interconnected evaluated accept
ZA7DDU6M A Semantic Web-Based Approach for Personalizing News Schouten, Kim; Ruijgrok, Philip; Borsje, Jethro; Frasincar, Flavius; Levering, Leonard; Hogenboom, Frederik10.1145/1774088.1774264conferencePaper Proceedings of the 2010 ACM Symposium on Applied Computing Hermes is an ontology-based framework for building news personalization services. This framework consists of a news classification phase, which classifies the news, a knowledge base updating phase, which keeps the knowledge base up-to-date, a news querying phase, allowing the user to search the news for concepts of interest, and a results presentation phase, showing the returned news items. The focus of this paper is on how to keep the knowledge base up-to-date. For this purpose, we elaborate on the updating phase that searches for key events in the news. Using rules based on patterns and actions, these events can be extracted and the knowledge base is updated. This is a semi-automatic process since user validation is required before updating the knowledge base.ontology; news personalization; semantic web 2010 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected can't tell accept
PRARHWZ7 Hermes: A Semantic Web-Based News Decision Support System Borsje, Jethro; Levering, Leonard; Frasincar, Flavius10.1145/1363686.1364258conferencePaper Proceedings of the 2008 ACM Symposium on Applied Computing The emergence of the Web has made more and more news items available, however only a small subset of these news items are relevant in a decision making process. Therefore decision makers need an information system that is capable of extracting a set of relevant news items automatically. This paper proposes a framework that provides decision makers with the ability to extract a set of news items related to specific concepts of interest. This is accomplished by creating a knowledge base and developing a system that classifies news with respect to the knowledge base.ontology; semantic web; decision support systems 2008 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected can't tell accept

FKAEVUCZ
RippleNet: Propagating User Preferences on the Knowledge Graph for Recommender 
Systems Wang, Hongwei; Zhang, Fuzheng; Wang, Jialin; Zhao, Miao; Li, Wenjie; Xie, Xing; Guo, Minyi10.1145/3269206.3271739conferencePaper Proceedings of the 27th ACM International Conference on Information and Knowledge ManagementTo address the sparsity and cold start problem of collaborative filtering, researchers usually make use of side information, such as social networks or item attributes, to improve recommendation performance. This paper considers the knowledge graph as the source of side information. To address the limitations of existing embedding-based and path-based methods for knowledge-graph-aware recommendation, we propose RippleNet, an end-to-end framework that naturally incorporates the knowledge graph into recommender systems. Similar to actual ripples propagating on the water, RippleNet stimulates the propagation of user preferences over the set of knowledge entities by automatically and iteratively extending a user's potential interests along links in the knowledge graph. The multiple "ripples" activated by a user's historically clicked items are thus superposed to form the preference distribution of the user with respect to a candidate item, which could be used for predicting the final clicking probability. Through extensive experiments on real-world datasets, we demonstrate that RippleNet achieves substantial gains in a variety of scenarios, including movie, book and news recommendation, over several state-of-the-art baselines.recommender systems; knowledge graph; preference propagation 2018 EN yes primary accessible No duplicate / newest version yes news and other recommendation yes interconnected evaluated accept

ATIJFU46 Multi-Task Feature Learning for Knowledge Graph Enhanced Recommendation Wang, Hongwei; Zhang, Fuzheng; Zhao, Miao; Li, Wenjie; Xie, Xing; Guo, Minyi10.1145/3308558.3313411conferencePaper The World Wide Web Conference Collaborative filtering often suffers from sparsity and cold start problems in real recommendation scenarios, therefore, researchers and engineers usually use side information to address the issues and improve the performance of recommender systems. In this paper, we consider knowledge graphs as the source of side information. We propose MKR, a Multi-task feature learning approach for Knowledge graph enhanced Recommendation. MKR is a deep end-to-end framework that utilizes knowledge graph embedding task to assist recommendation task. The two tasks are associated by crosscompress units, which automatically share latent features and learn high-order interactions between items in recommender systems and entities in the knowledge graph. We prove that crosscompress units have sufficient capability of polynomial approximation, and show that MKR is a generalized framework over several representative methods of recommender systems and multi-task learning. Through extensive experiments on real-world datasets, we demonstrate that MKR achieves substantial gains in movie, book, music, and news recommendation, over state-of-the-art baselines. MKR is also shown to be able to maintain satisfactory performance even if user-item interactions are sparse.Recommender systems; Knowledge graph; Multi-task learning 2019 EN yes primary accessible No duplicate / newest version yes news and other recommendation yes interconnected evaluated accept
FDIMS32U KRED: Knowledge-Aware Document Representation for News Recommendations Liu, Danyang; Lian, Jianxun; Wang, Shiyin; Qiao, Ying; Chen, Jiun-Hung; Sun, Guangzhong; Xie, Xing10.1145/3383313.3412237conferencePaper Fourteenth ACM Conference on Recommender Systems News articles usually contain knowledge entities such as celebrities or organizations. Important entities in articles carry key messages and help to understand the content in a more direct way. An industrial news recommender system contains various key applications, such as personalized recommendation, item-to-item recommendation, news category classification, news popularity prediction and local news detection. We find that incorporating knowledge entities for better document understanding benefits these applications consistently. However, existing document understanding models either represent news articles without considering knowledge entities (e.g., BERT) or rely on a specific type of text encoding model (e.g., DKN) so that the generalization ability and efficiency is compromised. In this paper, we propose KRED, which is a fast and effective model to enhance arbitrary document representation with a knowledge graph. KRED first enriches entities' embeddings by attentively aggregating information from their neighborhood in the knowledge graph. Then a context embedding layer is applied to annotate the dynamic context of different entities such as frequency, category and position. Finally, an information distillation layer aggregates the entity embeddings under the guidance of the original document representation and transforms the document vector into a new one. We advocate to optimize the model with a multi-task framework, so that different news recommendation applications can be united and useful information can be shared across different tasks. Experiments on a real-world Microsoft News dataset demonstrate that KRED greatly benefits a variety of news recommendation applications.knowledge graphs; knowledge-aware document representation; news recommender systems2020 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
353QQG4I Graph Based Techniques for User Personalization of News Streams Kumar, Saurabh; Kulkarni, Mayank10.1145/2522548.2523129conferencePaper Proceedings of the 6th ACM India Computing Convention In this paper, we address the problem of user personalization and recommendation of news streams. This involves 'learning' from past user behaviour, such as the articles she read or did not read and accurately predicting new articles which she would be most likely to read. Our contribution in this paper is the development of a new algorithm for news personalization using an adaptation of the classical nearest neighbour algorithm coupled with a knowledge graph which we create. This algorithm provides a powerful tool for user behaviour analysis as we demonstrate in subsequent sections. Using implicit user data like the articles that were read as well as the articles that weren't along with their position and distance in the graph, we rank new articles on the basis of the predicted interest of the user in the content of that article.user personalization; user recommendation 2013 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected can't tell accept
R8W5UJ2S DKN: Deep Knowledge-Aware Network for News Recommendation Wang, Hongwei; Zhang, Fuzheng; Xie, Xing; Guo, Minyi10.1145/3178876.3186175conferencePaper Proceedings of the 2018 World Wide Web Conference Online news recommender systems aim to address the information explosion of news and make personalized recommendation for users. In general, news language is highly condensed, full of knowledge entities and common sense. However, existing methods are unaware of such external knowledge and cannot fully discover latent knowledge-level connections among news. The recommended results for a user are consequently limited to simple patterns and cannot be extended reasonably. To solve the above problem, in this paper, we propose a deep knowledge-aware network (DKN) that incorporates knowledge graph representation into news recommendation. DKN is a content-based deep recommendation framework for click-through rate prediction. The key component of DKN is a multi-channel and word-entity-aligned knowledge-aware convolutional neural network (KCNN) that fuses semantic-level and knowledge-level representations of news. KCNN treats words and entities as multiple channels, and explicitly keeps their alignment relationship during convolution. In addition, to address users» diverse interests, we also design an attention module in DKN to dynamically aggregate a user»s history with respect to current candidate news. Through extensive experiments on a real online news platform, we demonstrate that DKN achieves substantial gains over state-of-the-art deep recommendation models. We also validate the efficacy of the usage of knowledge in DKN.deep neural networks; news recommendation; attention model; knowledge graph representation2018 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
QH3NDDFS Relating RSS News/Items Getahun, Fekade; Tekli, Joe; Chbeir, Richard; Viviani, Marco; Yetongnon, KokoubookSection Web Engineering Merging related RSS news (coming from one or different sources) is beneficial for end-users with different backgrounds (journalists, economists, etc.), particularly those accessing similar information. In this paper, we provide a practical approach to both: measure the relatedness, and identify relationships between RSS elements. Our approach is based on the concepts of semantic neighborhood and vector space model, and considers the content and structure of RSS news items.2009 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
7A8ACTXL Semantic-based recommendation method for sport news aggregation system Nguyen, Quang Minh; Nguyen, Thanh Tam; Cao, Tuan Dung10.1007/978-3-319-49944-4_3/FULLTEXT.HTMLjournalArticle Lecture Notes in Business Information Processing News on the Internet today plays an important role in helping people access daily information around the world. News aggregators are websites that collect and provide content from different sources in one location for easy viewing. However, the increasing number of news on the Internet makes it difficult for readers when they desire to access news they are concerned. One solution to this issue is based on employing recommender systems. In this research, we propose a novel method for news recommendation based on a combination of semantic similarity with content similarity between news and implement it as a feature of semantic-based news aggregators BKSport. Experimental results have shown that, a combination of both kind of similarity measures will result in better recommendation than when using either measure separately.2016 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept

67GZKNAL
Large-Scale Real-Time News Recommendation Based on Semantic Data Analysis and 
Users' Implicit andÂ Explicit Behaviors Ficel, Hemza; Haddad, Mohamed Ramzi; Baazaoui Zghal, Hajer10.1007/978-3-319-98398-1_17/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Online news portals constantly produce a huge amount of content about different events and topics. In such data streams scenarios, delivering relevant recommendations that best suit each user's interests is a challenging task. Indeed, tight-time constraints and highly dynamic conditions in these environments make traditional batch recommendation approaches ineffective. In this paper, we present a scalable news recommendation system that takes into account data semantics, trending topics, users' behaviors and the usage context in order to (1) model news articles, (2) infer users' preferences and (3) provide real-time suggestions. In fact, our proposal is based on the semantic analysis of news articles' content in order to extract relevant keywords and referenced named entities. This information is then used to model users' interests by analyzing their attitudes while interacting with the available content. Moreover, our proposition accounts for the temporal variance of a news article's utility by considering its freshness, popularity and attractiveness. To prove our proposition's quality, scalability and efficiency in real-time data streaming environments, it was evaluated during the CLEF-NEWSREEL challenge connecting recommender systems to an active large-scale news delivery platform. Experiment results show that our system produces high quality and reliable performances in such dynamic environments.News recommendation; Semantic analysis; Stream-based recommendation; Temporal recommender; Trends2018 EN yes primary accessible No duplicate / newest version yes only news recommendation can't tell can't tell evaluated accept

ZLUKZD44 Bing-CSF-IDF+: A Semantics-Driven Recommender System for News van Huijsduijnen, Lies Hooft; Hoogmoed, Thom; Keulers, Geertje; Langendoen, Edmar; Langendoen, Sanne; Vos, Tim; Hogenboom, Frederik; Frasincar, Flavius; Robal, Tarmo10.1007/978-3-030-54623-6_13/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science This work proposes the Bing-CSF-IDF+ recommender – a content-based recommender that makes use of semantic relationships, and combines the best features of our earlier introduced Bing-SF-IDF+ and CF-IDF+ systems. First, we make use of concepts and concept relationships from a domain ontology. Next, Bing-CSF-IDF+ employs the synsets and synset relationships from a semantic lexicon that have not been previously captured by the domain ontology. Last, named entities and their frequencies as provided by Bing – not present in the semantic lexicon and domain ontology – are utilized. Our experiments show that Bing-CSF-IDF+ significantly outperforms Bing-SF-IDF+ and CF-IDF+ on scores and Kappa statistics based on a news data set.2020 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
LUGDBFZJ Location-aware news recommendation using deep localized semantic analysis Chen, Cheng; Lukasiewicz, Thomas; Meng, Xiangwu; Xu, Zhenghua10.1007/978-3-319-55753-3_32/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)With the popularity of mobile devices and the quick growth of the mobile Web, users can now browse news wherever they want, so their news preferences are usually strongly correlated with their geographical contexts. Consequently, many research efforts have been put on location-aware news recommendation; the explored approaches can mainly be divided into physical distance-based and geographical topicbased ones. As for geographical topic-based location-aware news recommendation, ELSA is the state-of-the-art geographical topic model: it has been reported to outperform many other topic models, e.g., BOW, LDA, and ESA. However, the Wikipedia-based topic space in ELSA suffers from the problems of high dimensionality, sparsity, and redundancy, which greatly degrade the recommendation performance of ELSA. Therefore, to overcome these problems, in this work, we propose three novel geographical topic feature models, CLSA, ALSA, and DLSA, which integrate clustering, autoencoders, and recommendation-oriented deep neural networks, respectively, with ELSA to extract dense, abstract, low dimensional, and effective topic features from the Wikipedia-based topic space for the representation of news and locations. Experimental results show that (i) CLSA, ALSA, and DLSA all greatly outperform the stateof-the-art geographical topic model, ELSA, in location-aware news recommendation in terms of both the recommendation effectiveness and efficiency; (ii) Deep Localized Semantic Analysis (DLSA) achieves the most significant improvements: its precision, recall, MRR, and MAP are all about 3 times better than those of ELSA; while its recommendation time-cost is only about 1/29 of that of ELSA; and (iii) DLSA, ALSA, and CLSA can also remedy the “cold-start” problem by uncovering users' latent news preferences at new locations.Autoencoders; Deep neural networks; Explicit semantic analysis; Location-aware news recommendation2017 EN yes primary accessible No duplicate / newest version yes only news recommendation can't tell can't tell evaluated accept
HZFWHDP6 Semantics-Enabled User Interest Detection from Twitter Zarrinkalam, Fattane; Fani, Hossein; Bagheri, Ebrahim; Kahani, Mohsen; Du, Weichang10.1109/WI-IAT.2015.182conferencePaper 2015 IEEE/WIC/ACM International Conference on Web Intelligence and Intelligent Agent Technology (WI-IAT)Social networks enable users to freely communicate with each other and share their recent news, ongoing activities or views about different topics. As a result, user interest detection from social networks has been the subject of increasing attention. Some recent works have proposed to enrich social posts by annotating them with unambiguous relevant ontological concepts extracted from external knowledge bases and model user interests as a bag of concepts. However, in the bag of concepts approach, each topic of interest is represented as an individual concept that is already predefined in the knowledge base. Therefore, it is not possible to infer fine-grained topics of interest, which are only expressible through a collection of multiple concepts or emerging topics, which are not yet defined in the knowledge base. To address these issues, we view each topic of interest as a conjunction of several concepts, which are temporally correlated on Twitter. Based on this, we extract active topics within a given time interval and determine a users inclination towards these active topics. We demonstrate the effectiveness of our approach in the context of a personalized news recommendation system. We show through extensive experimentation that our work is able to improve the state of the art.Feature extraction; Semantics; Semantic Web; Twitter; Electronic publishing; Encyclopedias; Semantic Annotation; Social Network Analysis; User Interest Detection2015 EN yes primary No duplicate / newest version yes only news recommendation can't tell can't tell evaluated accept
XSAN663D News Recommendation based on Semantic Relations between Events Yoko, Ryohei; Kawamura, Takahiro; Sei, Yuichi; Tahara, Yasuyuki; Ohsuga, AkihikoconferencePaper Workshop and Poster Proceedings of the 4th Joint International Semantic Technology Conference, JIST 2014, Chiang Mai, Thailand, November 9-11, 2014 2014 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected can't tell accept
8TUXN3GQ Semantic Network-driven News Recommender Systems: a Celebrity Gossip Use Case Fossati, Marco; Giuliano, Claudio; Tummarello, GiovanniconferencePaper Proceedings of the International Workshop on Semantic Technologies meet Recommender Systems & Big Data, Boston, USA, November 11, 2012 2012 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
CCMVDMSD Exploiting big data for enhanced representations in content-based recommender systems Narducci, Fedelucio; Musto, Cataldo; Semeraro, Giovanni; Lops, Pasquale; de Gemmis, Marco10.1007/978-3-642-39878-0_17journalArticle Lecture Notes in Business Information Processing The recent explosion of Big Data is offering new chances and challenges to all those platforms that provide personalized access to information sources, such as recommender systems and personalized search engines. In this context, social networks are gaining more and more interests since they represent a perfect source to trigger personalization tasks. Indeed, users naturally leave on these platforms a lot of data about their preferences, feelings, and friendships. Hence, those data are really valuable for addressing the cold start problem of recommender systems. On the other hand, since content shared on social networks is noisy and heterogeneous, information extracted must be hardly processed to build user profiles that can effectively mirror user interests and needs. In this paper we investigated the effectiveness of external knowledge derived from Wikipedia in representing both documents and user profiles in a recommendation scenario. Specifically, we compared a classical keyword-based representation with two techniques that are able to map unstructured text with Wikipedia pages. The advantage of using this representation is that documents and user profiles become richer, more human-readable, less noisy, and potentially connected to the Linked Open Data (lod) cloud. The goal of our preliminary experimental evaluation was twofolds: 1) to define the representation that best reflects user preferences; 2) to define the representation that provides the best predictive accuracy. We implemented a news recommender for a preliminary evaluation of our model. We involved more than 50 Facebook and Twitter users and we demonstrated that the encyclopedic-based representation is an effective way for modeling both user profiles and documents. © Springer-Verlag Berlin Heidelberg 2013.Recommender system; User profiling; Personalization; Twitter; Facebook; Explicit semantic analysis; Social network analysis2013 EN yes primary No duplicate / newest version yes only news recommendation yes interconnected evaluated accept

YDBL3M5Y
A Method to Manage the Precision Difference between Items and Profiles: In a Context of 
Content-Based Recommender System and Vector Space Model Werner, David; Cruz, Christophe10.1109/SITIS.2013.62conferencePaper 2013 International Conference on Signal-Image Technology Internet-Based SystemsContractors, commercial and business decision-makers need economical information to drive their decisions. The production and distribution of a press review about French regional economic actors represents a tool for prospecting partners and competitors for the businessman. Our goal is to propose a customized review for each user, thus reducing the overload of useless information. Several news recommendation systems already exist. The usefulness of external knowledge sources to improve the process has already been explained in information retrieval. The system's knowledge base includes the domain knowledge used during the recommendation process. Our recommender system's architecture is standard, but during the indexing task, the representations for each article's content and for each interest from the users' profiles created are based on this domain knowledge. Articles and Profiles are semantically defined in the Knowledge base via concepts, instances and relations. This paper deals with the relevance measure, a critical sub-task in recommendation systems and the relationships between this metric and similarity concepts. The Vector Space Model is a well-known model used for relevance ranking. First, the problem exposed here concerns the use of the standard VSM method along with our indexing method. Then, we test our approach by means of practical tests, such as classic precision recall, and more specific evaluation methods to compare ranking results. Finally, we expose evaluation results of our recommendation algorithm and discuss the case of multilabeled items.Recommender systems; Ontologies; recommendation; recommender system; news; Indexing; domain ontology; indexing; knowledge base; ontologies; vector space model; Vectors; Knowledge based systems; Companies; Economics2013 EN yes primary No duplicate / newest version yes only news recommendation yes interconnected evaluated accept

ZFG23WBC MUKG: Unifying Multi-Task and Knowledge Graph Method for Recommender System Sun, Jingyu; BILLA SHAGAR, M D MASUM10.1145/3421558.3421561conferencePaper 2020 2nd International Conference on Image Processing and Machine Vision Recommendation systems (RS) are automated mechanisms designed exclusively to prescribe desired products scientifically based on the preferences of the consumer. The users' interest would be either implied or precisely defined by the processes. Implicit meta-data collections merely provide all the possible detection of usage profiles. Recommendations may produce predominantly based on consumer anticipations, item features, user-interactions among other contextual factors. In popular RS techniques, collaborative filtering stoically endures from sparsity as well as cold start problems. To adequately address the key issues, many academic studies subtly manipulate feature learning to positively enhance the exceptional performance of RS. This paper ponders the Knowledge Graph to serve as the source of heterogeneous information. We introduce the MUKG a unifying framework based on multi-task feature learning and Knowledge graph to improve tremendously the recommendation. The MUKG represents a deep succeeding framework that appropriates the knowledge graph representation task to support the recommendation task. We develop a Mapping Layer Network and two inter-link tasks that learn precisely higher-order interactions between specific items and entities. We convincingly demonstrate MUKG represents a comprehensive framework incorporating many representative methods of RS along with multi-task learning. Through extensive experiments on four pragmatic datasets, we profusely illustrate that the potency of the MUKG over different newfangled touchstone. Precisely, our developed model properly obtains average Accuracy accumulations of 11.6%, 11.5%, 12.7%, and 8.7% in movies, books, music and news recommendation, individually.Recommendation System; Knowledge Graph; Multi-task Learning 2020 EN yes primary No duplicate / newest version yes news and other recommendation yes interconnected evaluated accept
4DG7H9KD Evaluation of an ontology-content based filtering method for a personalized newspaper Maidel, Veronica; Shoval, Peretz; Shapira, Bracha; Taieb-Maimon, MeiravconferencePaper Proceedings of the 2008 ACM conference on Recommender systems 2008 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
G4KBPUZV A semantic approach for news recommendation Frasincar, Flavius; IJntema, Wouter; Goossen, Frank; Hogenboom, FrederikbookSection Business Intelligence Applications and the Web: Models, Systems and Technologies 2012 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept
6HWR68DR Enriching ontological user profiles with tagging history for multi-domain recommendations Cantador, Iván; Szomszor, Martin; Alani, Harith; Fernández, Miriam; Castells, PablojournalArticle CISWeb 2008 2008 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept

8HV6CSSH
An enhanced semantic layer for hybrid recommender systems: Application to news 
recommendation Cantador, Iván; Castells, Pablo; Bellogín, AlejandrojournalArticle International Journal on Semantic Web and Information Systems (IJSWIS) 2011 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected evaluated accept

XF9BGUD2
Ontology importance towards enhancing suggestions in a news recommender system for a 
financial investor Bresfelean, Vasile Paul; Bresfelean, Mihaela; Ghiran, Ana Maria10.1007/978-3-642-24731-6_18journalArticle Communications in Computer and Information Science In terms of the current information society, where news and information generally run at a remarkable speed, it is imperative that the events of capital importance for the world economy (and others fields) to be available and disseminated in real time. Thus, we refer to news that may influence in a large manner the stock quotes, forex, oil quotes and so on. In view of the fact that the Internet abounds in news, in our on-going research (under grant TE 316 "Intelligent methods for decision fundamentation on stock market transactions, based on public information") we seek to propose a solution for extracting news vital information, its interpretation in real time, followed by suggesting possible decisional alternatives to the representatives involved in the stock exchange market. We put forward in the present paper our starting ideas for a conceptual model for a semantic Web news search, which encompasses multi-agent technologies, semantic Web, text search and mining, RSS news feeds. © 2011 Springer-Verlag.multi-agent systems; News; ontology; Semantic Web; splogs; text mining2011 EN yes primary accessible No duplicate / newest version no can't tell can't tell can't tell reject

6PUC8XSU Leveraging linked data analysis for semantic recommender systems Thalhammer, Andreas 10.1007/978-3-642-30284-8_64journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Traditional (Web) link analysis focuses on statistical analysis of links in order to identify "influencial" or "authorative" Web pages like it is done in PageRank, HITS and their variants [10]. Although these techniques are still considered as the backbone of many search engines, the analysis of usage data has gained high importance during recent years [12]. With the arrival of linked data (LD), in particular Linked Open Data (LOD), new information relating to what actually connects different vertices is available. This information can be leveraged in order to develop new techniques that efficiently combine linked data analysis with personalization for identifying not only relevant, but also diverse and even missing information. © 2012 Springer-Verlag.2012 EN yes primary accessible No duplicate / newest version yes other recommendation yes interconnected can't tell reject

FJGQR5EF
A neural user preference modeling framework for recommendation based on knowledge 
graph Zhu, Guiming; Bin, Chenzhong; Gu, Tianlong; Chang, Liang; Sun, Yanpeng; Chen, Wei; Jia, Zhonghao10.1007/978-3-030-29908-8_14/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)To address the data sparsity and cold start problems in the traditional recommender systems, lots of researchers aim at incorporating knowledge graphs (KG) into recommender systems to enhance the recommendation performance. However, existing efforts mainly rely on hand-engineered features from KG (e.g., meta paths), which requires domain knowledge. What's more, as relations are usually excluded from meta paths, they hardly specify the holistic semantics of paths. To address the limitations of existing methods, we propose an end-to-end neural user preference modeling framework (UPM) to incorporate features of entity and relation of KG into the representations of users and items, so as to learn user latent interests precisely. Specifically, UPM first propagate user's interests along links between entities in KG iteratively to learn user's potential preferences for the item. Furthermore, these preference features are dynamically during the preference propagation process. That is to say, the importance of these preference features to characterize user is different. Therefore, an attention network is used in UPM to calculate the influence of preference features at different propagating stages, then the final preference vector of the user is calculated from the preference features and the corresponding weights. Lastly, the final prediction probability of user-item interaction is obtained by inner product operation between the embedding of item and user. To evaluate our framework, extensive experiments on two real-world datasets demonstrate significant performance improvements over state-of-the-art methods.Recommender systems; Knowledge graph; Preference propagation; User modeling2019 EN yes primary accessible No duplicate / newest version yes other recommendation yes interconnected evaluated reject

PVAKDLTU Bootstrapping an online news knowledge base Hoxha, Klesti; Baxhaku, Artur; Ninka, Ilia10.1007/978-3-319-38791-8_37/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)News retrieval systems facilitate the process of quickly learning about events or stories reported in various online news providers. The traditional approach involves clustering articles that report about the same event using bag-of-words or concept based similarity measures, and offering personalized recommendations using various user modeling approaches. Knowledge bases have been extensively used in the recent years for powering search engines on entity based searches. The success of this approach, demonstrated by a now de-facto way of searching and browsing offered by commercial search engines and mobile applications, has created the need to incorporate semantic capabilities to news retrieval systems. In this paper we present a proposal for creating a knowledge base of entities, events and facts reported in Albanian online news providers. We aim to provide a news stream processing pipeline based in generally available open source toolkits and state-of-the-art research works about event and fact oriented knowledge bases.Event mining; Fact extraction; News retrieval; Semantic news 2016 EN yes primary accessible No duplicate / newest version no only news other yes reject creation of KB of entities and events from online news
76FQJIUX SERUM: Collecting semantic user behavior for improved news recommendations Plumbaum, Till; Lommatzsch, Andreas; De Luca, Ernesto William; Albayrak, Sahin10.1007/978-3-642-28509-7_37journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)How can semantic data and semantic technologies be leveraged for personalization and recommendation services? In this paper, we present SERUM (Semantic Recommendations based on large unstructured datasets), a news recommendation system that utilizes semantic technologies to collect implicit user behavior and to build semantic user models. These models, combined with large-scale semantic datasets, are then used to compute personalized news recommendations using graph-based algorithms. We introduce the building blocks of SERUM for the semantic data management, personalization and recommendation, with the main focus on the implicit user behavior collection. Therefore, our system uses RDFa to collect meaningful user behavior and a self-developed user behavior ontology (the User Behavior Ontology, in short UBO) to build semantic user behavior models. The main contribution of this work is the introduction of the UBO and the associated semantic user tracking and modeling process. © 2012 Springer-Verlag.graph based recommender; news personalization; semantic recommendation; user behavior2012 accessible No duplicate / newest version yes only news recommendation can't tell not evaluated reject
5WDDXH3M Application of News Features in News Recommendation Methods: A Survey Qin, Jing; Lu, Peng 10.1007/978-981-15-7984-4_9/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science In recent years, many traditional news websites developed corresponding recommendation systems to cater to readers' interests and news recommendation systems are widely applied in traditional PCs and mobile devices. News recommendation system has become a critical research hotspot in the field of recommendation system. As News contains more text information, it is more helpful to improve the recommendation effect to obtain the content related to news features (location, time, events) from the news. This survey summarizes news features-based recommendation methods including location-based news recommendation methods, time-based news recommendation methods, events-based news recommendation methods. It helps researchers to know the application of news features in news recommendation methods. Also, this suvery summarizes the challenges faced by the news recommendation system and the future research direction.Recommendation system; News recommendation; News features 2020 secondary No duplicate / newest version reject
S7V9QKYR Taxonomy based personalized news recommendation: Novelty and diversity Rao, Junyang; Jia, Aixia; Feng, Yansong; Zhao, Dongyan10.1007/978-3-642-41230-1_18journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Recommender systems are designed to help users quickly access large volumes of information according to their profiles. Most previous works in recommender systems have put their emphasis on the accuracy of finding the most similar items according to a user's profile, while often ignoring other aspects that may affect users' experiences in practice, e.g., the novelty and diversity issues within a recommendation list. In this paper, we focus on utilizing taxonomic knowledge extracted from an online encyclopedia to boost a content-based personalized news recommender system without much human involvement. Given a recommendation list, we improve a user's satisfaction by introducing the taxonomy based novelty and diversity metrics to include novel, but potentially related items into the list, and filter out redundant ones. The experimental results show that the coarse grained knowledge resources can help a content-based news recommender system provides accurate as well as user-oriented recommendations. © 2013 Springer-Verlag.Novelty and Diversity; Online Encyclopedia; Personalized Recommender System; Taxonomy2013 EN yes primary accessible No duplicate / newest version yes only news other yes interconnected evaluated reject
V5QDX6TD A personalized news recommendation system based on tag dependency graph Ai, Pengqiang; Xiao, Yingyuan; Zhu, Ke; Wang, Hongya; Hsu, Ching Hsien10.1007/978-3-319-21042-1_68journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)The tags of news articles give readers the most important and relevant information regarding the news articles, which are more useful than a simple bag of keywords extracted from news articles. Moreover, latent dependency among tags can be used to assign tags with different weight. Traditional content-based recommendation engines have largely ignored the latent dependency among tags. To solve this problem, we implemented a prototype system called PRST, which is presented in this paper. PRST builds a tag dependency graph to capture the latent dependency among tags. The demonstration shows that PRST makes news recommendation more effectively.2015 EN yes primary accessible No duplicate / newest version yes only news recommendation no no interconnection can't tell reject
FWH8L46N PRTIRG: A Knowledge Graph for People-Readable Threat Intelligence Recommendation Du, Ming; Jiang, Jun; Jiang, Zhengwei; Lu, Zhigang; Du, Xiangyu10.1007/978-3-030-29551-6_5/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)People-Readable Threat Intelligence (PRTI) recommender Systems aim to address the problem of information explosion of PRTIs and make personalized recommendation for users. In general, PRTI is highly condensed, and consists of security items, network entities and emerging hacker organizations, attacks, etc. PRTI may also contain many Machine-Readable Threat Intelligence (MRTI). However, existing methods are unaware of such external knowledge and cannot fully discover latent knowledge-level connections among PRTIs. Under this scenario, the existing generic knowledge graphs will introduce too much noise and can not consider the entity relationship in terms of the attack chain. To solve the problems above, in this paper, we propose a knowledge graph for People-Readable Threat Intelligence recommendation (PRTIRG) and incorporates knowledge graph representation into PRTI recommender system for click-through prediction. The key components of PRTIRG are the denoising entity extraction module and the knowledge-aware long short-term memory neural network (KLSTM). Through extensive experiments on real-world datasets, we demonstrate that the PRTIRG is more effective and accurate than baselines.Denoising entity extraction; Knowledge graph; Knowledge-aware long short-term memory neural network; People-Readable Threat Intelligence recommendation2019 EN yes primary accessible No duplicate / newest version yes other recommendation yes interconnected evaluated reject People-Readable Threat Intelligence (PRTI) recommender Systems

VYIU2NXU
CLEF 2017 newsREEL Overview: A stream-based recommender task for evaluation and 
education Lommatzsch, Andreas; Kille, Benjamin; Hopfgartner, Frank; Larson, Martha; Brodt, Torben; Seiler, Jonas; Özgöbek, Özlem10.1007/978-3-319-65813-1_23journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)News recommender systems provide users with access to news stories that they find interesting and relevant. As other online, stream-based recommender systems, they face particular challenges, including limited information on users' preferences and also rapidly fluctuating item collections. In addition, technical aspects, such as response time and scalability, must be considered. Both algorithmic and technical considerations shape working requirements for real-world recommender systems in businesses. NewsREEL represents a unique opportunity to evaluate recommendation algorithms and for students to experience realistic conditions and to enlarge their skill sets. The NewsREEL Challenge requires participants to conduct data-driven experiments in NewsREEL Replay as well as deploy their best models into NewsREEL Live's ‘living lab'. This paper presents NewsREEL 2017 and also provides insights into the effectiveness of NewsREEL to support the goals of instructors teaching recommender systems to students. We discuss the experiences of NewsREEL participants as well as those of instructors teaching recommender systems to students, and in this way, we showcase NewsREEL's ability to support the education of future data scientists.Recommender systems; News; Evaluation; Living lab; Stream-based recommender2017 EN yes secondary No duplicate / newest version reject

I4V484E2
CLEF 2017 newsREEL Overview: A stream-based recommender task for evaluation and 
education Lommatzsch, Andreas; Kille, Benjamin; Hopfgartner, Frank; Larson, Martha; Brodt, Torben; Seiler, Jonas; Özgöbek, Özlem10.1007/978-3-319-65813-1_23/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)News recommender systems provide users with access to news stories that they find interesting and relevant. As other online, stream-based recommender systems, they face particular challenges, including limited information on users' preferences and also rapidly fluctuating item collections. In addition, technical aspects, such as response time and scalability, must be considered. Both algorithmic and technical considerations shape working requirements for real-world recommender systems in businesses. NewsREEL represents a unique opportunity to evaluate recommendation algorithms and for students to experience realistic conditions and to enlarge their skill sets. The NewsREEL Challenge requires participants to conduct data-driven experiments in NewsREEL Replay as well as deploy their best models into NewsREEL Live's ‘living lab'. This paper presents NewsREEL 2017 and also provides insights into the effectiveness of NewsREEL to support the goals of instructors teaching recommender systems to students. We discuss the experiences of NewsREEL participants as well as those of instructors teaching recommender systems to students, and in this way, we showcase NewsREEL's ability to support the education of future data scientists.Recommender systems; News; Evaluation; Living lab; Stream-based recommender2017 Duplicate: Same VYIU2NXU reject

6VJT7WQ9 A survey of recommender systems in twitter Kywe, Su Mon; Lim, Ee Peng; Zhu, Feida10.1007/978-3-642-35386-4_31journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Twitter is a social information network where short messages or tweets are shared among a large number of users through a very simple messaging mechanism. With a population of more than 100M users generating more than 300M tweets each day, Twitter users can be easily overwhelmed by the massive amount of information available and the huge number of people they can interact with. To overcome the above information overload problem, recommender systems can be introduced to help users make the appropriate selection. Researchers have began to study recommendation problems in Twitter but their works usually address individual recommendation tasks. There is so far no comprehensive survey for the realm of recommendation in Twitter to categorize the existing works as well as to identify areas that need to be further studied. The paper therefore aims to fill this gap by introducing a taxonomy of recommendation tasks in Twitter, and to use the taxonomy to describe the relevant works in recent years. The paper further presents the datasets and techniques used in these works. Finally, it proposes a few research directions for recommendation tasks in Twitter.Recommender systems; Personalization; Twitter 2012 secondary No duplicate / newest version reject
2WURF9AE Parallel implementation of a bug report assignment recommender using deep learning Florea, Adrian Cătălin; Anvik, John; Andonie, Răzvan10.1007/978-3-319-68612-7_8/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)For large software projects which receive many reports daily, assigning the most appropriate developer to fix a bug from a large pool of potential developers is both technically difficult and time-consuming. We introduce a parallel, highly scalable recommender system for bug report assignment. From a machine learning perspective, the core of such a system consists of a multi-class classification process using characteristics of a bug, like textual information and other categorical attributes, as features and the most appropriate developer as the predicted class. We use alternatively two Deep Learning classifiers: Convolutional and Recurrent Neural Networks. The implementation is realized on an Apache Spark engine, running on IBM Power8 servers. The experiments use real-world data from the Netbeans, Eclipse and Mozilla projects.2017 EN yes primary No duplicate / newest version yes other recommendation no reject
K3HZH6ZG Parallel implementation of a bug report assignment recommender using deep learning Florea, Adrian Cătălin; Anvik, John; Andonie, Răzvan10.1007/978-3-319-68612-7_8journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)For large software projects which receive many reports daily, assigning the most appropriate developer to fix a bug from a large pool of potential developers is both technically difficult and time-consuming. We introduce a parallel, highly scalable recommender system for bug report assignment. From a machine learning perspective, the core of such a system consists of a multi-class classification process using characteristics of a bug, like textual information and other categorical attributes, as features and the most appropriate developer as the predicted class. We use alternatively two Deep Learning classifiers: Convolutional and Recurrent Neural Networks. The implementation is realized on an Apache Spark engine, running on IBM Power8 servers. The experiments use real-world data from the Netbeans, Eclipse and Mozilla projects.2017 Duplicate: Same 2WURF9AE reject
8SZB7324 Recommendations in location-based social networks: a survey Bao, Jie; Zheng, Yu; Wilkie, David; Mokbel, Mohamed10.1007/S10707-014-0220-8/FULLTEXT.HTMLjournalArticle GeoInformatica Recent advances in localization techniques have fundamentally enhanced social networking services, allowing users to share their locations and location-related contents, such as geo-tagged photos and notes. We refer to these social networks as location-based social networks (LBSNs). Location data bridges the gap between the physical and digital worlds and enables a deeper understanding of users' preferences and behavior. This addition of vast geo-spatial datasets has stimulated research into novel recommender systems that seek to facilitate users' travels and social interactions. In this paper, we offer a systematic review of this research, summarizing the contributions of individual efforts and exploring their relations. We discuss the new properties and challenges that location brings to recommender systems for LBSNs. We present a comprehensive survey analyzing 1) the data source used, 2) the methodology employed to generate a recommendation, and 3) the objective of the recommendation. We propose three taxonomies that partition the recommender systems according to the properties listed above. First, we categorize the recommender systems by the objective of the recommendation, which can include locations, users, activities, or social media. Second, we categorize the recommender systems by the methodologies employed, including content-based, link analysis-based, and collaborative filtering-based methodologies. Third, we categorize the systems by the data sources used, including user profiles, user online histories, and user location histories. For each category, we summarize the goals and contributions of each system and highlight the representative research effort. Further, we provide comparative analysis of the recommender systems within each category. Finally, we discuss the available data-sets and the popular methods used to evaluate the performance of recommender systems. Finally, we point out promising research topics for future work. This article presents a panorama of the recommender systems in location-based social networks with a balanced depth, facilitating research into this important research theme.Recommender systems; Location-based services; Activity recommendations; Community discoveries; Friend recommendations; Location recommendations; Location-based social networks; Social media recommendations2015 secondary No duplicate / newest version reject
IMMPCMU6 User behavior mining on social media: a systematic literature review Safari, Rahebeh Mojtahedi; Rahmani, Amir Masoud; Alizadeh, Sasan H.10.1007/S11042-019-08046-6/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications User behavior mining on Social Media (UBMSM) is the process of representing, analyzing, and extracting operational and behavioral patterns from user behavioral data in social media. It discusses theories and methodologies from different disciplines such as combining theorems and techniques from computer science, data mining, machine learning, social network analysis, and other related disciplines. User behavior mining provides a deep understanding of user behavioral data such that we observe not only individual behavioral patterns, but also interaction and communication among users by considering collective behavior of users. The aim of this study is to provide a systematic literature review on the significant aspects and approaches in addressing user behavior mining on social media. A systematic literature review was performed to find the related literature, and 174 articles were selected as primary studies. We classified the surveyed studies into four categories based on their focused area: users, user-generated content, the structure of network that content spreads on it and information diffusion. The majority of the primary articles focus on user aspect (66%); 6% of them focus on content aspect; 6% of them focus on network structure aspect, 22% of them focus on information diffusion aspect.Social media; Systematic literature review; Behavioral data; Collective behavior; Individual behavior; Information diffusion; User behavior mining; User-generated content2019 secondary No duplicate / newest version reject
P6AQ9JAP Inferring user interests in microblogging social networks: a survey Piao, Guangyuan; Breslin, John G.10.1007/S11257-018-9207-8/FULLTEXT.HTMLjournalArticle User Modeling and User-Adapted Interaction With the growing popularity of microblogging services such as Twitter in recent years, an increasing number of users are using these services in their daily lives. The huge volume of information generated by users raises new opportunities in various applications and areas. Inferring user interests plays a significant role in providing personalized recommendations on microblogging services, and also on third-party applications providing social logins via these services, especially in cold-start situations. In this survey, we review user modeling strategies with respect to inferring user interests from previous studies. To this end, we focus on four dimensions of inferring user interest profiles: (1) data collection, (2) representation of user interest profiles, (3) construction and enhancement of user interest profiles, and (4) the evaluation of the constructed profiles. Through this survey, we aim to provide an overview of state-of-the-art user modeling strategies for inferring user interest profiles on microblogging social networks with respect to the four dimensions. For each dimension, we review and summarize previous studies based on specified criteria. Finally, we discuss some challenges and opportunities for future work in this research domain.Recommender systems; User modeling; Personalization; Twitter; Survey; Social networks; Information filtering; Microblogging; Social web; User interests; User profiles2018 secondary No duplicate / newest version reject
HCFC9VYU Natural language based financial forecasting: a survey Xing, Frank Z.; Cambria, Erik; Welsch, Roy E.10.1007/S10462-017-9588-9/FULLTEXT.HTMLjournalArticle Artificial Intelligence Review Natural language processing (NLP), or the pragmatic research perspective of computational linguistics, has become increasingly powerful due to data availability and various techniques developed in the past decade. This increasing capability makes it possible to capture sentiments more accurately and semantics in a more nuanced way. Naturally, many applications are starting to seek improvements by adopting cutting-edge NLP techniques. Financial forecasting is no exception. As a result, articles that leverage NLP techniques to predict financial markets are fast accumulating, gradually establishing the research field of natural language based financial forecasting (NLFF), or from the application perspective, stock market prediction. This review article clarifies the scope of NLFF research by ordering and structuring techniques and applications from related work. The survey also aims to increase the understanding of progress and hotspots in NLFF, and bring about discussions across many different disciplines.Computational finance; Financial forecasting; Knowledge engineering; Natural language processing; Predictive analytics; Text mining2018 secondary No duplicate / newest version reject
DM3QQLGP A survey of autoencoder-based recommender systems Zhang, Guijuan; Liu, Yang; Jin, Xiaoning10.1007/S11704-018-8052-6journalArticle Frontiers of Computer Science In the past decade, recommender systems have been widely used to provide users with personalized products and services. However, most traditional recommender systems are still facing a challenge in dealing with the huge volume, complexity, and dynamics of information. To tackle this challenge, many studies have been conducted to improve recommender system by integrating deep learning techniques. As an unsupervised deep learning method, autoencoder has been widely used for its excellent performance in data dimensionality reduction, feature extraction, and data reconstruction. Meanwhile, recent researches have shown the high efficiency of autoencoder in information retrieval and recommendation tasks. Applying autoencoder on recommender systems would improve the quality of recommendations due to its better understanding of users' demands and characteristics of items. This paper reviews the recent researches on autoencoder-based recommender systems. The differences between autoencoder-based recommender systems and traditional recommender systems are presented in this paper. At last, some potential research directions of autoencoder-based recommender systems are discussed.deep learning; data mining; recommender system; autoencoder 2020 secondary No duplicate / newest version reject
RSGYGELP In AI we trust? Perceptions about automated decision-making by artificial intelligence Araujo, Theo; Helberger, Natali; Kruikemeier, Sanne; de Vreese, Claes H.10.1007/S00146-019-00931-W/FULLTEXT.HTMLjournalArticle AI and Society Fueled by ever-growing amounts of (digital) data and advances in artificial intelligence, decision-making in contemporary societies is increasingly delegated to automated processes. Drawing from social science theories and from the emerging body of research about algorithmic appreciation and algorithmic perceptions, the current study explores the extent to which personal characteristics can be linked to perceptions of automated decision-making by AI, and the boundary conditions of these perceptions, namely the extent to which such perceptions differ across media, (public) health, and judicial contexts. Data from a scenario-based survey experiment with a national sample (N = 958) show that people are by and large concerned about risks and have mixed opinions about fairness and usefulness of automated decision-making at a societal level, with general attitudes influenced by individual characteristics. Interestingly, decisions taken automatically by AI were often evaluated on par or even better than human experts for specific decisions. Theoretical and societal implications about these findings are discussed.Artificial intelligence; Algorithmic appreciation; Algorithmic fairness; Automated decision-making; User perceptions2020 No duplicate / newest version no reject

58L98ENB
Recommendation system based on deep learning methods: a systematic review and new 
directions Da'u, Aminu; Salim, Naomie10.1007/S10462-019-09744-1/FULLTEXT.HTMLjournalArticle Artificial Intelligence Review These days, many recommender systems (RS) are utilized for solving information overload problem in areas such as e-commerce, entertainment, and social media. Although classical methods of RS have achieved remarkable successes in providing item recommendations, they still suffer from many issues such as cold start and data sparsity. With the recent achievements of deep learning in various applications such as Natural Language Processing (NLP) and image processing, more efforts have been made by the researchers to exploit deep learning methods for improving the performance of RS. However, despite the several research works on deep learning based RS, very few secondary studies were conducted in the field. Therefore, this study aims to provide a systematic literature review (SLR) of deep learning based RSs that can guide researchers and practitioners to better understand the new trends and challenges in the field. This paper is the first SLR specifically on the deep learning based RS to summarize and analyze the existing studies based on the best quality research publications. The paper particularly adopts an SLR approach based on the standard guidelines of the SLR designed by Kitchemen-ham which uses selection method and provides detail analysis of the research publications. Several publications were gathered and after inclusion/exclusion criteria and the quality assessment, the selected papers were finally used for the review. The results of the review indicated that autoencoder (AE) models are the most widely exploited deep learning architectures for RS followed by the Convolutional Neural Networks (CNNs) and the Recurrent Neural Networks (RNNs) models. Also, the results showed that Movie Lenses is the most popularly used datasets for the deep learning-based RS evaluation followed by the Amazon review datasets. Based on the results, the movie and e-commerce have been indicated as the most common domains for RS and that precision and Root Mean Squared Error are the most commonly used metrics for evaluating the performance of the deep leaning based RSs.Deep learning; Recommender system; Collaborative filtering; Survey; Systematic literature review2020 secondary No duplicate / newest version reject

BVNDSXTE Towards reproducibility in recommender-systems research Beel, Joeran; Breitinger, Corinna; Langer, Stefan; Lommatzsch, Andreas; Gipp, Bela10.1007/S11257-016-9174-X/FULLTEXT.HTMLjournalArticle User Modeling and User-Adapted Interaction Numerous recommendation approaches are in use today. However, comparing their effectiveness is a challenging task because evaluation results are rarely reproducible. In this article, we examine the challenge of reproducibility in recommender-system research. We conduct experiments using Plista's news recommender system, and Docear's research-paper recommender system. The experiments show that there are large discrepancies in the effectiveness of identical recommendation approaches in only slightly different scenarios, as well as large discrepancies for slightly different approaches in identical scenarios. For example, in one news-recommendation scenario, the performance of a content-based filtering approach was twice as high as the second-best approach, while in another scenario the same content-based filtering approach was the worst performing approach. We found several determinants that may contribute to the large discrepancies observed in recommendation effectiveness. Determinants we examined include user characteristics (gender and age), datasets, weighting schemes, the time at which recommendations were shown, and user-model size. Some of the determinants have interdependencies. For instance, the optimal size of an algorithms' user model depended on users' age. Since minor variations in approaches and scenarios can lead to significant changes in a recommendation approach's performance, ensuring reproducibility of experimental results is difficult. We discuss these findings and conclude that to ensure reproducibility, the recommender-system community needs to (1) survey other research fields and learn from them, (2) find a common understanding of reproducibility, (3) identify and understand the determinants that affect reproducibility, (4) conduct more comprehensive experiments, (5) modernize publication practices, (6) foster the development and use of recommendation frameworks, and (7) establish best-practice guidelines for recommender-systems research.Recommender systems; Evaluation; Experimentation; Reproducibility 2016 No duplicate / newest version no reject
4P5HBE6M Methods for web revisitation prediction: survey and experimentation Papadakis, George; Kawase, Ricardo; Herder, Eelco; Nejdl, Wolfgang10.1007/S11257-015-9161-7/FULLTEXT.HTMLjournalArticle User Modeling and User-Adapted Interaction More than 45 % of the pages that we visit on the Web are pages that we have visited before. Browsers support revisits with various tools, including bookmarks, history views and URL auto-completion. However, these tools only support revisits to a small number of frequently and recently visited pages. Several browser plugins and extensions have been proposed to better support the long tail of less frequently visited pages, using recommendation and prediction techniques. In this article, we present a systematic overview of revisitation prediction techniques, distinguishing them into two main types and several subtypes. We also explain how the individual prediction techniques can be combined into comprehensive revisitation workflows that achieve higher accuracy. We investigate the performance of the most important workflows and provide a statistical analysis of the factors that affect their predictive accuracy. Further, we provide an upper bound for the accuracy of revisitation prediction using an ‘oracle' that discards non-revisited pages.Navigation entropy; Revisitation evaluation; Revisitation prediction; Web behavior2015 secondary No duplicate / newest version reject
UWUMW88G Evaluating recommender systems from the user's perspective: Survey of the state of the art Pu, Pearl; Chen, Li; Hu, Rong10.1007/S11257-011-9115-7journalArticle User Modeling and User-Adapted Interaction A recommender system is a Web technology that proactively suggests items of interest to users based on their objective behavior or explicitly stated preferences. Evaluations of recommender systems (RS) have traditionally focused on the performance of algorithms. However, many researchers have recently started investigating system effectiveness and evaluation criteria from users' perspectives. In this paper, we survey the state of the art of user experience research in RS by examining how researchers have evaluated design methods that augment RS's ability to help users find the information or product that they truly prefer, interact with ease with the system, and form trust with RS through system transparency, control and privacy preserving mechanisms finally, we examine how these system design features influence users' adoption of the technology. We summarize existing work concerning three crucial interaction activities between the user and the system: the initial preference elicitation process, the preference refinement process, and the presentation of the system's recommendation results. Additionally, we will also cover recent evaluation frameworks that measure a recommender system's overall perceptive qualities and how these qualities influence users' behavioral intentions. The key results are summarized in a set of design guidelines that can provide useful suggestions to scholars and practitioners concerning the design and development of effective recommender systems. The survey also lays groundwork for researchers to pursue future topics that have not been covered by existing methods. © Springer Science+Business Media B.V. 2012.Recommender systems; Design guidelines; Explanation interface; Research survey; User experience research2012 secondary No duplicate / newest version reject
2JD5HQB6 Multistakeholder recommendation: Survey and research directions Abdollahpouri, Himan; Adomavicius, Gediminas; Burke, Robin; Guy, Ido; Jannach, Dietmar; Kamishima, Toshihiro; Krasnodebski, Jan; Pizzato, Luiz10.1007/S11257-019-09256-1/FULLTEXT.HTMLjournalArticle User Modeling and User-Adapted Interaction Recommender systems provide personalized information access to users of Internet services from social networks to e-commerce to media and entertainment. As is appropriate for research in a field with a focus on personalization, academic studies of recommender systems have largely concentrated on optimizing for user experience when designing, implementing and evaluating their algorithms and systems. However, this concentration on the user has meant that the field has lacked a systematic exploration of other aspects of recommender system outcomes. A user-centric approach limits the ability to incorporate system objectives, such as fairness, balance, and profitability, and obscures concerns that might come from other stakeholders, such as the providers or sellers of items being recommended. Multistakeholder recommendation has emerged as a unifying framework for describing and understanding recommendation settings where the end user is not the sole focus. This article outlines the multistakeholder perspective on recommendation, highlighting example research areas and discussing important issues, open questions, and prospective research directions.2020 secondary No duplicate / newest version reject

4Y2JKHNA
Session-based item recommendation in e-commerce: on short-term intents, reminders, trends 
and discounts Jannach, Dietmar; Ludewig, Malte; Lerche, Lukas10.1007/S11257-017-9194-1/FULLTEXT.HTMLjournalArticle User Modeling and User-Adapted Interaction Many e-commerce sites present additional item recommendations to their visitors while they navigate the site, and ample evidence exists that such recommendations are valuable for both customers and providers. Academic research often focuses on the capability of recommender systems to help users discover items they presumably do not know yet and which match their long-term preference profiles. In reality, however, recommendations can be helpful for customers also for other reasons, for example, when they remind them of items they were recently interested in or when they point site visitors to items that are currently discounted. In this work, we first adopt a systematic statistical approach to analyze what makes recommendations effective in practice and then propose ways of operationalizing these insights into novel recommendation algorithms. Our data analysis is based on log data of a large e-commerce site. It shows that various factors should be considered in parallel when selecting items for recommendation, including their match with the customer's shopping interests in the previous sessions, the general popularity of the items in the last few days, as well as information about discounts. Based on these analyses we propose a novel algorithm that combines a neighborhood-based scheme with a deep neural network to predict the relevance of items for a given shopping session.Recommender systems; Context-aware Recommendation; E-commerce; Session-based Recommendation2017 No duplicate / newest version yes other reject

JAC5KKRN Task-oriented keyphrase extraction from social media Yang, Min; Liang, Yuzhi; Zhao, Wei; Xu, Wei; Zhu, Jia; Qu, Qiang10.1007/S11042-017-5041-Y/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications Keyphrase extraction from social media is a crucial and challenging task. Previous studies usually focus on extracting keyphrases that provide the summary of a corpus. However, they do not take users' specific needs into consideration. In this paper, we propose a novel three-stage model to learn a keyphrase set that represents or related to a particular topic. Firstly, a phrase mining algorithm is applied to segment the documents into human-interpretable phrases. Secondly, we propose a weakly supervised model to extract candidate keyphrases, which uses a few pre-specific seed keyphrases to guide the model. The model consequently makes the extracted keyphrases more specific and related to the seed keyphrases (which reflect the user's needs). Finally, to further identify the implicitly related phrases, the PMI-IR algorithm is employed to obtain the synonyms of the extracted candidate keyphrases. We conducted experiments on two publicly available datasets from news and Twitter. The experimental results demonstrate that our approach outperforms the state-of-the-art baselines and has the potential to extract high-quality task-oriented keyphrases.Keyphrase extraction; Topic model; Weakly supervised learning 2018 No duplicate / newest version no no reject

M5CDSYVH
Maternal Knowledge, Attitudes, and Behavioral Intention after Exposure to Injury Prevention 
Recommendations in the News Media McKenzie, Lara B; Roberts, Kristin J; Collins, Christy L; Clark, Roxanne M; Smith, Katherine Clegg; Manganello, Jennifer10.1080/10810730.2019.1646357journalArticle JOURNAL OF HEALTH COMMUNICATION Introduction: Injury prevention recommendations are frequently presented in the media. Parental understanding and response to these recommendations remain uninvestigated. Methods: A nationally representative sample of 1,081 mothers completed a cross-sectional survey measuring knowledge, attitudes, and behavioral intention after watching/reading video news stories and print articles on two child safety topics. Results: Of the 1,081 respondents, 33% reported hearing little about injury prevention in the media in the past 30 days, and 32% reported never hearing about injury prevention. Nearly one-half (46%) reported the injury prevention studies they had previously read or heard about in the media were confusing to them at least some of the time. The proportion of mothers who recalled the correct key statistic presented in the story varied by safety topic and medium in which the story was presented. A greater proportion of mothers correctly recalled information from the story narrative than the statistics. Mothers also rated the most interesting part of the story differently based on safety topic and medium. A small proportion were not planning to follow the safety recommendations after viewing the news story. Conclusions: There are gaps in making injury news stories understandable and memorable for mothers in order to encourage behavioral change.2019 No duplicate / newest version no other no reject

WSKIAJ2J
Knowledge, attitudes, risk perceptions, and practices of adults toward COVID-19: a 
population and field-based study from Iran Honarvar, Behnam; Lankarani, Kamran B; Kharmandar, Ali; Shaygani, Fatemeh; Zahedroozgar, Mohammadhassan; Haghighi, Mohammad Reza Rahmanian; Ghahramani, Sulmaz; Honarvar, Hossein; Daryabadi, Mohammad Mehdi; Salavati, Zahra; Hashemi, Seyed Mohammad; Joulaei, Hassan; Zare, Marziyeh10.1007/s00038-020-01406-2journalArticle INTERNATIONAL JOURNAL OF PUBLIC HEALTH Objectives To determine peoples' knowledge, attitudes, risk perceptions, and practices to provide policymakers pieces of field-based evidence and help them in the management of the COVID-19 epidemic. Methods This population-based survey was conducted using multi-stage stratified and cluster sampling in Shiraz, Iran. A total of 1331 persons were interviewed. The questionnaires were completed by face-to-face interviews. Univariable and multivariable (linear regression) data analyses were done using SPSS. Results The participants answered 63% of questions regarding knowledge, and 78% of questions regarding practice correctly. Only, 4.8% knew about common symptoms of COVID-19 and 7.3% about warning signs that require referral to hospitals. Males, lower educated people, and elders had a lower level of knowledge and poorer practices. Knowledge was also lower in the marginalized (socially deprived) people. Knowledge and practices' correlation was 37%. Overall, 43.6% considered themselves at high risk of COVID-19, and 50% considered it as a severe disease. This disease had negative effects on most participants' routine activities (69.1%). The participants preferred to follow the news from the national TV/Radio, social networks, and foreign satellite channels, respectively. Conclusions Encouragement of people to observe preventive measures and decreasing social stress, especially among males, lower educated people, elders, and marginalized groups, are highly recommended.2020 No duplicate / newest version no no reject

SKS5HHBM Knowledge and Beliefs of E-Cigarettes Among Physicians in Poland Zgliczynski, Wojciech S; Jankowski, Mateusz; Rostkowska, Olga; Gujski, Mariusz; Wierzba, Waldemar; Pinkas, Jaroslaw10.12659/MSM.916920journalArticle MEDICAL SCIENCE MONITOR Background: Electronic nicotine delivery systems, including electronic cigarettes (e-cigarettes) are gaining popularity. The objectives of this study were to assess the knowledge and beliefs about e-cigarettes among physicians in Poland. Material/Methods: A questionnaire-based survey was conducted among physicians attending mandatory courses delivered at the School of Public Health, Centre of Postgraduate Medical Education (Warsaw, Poland). The questionnaire included 24 questions concerning beliefs and attitudes about e-cigarettes. Results: Data were obtained from 412 physicians (64.3% females; aged 31.9 +/- 5.7 years) with a response rate of 82.4%. Among participants, 99.8% were aware of e-cigarettes. The main sources of information about e-cigarettes were: news stories (67.2%) or points of sale of e-cigarettes (67.6%). Approximately half of respondents (50.2%) declared moderate knowledge about e-cigarettes, and over three-quarters (78.1%) declared willingness to learn more about e-cigarettes. The majority (96.5%) of participants agreed with the statement that e-cigarette use is harmful to the user's health, and most (80.5%) agreed that exhaled e-cigarette aerosol is harmful to bystanders. The statement that e-cigarettes could be “gateway” to conventional smoking was supported by 87% of participants. Only 11.5% of physicians agreed that e-cigarettes should be recommended as a smoking cessation method. Conclusions: Physicians in Poland perceive e-cigarettes as harmful and addictive. Physicians' knowledge about e-cigarettes is mostly based on non-scientific sources, which points out the urgent need to develop national smoking cessation guidelines regulating the issue of e-cigarettes based on scientific evidence.2019 No duplicate / newest version no reject

YJAUKTTH
Women Voters' Radio Exposure by Sociodemographics During the 2013 Kenya General 
Election Campaigns in Kakamega County: Implications for Policy and Broadcast Journalism Okinda, Thomas Ibrahim; Ojwang, Benson Oduor; Nyambuga, Charles Ongadi10.1080/23743670.2020.1816190journalArticle AFRICAN JOURNALISM STUDIES Sociodemographics shape audience exposure to radio. However, it remains unclear whether these sociodemographics correlate with women voters' radio exposure during elections in Kenya. Grounded in political mobilization, uses and gratification theories, this paper examines women voters' exposure to political information on radio during the 2013 Kenya general election campaigns in Kakamega County. The study adopted a descriptive correlational survey based on data collected from women voters in six constituencies in Kakamega County using a questionnaire (N = 372). It was established that weekly political news exposure through radio for almost three-fifths (58.6%) of women voters was 12-56 h. Respondents' radio exposure was statistically significantly and strongly linked to their age, marital status and level of education. Further, this radio exposure was statistically significantly and moderately associated with women voters' employment status, income and residential location. Using these demographic data, this article explores research implications and recommends the adoption of policies and practices that can better harness the power of radio to reach women as voters in counties in Kenya.2020 No duplicate / newest version no reject

3QHAFTZ7
The Public's Response to the US Preventive Services Task Force's 2009 Recommendations 
on Mammography Screening Squiers, Linda B; Holden, Debra J; Dolina, Suzanne E; Kim, Annice E; Bann, Carla M; Renaud, Jeanette M10.1016/j.amepre.2010.12.027journalArticle AMERICAN JOURNAL OF PREVENTIVE MEDICINE Background: On November 16, 2009, the U. S. Preventive Services Task Force (USPSTF) released new breast cancer screening recommendations, resulting in considerable controversy. Purpose: The purpose of this investigation was to assess the volume and framing of the public discourse around the mammography recommendations and determine if women were knowledgeable about the new recommendations. Methods: Two different types of data collection methods were used for this study: (1) a content analysis of news stories and social media posts around the time of the USPSTF announcement and (2) a web-based survey of women aged 40-74 years conducted through Knowledge Networks from December 17, 2009, to January 6, 2010. Data were analyzed in 2010. Results: The survey sample included 1221 women aged 40-74 years who had never had breast cancer. The majority of the articles and posts (51.9%) did not support the screening recommendations, and 17.6% were supportive. Less than one quarter of the sample could identify the new recommendations for women aged 40-49 years and 50-74 years. Results from logistic regression analyses identified characteristics associated with correct knowledge of the recommendations for each age group. Level of attention paid to the recommendations was significantly associated with accurate knowledge of the recommendations for each age group. Having a mammogram within the past 2 years, “other” race (i.e., not black or white), and having higher levels of education, confidence that recommendations were based on the latest research, and attention paid to the new guidelines were all significantly and positively associated with correct knowledge of the new recommendation for women aged 40-49 years. Conclusions: The new recommendations confused women (30.0%) more than they helped them understand when to get a mammogram (6.2%). Confusion was greatest among women aged 40-49 years and women who had never had a mammogram or who had one more than 2 years ago. Communication about future recommendations should be pretested to identify strategies and language that may reduce confusion among providers, consumers, and advocacy groups. (Am J Prev Med 2011; 40(5): 497-504) c 2011 American Journal of Preventive Medicine2011 No duplicate / newest version no reject

ZHNGB779 Trust During the Early Stages of the 2009 H1N1 Pandemic Freimuth, Vicki S; Musa, Don; Hilyard, Karen; Quinn, Sandra Crouse; Kim, Kevin10.1080/10810730.2013.811323journalArticle JOURNAL OF HEALTH COMMUNICATION Distrust of the government often stands in the way of cooperation with public health recommendations in a crisis. The purpose of this article is to describe the public's trust in government recommendations during the early stages of the H1N1 pandemic and to identify factors that might account for these trust levels. The authors surveyed 1,543 respondents about their experiences and attitudes related to H1N1 influenza between June 3, 2009, and July 6, 2009, during the first wave of the pandemic using the Knowledge Networks online panel. This panel is representative of the U.S. population and uses a combination of random digit dialing and address-based probability sampling frames covering 99% of the U.S. household population to recruit participants. To ensure participation of low-income individuals and those without Internet access, Knowledge Networks provides hardware and access to the Internet if needed. Measures included standard demographics, a trust scale, trust ratings for individual spokespersons, involvement with H1N1, experience with H1N1, and past discrimination in health care. The authors found that trust of government was low (2.3 out of 4) and varied across demographic groups. Blacks and Hispanics reported higher trust in government than did Whites. Of the spokespersons included, personal health professionals received the highest trust ratings and religious leaders the lowest. Attitudinal and experience variables predicted trust better than demographic characteristics. Closely following the news about the flu virus, having some self-reported knowledge about H1N1, self-reporting of local cases, and previously experiencing discrimination were the significant attitudinal and experience predictors of trust. Using a second longitudinal survey, trust in the early stages of the pandemic predicted vaccine acceptance later but only for White, non-Hispanic individuals.2014 No duplicate / newest version no reject

DW9AAQS2
Evaluation of stock trading performance of students using a web-based virtual stock trading 
system Wu, Hui-Chi; Tseng, Chien-Ming; Chan, Po-Chou; Huang, Sue-Fen; Chu, Wei-Wei; Chen, Yung-Fu10.1016/j.camwa.2012.03.097journalArticle COMPUTERS & MATHEMATICS WITH APPLICATIONS Most investors lack financial knowledge and information for trading in the stock market. The objective of this study was to enhance the motivation and learning efficiency for students attending a course in financial management. A web-based virtual stock trading (VST) system, embedded with provided functions for financial ratio analysis, was designed to simulate a stock trading environment. Through learning with objective financial analyses, the state of learners' minds is expected not to be affected by news or market fluctuations, which in turn nurtures the students as rational investors. Students were recruited from two universities located in central Taiwan for this study. They were given a virtual budget at the beginning of the semester for online virtual trading. The stock trading behavior, such as risk aversion and disposition effect, was explored through students' trading histories. Furthermore, the learning outcome was evaluated with analysis of trading performance based on five indicators, including returns on budget, stock's trading amount turnover, profit margin of stock trading amount, average budget utilization rate, and returns on average investment amount. Finally, perceived usefulness and behavior intention of the VST system were surveyed using a questionnaire instrument based on the extended technical acceptance model (TAM). The analytic results support risk aversion theory in that students tended to sell high-priced stocks in short periods with a holding day of 4.03 +/- 4.93(N = 32) because of its great price fluctuation even if its price was rising during the study period. In contrast, the holding days of high-priced stocks were significantly shorter than the stocks (t-test, p < 0.01) with lower prices (10.70 +/- 11.92, N = 1136). At the end of the semester, questionnaires were disseminated to the 136 participating students, a total of 103 questionnaires were received with a response rate of 75.74%. The Cronbach's Alpha value was as high as 0.88, indicating that the questionnaire achieved high reliability. It shows that perceived usefulness (4.39 +/- 0.53) and behavior intention (4.31 +/- 0.50) are significantly higher than the neutral value (3) at a level of 0.001 using one-sample t-test, showing that the VST system is useful and the students are willing to further adopt the system and recommend it to other users. After analyses of the received questionnaires with structural equation model (SEM), TAM was verified regarding the adoption of VST as a tool for financial management education. In conclusion, the proposed VST system is useful in financial management education, specific in stock trading, to provide students with knowledge and experience to profit from the stock market through active learning in a virtual trading environment. (C) 2012 Elsevier Ltd. All rights reserved.2012 No duplicate / newest version no reject

RGC839KY A Survey of Location Prediction on Twitter Zheng, Xin; Han, Jialong; Sun, Aixin10.1109/TKDE.2018.2807840journalArticle IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING Locations, e.g., countries, states, cities, and point-of-interests, are central to news, emergency events, and people's daily lives. Automatic identification of locations associated with or mentioned in documents has been explored for decades. As one of the most popular online social network platforms, Twitter has attracted a large number of users who send millions of tweets on daily basis. Due to the world-wide coverage of its users and real-time freshness of tweets, location prediction on Twitter has gained significant attention in recent years. Research efforts are spent on dealing with new challenges and opportunities brought by the noisy, short, and context-rich nature of tweets. In this survey, we aim at offering an overall picture of location prediction on Twitter. Specifically, we concentrate on the prediction of user home locations, tweet locations, and mentioned locations. We first define the three tasks and review the evaluation metrics. By summarizing Twitter network, tweet content, and tweet context as potential inputs, we then structurally highlight how the problems depend on these inputs. Each dependency is illustrated by a comprehensive review of the corresponding strategies adopted in state-of-the-art approaches. In addition, we also briefly review two related problems, i.e., semantic location prediction and point-of-interest recommendation. Finally, we make a conclusion of the survey and list future research directions.2018 secondary No duplicate / newest version reject

QW6KJY7G
The recommender canvas: A model for developing and documenting recommender system 
design van Capelleveen, Guido; Amrit, Chintan; Yazan, Devrim Murat; Zijm, Henkhttps://doi.org/10.1016/j.eswa.2019.04.001journalArticle Expert Systems with Applications The task of designing a recommender system is a complex process. Because of the many technological advancements that may be included in a recommender system, engineers are faced with a fast growing number of design related decisions to be taken. Unfortunately, there is no general approach yet for decision makers that can act as a framework guiding the design of a recommender system. The rich collection of literature on recommender systems, though, offers a great source to identify the key areas where these decisions need to be taken. In this paper, we survey existing literature with the aim of building a recommender system model inspired by Osterwalder's canvas theory. The result of our semi-structured synthesis is a novel design approach in the form of a canvas for designing recommender systems. This work provides a better understanding and can serve as a guide for decision making in recommender system design.Recommender system; Design decisions; Recommender canvas; Requirement specification2019 secondary No duplicate / newest version reject

FPS2MCGA Recommender system application developments: A survey Lu, Jie; Wu, Dianshuang; Mao, Mingsong; Wang, Wei; Zhang, Guangquanhttps://doi.org/10.1016/j.dss.2015.03.008journalArticle Decision Support Systems A recommender system aims to provide users with personalized online product or service recommendations to handle the increasing online information overload problem and improve customer relationship management. Various recommender system techniques have been proposed since the mid-1990s, and many sorts of recommender system software have been developed recently for a variety of applications. Researchers and managers recognize that recommender systems offer great opportunities and challenges for business, government, education, and other domains, with more recent successful developments of recommender systems for real-world applications becoming apparent. It is thus vital that a high quality, instructive review of current trends should be conducted, not only of the theoretical research results but more importantly of the practical developments in recommender systems. This paper therefore reviews up-to-date application developments of recommender systems, clusters their applications into eight main categories: e-government, e-business, e-commerce/e-shopping, e-library, e-learning, e-tourism, e-resource services and e-group activities, and summarizes the related recommendation techniques used in each category. It systematically examines the reported recommender systems through four dimensions: recommendation methods (such as CF), recommender systems software (such as BizSeeker), real-world application domains (such as e-business) and application platforms (such as mobile-based platforms). Some significant new topics are identified and listed as new directions. By providing a state-of-the-art knowledge, this survey will directly support researchers and practical professionals in their understanding of developments in recommender system applications.Recommender systems; E-commerce; E-learning; E-government; E-service personalization2015 secondary No duplicate / newest version reject

N2Q96LQR
Research commentary on recommendations with side information: A survey and research 
directions Sun, Zhu; Guo, Qing; Yang, Jie; Fang, Hui; Guo, Guibing; Zhang, Jie; Burke, Robinhttps://doi.org/10.1016/j.elerap.2019.100879journalArticle Electronic Commerce Research and Applications Recommender systems have become an essential tool to help resolve the information overload problem in recent decades. Traditional recommender systems, however, suffer from data sparsity and cold start problems. To address these issues, a great number of recommendation algorithms have been proposed to leverage side information of users or items (e.g., social network and item category), demonstrating a high degree of effectiveness in improving recommendation performance. This Research Commentary aims to provide a comprehensive and systematic survey of the recent research on recommender systems with side information. Specifically, we provide an overview of state-of-the-art recommendation algorithms with side information from two orthogonal perspectives. One involves the different methodologies of recommendation: the memory-based methods, latent factor, representation learning and deep learning models. The others cover different representations of side information, including structural data (flat, network, and hierarchical features, and knowledge graphs); and non-structural data (text, image and video features). Finally, we discuss challenges and provide new potential directions in recommendation, along with the conclusion of this survey.Deep learning; Recommender systems; Social networks; Knowledge graphs; Representation learning; Feature hierarchies; Flat features; Latent factor models; Memory-based methods; Research commentary; Side information2019 secondary No duplicate / newest version reject

4AMNZ3H6 News recommender systems – Survey and roads ahead Karimi, Mozhgan; Jannach, Dietmar; Jugovac, Michaelhttps://doi.org/10.1016/j.ipm.2018.04.008journalArticle Information Processing & Management More and more people read the news online, e.g., by visiting the websites of their favorite newspapers or by navigating the sites of news aggregators. However, the abundance of news information that is published online every day through different channels can make it challenging for readers to locate the content they are interested in. The goal of News Recommender Systems (NRS) is to make reading suggestions to users in a personalized way. Due to their practical relevance, a variety of technical approaches to build such systems have been proposed over the last two decades. In this work, we review the state-of-the-art of designing and evaluating news recommender systems over the last ten years. One main goal of the work is to analyze which particular challenges of news recommendation (e.g., short item life times and recency aspects) have been well explored and which areas still require more work. Furthermore, in contrast to previous surveys, the paper specifically discusses methodological questions and today's academic practice of evaluating and comparing different algorithmic news recommendation approaches based on accuracy measures.Survey; News recommender systems 2018 secondary No duplicate / newest version reject
43XYYQ26 InfoSlim: An Ontology-Content Based Personalized Mobile News Recommendation System Gao, Feng; Li, Yuhong; Han, Li; Ma, Jian10.1109/WICOM.2009.5300815conferencePaper 2009 5th International Conference on Wireless Communications, Networking and Mobile ComputingThis paper proposes a novel personalized news recommendation system named InfoSlim. The new system uses semantic technique to annotate news items and user preference in order to add rich metadata information into traditional keyword vector. By doing this, the similarity measure between item profile and user profile can be done by not only lexical-level cosine-based method but also by semantic-level ontology-based method. Such recommendation method can efficiently improve the accuracy of recommendation and therefore can better reflect user's interest and save mobile resources.Computational modeling; Data mining; Ontologies; Computer science; HTML; Web pages; Cities and towns; Educational institutions; Humans; Testing2009 EN yes primary accessible No duplicate / newest version yes only news recommendation yes interconnected not evaluated reject
8IH4EBBB Personalized News Recommendation Using Ontologies Harvested from the Web Rao, Junyang; Jia, Aixia; Feng, Yansong; Zhao, Dongyan10.1007/978-3-642-38562-9_79conferencePaper Web-Age Information Management - 14th International Conference, WAIM 2013, Beidaihe, China, June 14-16, 2013. Proceedings 2013 Duplicate: Same 8EYBQZDR reject

9FPKCQCZ
Ontology Importance towards Enhancing Suggestions in a News Recommender System for a 
Financial Investor Bresfelean, Vasile Paul; Bresfelean, Mihaela; Ghiran, Ana-Maria10.1007/978-3-642-24731-6_18conferencePaper Metadata and Semantic Research - 5th International Conference, MTSR 2011, Izmir, Turkey, October 12-14, 2011. Proceedings 2011 Duplicate: Same XF9BGUD2 reject

ZFBNH8DB Joint Knowledge Pruning and Recurrent Graph Convolution for News Recommendation Tian, Yu; Yang, Yuhao; Ren, Xudong; Wang, Pengfei; Wu, Fangzhao; Wang, Qian; Li, Chenliang10.1145/3404835.3462912conferencePaper SIGIR '21: The 44th International ACM SIGIR Conference on Research and Development in Information Retrieval, Virtual Event, Canada, July 11-15, 2021 2021 No duplicate / newest version reject
3K2PSUAT News Graph: An Enhanced Knowledge Graph for News Recommendation Liu, Danyang; Bai, Ting; Lian, Jianxun; Zhao, Xin; Sun, Guangzhong; Wen, Ji-Rong; Xie, XingconferencePaper Proceedings of the Second Workshop on Knowledge-aware and Conversational Recommender Systems, co-located with 28th ACM International Conference on Information and Knowledge Management, KaRS@CIKM 2019, Beijing, China, November 7, 20192019 No duplicate / newest version no reject construction of news KG
HICXPXQ9 Bing-SF-IDF+: semantics-driven news recommendation Hogenboom, Frederik; Capelle, Michel; Moerland, Marnix; Frasincar, Flavius10.1145/2567948.2577310conferencePaper 23rd International World Wide Web Conference, WWW '14, Seoul, Republic of Korea, April 7-11, 2014, Companion VolumeContent-based news recommendation is traditionally performed using the cosine similarity and TF-IDF weighting scheme for terms occurring in news messages and user profiles. Semantics-driven variants such as SF-IDF additionally take into account term meaning by exploiting synsets from semantic lexicons. However, they ignore the various semantic relationships between synsets, providing only for a limited understanding of news semantics. Moreover, semanticsbased weighting techniques are not able to handle – often crucial – named entities, which are usually not present in semantic lexicons. Hence, we extend SF-IDF by also considering the synset semantic relationships, and by employing named entity similarities using Bing page counts. Our proposed method, Bing-SF-IDF+, outperforms TF-IDF and SF-IDF in terms of F1 scores and kappa statistics.2014 Duplicate: ShorterWYEMZZKB reject
HV9SBK8B SERUM: Collecting Semantic User Behavior for Improved News Recommendations Plumbaum, Till; Lommatzsch, Andreas; Luca, Ernesto William De; Albayrak, Sahin10.1007/978-3-642-28509-7_37conferencePaper Advances in User Modeling - UMAP 2011 Workshops, Girona, Spain, July 11-15, 2011, Revised Selected Papers 2011 Duplicate: Same 76FQJIUX reject

AMY4NVVG
Semantic Entity-Relationship Model for Large-Scale Multimedia News Exploration and 
Recommendation Luo, Hangzai; Cai, Peng; Gong, Wei; Fan, Jianping10.1007/978-3-642-11301-7_52conferencePaper Advances in Multimedia Modeling, 16th International Multimedia Modeling Conference, MMM 2010, Chongqing, China, January 6-8, 2010. Proceedings 2010 Duplicate: Same BLRMH74H reject

XVCHQPRS News@hand: A Semantic Web Approach to Recommending News Cantador, Iván; Bellog\'ın, Alejandro; Castells, Pablo10.1007/978-3-540-70987-9_34conferencePaper Adaptive Hypermedia and Adaptive Web-Based Systems, 5th International Conference, AH 2008, Hannover, Germany, July 29 - August 1, 2008. Proceedings 2008 Duplicate: Same 8WXFSPST reject
J52QRRNT State of the Art in Knowledge Extraction from Online Polls: A Survey of Current Technologies Stabauer, Martin; Grossmann, Georg; Stumptner, Markus10.1145/2843043.2843378conferencePaper Proceedings of the Australasian Computer Science Week Multiconference The ongoing research and development in the field of Natural Language Processing has lead to a great number of technologies in its context. There have been major benefits when it comes to bringing together the worlds of natural language and semantic technologies, so more and more potential areas of application emerge. One of these is the subject of this paper, in particular the possible ways of knowledge extraction from single-question online polls.With concepts of the Social Web, internet users want to contribute and express their opinion. As a consequence, the popularity of online polls is rapidly increasing; they can be found in news articles of media sites, on blogs etc. It would be desirable to bring intelligence to the application of polls by using technologies of the SemanticWeb and Natural Language Processing as this would allow to build a great knowledge base and to draw conclusions from it.This paper surveys the current landscape of tools and state-of-the-art technologies and analyses them with regard to pre-defined requirements that need to be accomplished, in order to be useful for extracting knowledge from the results generated by online polls.information extraction; named entity recognition; online polls; semantic technologies2016 secondary No duplicate / newest version reject
ULL4CBQD Perception and Relevance of Quality Issues in Web Vocabularies Mader, Christian; Haslhofer, Bernhard10.1145/2506182.2506184conferencePaper Proceedings of the 9th International Conference on Semantic Systems Web vocabularies provide organization and orientation in information environments and can facilitate resource discovery and retrieval. Several tools have been developed that support quality assessment for the increasing amount of vocabularies expressed in SKOS and published as Linked Data. However, these tools do not yet take into account the users' perception of vocabulary quality. In this paper, we report the findings from an online survey conducted among experts in the field of vocabulary development to study the perception and relevance of vocabulary quality issues in the context of real-world application scenarios. Our results indicate that structural and labeling issues are the most relevant ones. We also derived design recommendations for vocabulary quality checking tools.2013 secondary No duplicate / newest version reject
I4IM388A Join the living lab: Evaluating news recommendations in real-time Hopfgartner, Frank; Brodt, Torben10.1007/978-3-319-16354-3_95journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Participants of this tutorial learnt how to participate in CLEF NEWSREEL, a living lab for the evaluation of news recommender algorithms. Various research challenges can be addressed within NEWSREEL, such as the development and evaluation of collaborative filtering or contentbased filtering strategies. Satisfying information needs by techniques including preference elicitation, pattern recognition, and prediction, recommender systems connect the research areas information retrieval and machine learning.Recommender systems; Living lab; Large-scale evaluation; User-centric evaluation2015 EN yes secondary No duplicate / newest version reject
38FKPTPL CONCERT: A concept-centric web news recommendation system Ren, Hongda; Feng, Wei 10.1007/978-3-642-38562-9_82journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)A concept is a key phrase which can represent an entity, event or idea that people are interested in. Concept-centric Web news recommendation is a novel content-based recommendation paradigm which can partially alleviate the cold-start problem and provide better recommendation results in terms of diversity than traditional news recommendation systems, as it can capture users' interest in a natural way and can even recommend a new Web news to a user as long as it is conceptually relevant to a main concept of the Web news the user is browsing. This demonstration paper presents a novel CONcept-Centric nEws Recommendation sysTem called CONCERT. CONCERT consists of two parts: (1) A concept extractor which is based on machine learning algorithms and can extract main concepts from Web news pages, (2) A real-time recommender which recommends conceptually relevant Web news to a user based on the extracted concepts. © 2013 Springer-Verlag Berlin Heidelberg.2013 EN yes primary No duplicate / newest version yes only news recommendation no reject
I2HKBT7E Content-based news recommendation Kompan, Michal; Bieliková, Mária10.1007/978-3-642-15208-5_6journalArticle Lecture Notes in Business Information Processing The information overloading is one of the serious problems nowadays. We can see it in various domains including business. Especially news represent area where information overload currently prevents effective information gathering on daily basis. This is more significant in connection to the web and news web-based portals, where the quality of the news portal is commonly measured mainly by the amount of news added to the site. Then the most renowned news portals add hundreds of new articles daily. The classical solution usually used to solve the information overload is a recommendation, especially personalized recommendation. In this paper we present an approach for fast content-based news recommendation based on cosine-similarity search and effective representation of the news. We experimented with proposed method in an environment of largest electronic Slovakia newspaper and present results of the experiments. © 2010 Springer-Verlag Berlin Heidelberg.recommendation; news; personalization; article similarity; user model; vector representation2010 EN yes primary No duplicate / newest version yes only news recommendation no reject
4BGWI7Y8 Benchmark of rule-based classifiers in the news recommendation task Kliegr, Tomáš; Kuchař, Jaroslav10.1007/978-3-319-24027-5_11journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In this paper, we present experiments evaluating Association Rule Classification algorithms on on-line and off-line recommender tasks of the CLEF NewsReel 2014 Challenge. The second focus of the experimental evaluation is to investigate possible performance optimizations of the Classification Based on Associations algorithm. Our findings indicate that pruning steps in CBA reduce the number of association rules substantially while not affecting accuracy. Using only part of the data employed for the rule learning phase in the pruning phase may also reduce training time while not affecting accuracy significantly.Association rules; Rule learning; Decision trees; Recommender 2015 EN yes primary No duplicate / newest version yes only news recommendation no reject

LTUUKKT2
Time-Aware Attentive Neural Network for News Recommendation with Long- and Short-Term 
User Representation Pang, Yitong; Zhang, Yiming; Tong, Jianing; Wei, Zhihua10.1007/978-3-030-55393-7_7/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)News recommendation is very critical to help users quickly find news satisfying their preferences. Modeling user interests with accurate user representations is a challenging task in news recommendation. Existing methods usually utilize recurrent neural networks to capture the short-term user interests, and have achieved promising performance. However, existing methods ignore the user interest drifts caused by time interval in the short session. Thus they always assume the short-term user interests are stable, which might lead to suboptimal performance. To address this issue, we propose the novel model named Time-aware Attentive Neural Network with Long-term and Short-term User Representation (TANN). Specifically, to reduce the influence of interest drifts, we propose the Time-aware Self-Attention (T-SA) which considers the time interval information about user browsing history. We learn the short-term user representations from their recently browsing news through the T-SA. In addition, we learn more informative news representations from the historical readers and the contents of news articles. Moreover, we adopt the latent factor model to build the long-term user representations from the entire browsing history. We combine the short-term and long-term user representations to capture more accurate user interests. Extensive experiments on two public datasets show that our model outperforms several state-of-the-art methods.News recommendation; Long-term interest; Representation learning; Self attention; Short-time interest; Time-aware2020 EN yes primary No duplicate / newest version yes only news recommendation no reject

5TGSN4AK News recommendation model based on improved label propagation algorithm Peng, Zelin; Lin, Ronghua; He, Yi; Wang, Liu; Chu, Hanlu; Fu, Chengzhou; Tang, Yong10.1007/978-3-030-37429-7_31/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Facing the ever-expanding scale of news information, how to filter and redundant information in complex and diverse data to accurately recommend information to users has become an important challenge. News recommendations have become a powerful tool for dealing with information overload. Scholars have done a lot of research on personalized news recommendation. However, due to the sparseness of user data, the traditional collaborative filtering algorithm is not only too time-consuming but also less accurate. Therefore, aiming at the characteristics of academic social networks, we propose a news recommendation model based on community detection, which builds a friend relationship community by using the users friend relationship and coherent neighborhood propinquity algorithm, and then integrates the collaborative filtering algorithm to recommend news to users. Through verification on the dataset of the academic social network SCHOLAT, we can prove that the recommendation model can achieve good accuracy while improving recommendation efficiency.News recommendation; Collaborative filtering; Community detection; Label propagation2019 EN yes primary No duplicate / newest version yes only news recommendation no reject
JNGUDL8P Phrase-based hashtag recommendation for microblog posts Gong, Yeyun; Zhang, Qi; Han, Xiaoying; Huang, Xuanjing10.1007/S11432-015-0900-XjournalArticle Science China Information Sciences In microblogs, authors use hashtags to mark keywords or topics. These manually labeled tags can be used to benefit various live social media applications (e.g., microblog retrieval, classification). However, because only a small portion of microblogs contain hashtags, recommending hashtags for use in microblogs are a worthwhile exercise. In addition, human inference often relies on the intrinsic grouping of words into phrases. However, existing work uses only unigrams to model corpora. In this work, we propose a novel phrase-based topical translation model to address this problem. We use the bag-of-phrases model to better capture the underlying topics of posted microblogs. We regard the phrases and hashtags in a microblog as two different languages that are talking about the same thing. Thus, the hashtag recommendation task can be viewed as a translation process from phrases to hashtags. To handle the topical information of microblogs, the proposed model regards translation probability as being topic specific. We test the methods on data collected from realworld microblogging services. The results demonstrate that the proposed method outperforms state-of-the-art methods that use the unigram model.hashtag; phrase extraction; recommendation; topic model; translation 2017 EN yes primary No duplicate / newest version yes other recommendation no evaluated reject
E6EK62MF Tracking the evolution of social emotions with topic models Zhu, Chen; Zhu, Hengshu; Ge, Yong; Chen, Enhong; Liu, Qi; Xu, Tong; Xiong, Hui10.1007/S10115-015-0865-0/FULLTEXT.HTMLjournalArticle Knowledge and Information Systems Many of today's online news Web sites have enabled users to specify different types of emotions (e.g., angry or shocked) they have after reading news. Compared with traditional user feedbacks such as comments and ratings, these specific emotion annotations are more accurate for expressing users' personal emotions. In this paper, we propose to exploit these users' emotion annotations for online news in order to track the evolution of emotions, which plays an important role in various online services. A critical challenge is how to model emotions with respect to time spans. To this end, we propose a time-aware topic modeling perspective for solving this problem. Specifically, we first develop two models named emotion-Topic over Time (eToT) and mixed emotion-Topic over Time (meToT), in which the topics of news are represented as a beta distribution over time and a multinomial distribution over emotions. While they can uncover the latent relationship among news, emotion and time directly, they cannot capture the evolution of topics. Therefore, we further develop another model named emotion-based Dynamic Topic Model (eDTM), where we explore the state space model for tracking the evolution of topics. In addition, we demonstrate that all of proposed models could enable several potential applications, such as emotion prediction, emotion-based news recommendations, and emotion anomaly detections. Finally, we validate the proposed models with extensive experiments with a real-world data set.Sentiment analysis; Social emotions; Topic models 2016 No duplicate / newest version no no reject
NCM3CGQ2 Optimizing novelty and diversity in recommendations Díez, Jorge; Martínez-Rego, David; Alonso-Betanzos, Amparo; Luaces, Oscar; Bahamonde, Antonio10.1007/S13748-018-0158-4/FULLTEXT.HTMLjournalArticle Progress in Artificial Intelligence The articles in the long tail are those that are not popular in some sense, but all together often represent a large proportion of the products covered by a recommender system. For companies, it is important to recommend these items that otherwise could be unknown to their customers. It is also interesting for users because knowing about these items might constitute a pleasant surprise. But long-tail items are not the only we might wish to recommend. Thus, some companies promote products on seasonal offers. It is a challenge to manage the preferences on items whose interaction with users is scarce. There is a trade-off between recommending items that users like and those belonging to a certain kind. We present a framework to address recommendations where the items will have a weight that quantifies our interest in recommending them in a broad sense. Then, we derive a factorization method that optimizes the award of the recommendations. To test the method, we present an exhaustive experimentation with a real-world dataset on digital news. We show that it is possible to improve dramatically the novelty (those items of special interest) and diversity of items with a tiny penalization in the accuracy.Recommender systems; Matrix factorization; Diversity; Novelty; Probabilistic approach to preferences; Trade-off optimization2019 EN yes primary No duplicate / newest version yes only news recommendation no reject
5JWZUJTY Event phase oriented news summarization Wang, Chengyu; He, Xiaofeng; Zhou, Aoying10.1007/S11280-017-0501-X/FULLTEXT.HTMLjournalArticle World Wide Web Event summarization is a task to generate a single, concise textual representation of an event. This task does not consider multiple development phases in an event. However, news articles related to long and complicated events often involve multiple phases. Thus, traditional approaches for event summarization generally have difficulty in capturing event phases in summarization effectively. In this paper, we define the task of Event Phase Oriented News Summarization (EPONS). In this approach, we assume that a summary contains multiple timelines, each corresponding to an event phase. We model the semantic relations of news articles via a graph model called Temporal Content Coherence Graph. A structural clustering algorithm EPCluster is designed to separate news articles into several groups corresponding to event phases. We apply a vertex-reinforced random walk to rank news articles. The ranking results are further used to create timelines. Extensive experiments conducted on multiple datasets show the effectiveness of our approach.Event phase; News summarization; Structural clustering; Timeline generation; Vertex-reinforced random walk2018 No duplicate / newest version no reject
SS7NU93N Comparative news summarization using concept-based optimization Huang, Xiaojiang; Wan, Xiaojun; Xiao, Jianguo10.1007/S10115-012-0604-8/FULLTEXT.HTMLjournalArticle Knowledge and Information Systems Comparative news summarization aims to highlight the commonalities and differences between two comparable news topics by using human-readable sentences. The summary ought to focus on the salient comparative aspects of both topics, and at the same time, it should describe the representative properties of each topic appropriately. In this study, we propose a novel approach for generating comparative news summaries. We consider cross-topic pairs of semantic-related concepts as evidences of comparativeness and consider topic-related concepts as evidences of representativeness. The score of a summary is estimated by summing up the weights of evidences in the summary. We formalize the summarization task as an optimization problem of selecting proper sentences to maximize this score and address the problem by using a mixed integer programming model. The experimental results demonstrate the effectiveness of our proposed model. © 2013 Springer-Verlag London.Comparative news summarization; Comparative text mining; Mixed integer programming; Multi-document summarization2014 No duplicate / newest version no reject
E8QC56UN Memory-adaptive high utility sequential pattern mining over data streams Zihayat, Morteza; Chen, Yan; An, Aijun10.1007/S10994-016-5617-1/FULLTEXT.HTMLjournalArticle Machine Learning High utility sequential pattern (HUSP) mining has emerged as an important topic in data mining. A number of studies have been conducted on mining HUSPs, but they are mainly intended for non-streaming data and thus do not take data stream characteristics into consideration. Streaming data are fast changing, continuously generated unbounded in quantity. Such data can easily exhaust computer resources (e.g., memory) unless a proper resource-aware mining is performed. In this study, we explore the fundamental problem of how limited memory can be best utilized to produce high quality HUSPs over a data stream. We design an approximation algorithm, called MAHUSP, that employs memory adaptive mechanisms to use a bounded portion of memory, in order to efficiently discover HUSPs over data streams. An efficient tree structure, called MAS-Tree, is proposed to store potential HUSPs over a data stream. MAHUSP guarantees that all HUSPs are discovered in certain circumstances. Our experimental study shows that our algorithm can not only discover HUSPs over data streams efficiently, but also adapt to memory allocation with limited sacrifices in the quality of discovered HUSPs. Furthermore, in order to show the effectiveness and efficiency of MAHUSP in real-life applications, we apply our proposed algorithm to a web clickstream dataset obtained from a Canadian news portal to showcase users' reading behavior, and to a real biosequence database to identify disease-related gene regulation sequential patterns. The results show that MAHUSP effectively discovers useful and meaningful patterns in both cases.Approximation algorithms; Data streams; High utility sequential pattern mining2017 No duplicate / newest version no no reject
A2K4WK8Z Event-based summarization using a centrality-as-relevance model Marujo, Luís; Ribeiro, Ricardo; Gershman, Anatole; de Matos, David Martins; Neto, João P.; Carbonell, Jaime10.1007/S10115-016-0966-4/FULLTEXT.HTMLjournalArticle Knowledge and Information Systems Event detection is a fundamental information extraction task, which has been explored largely in the context of question answering, topic detection and tracking, knowledge base population, news recommendation, and automatic summarization. In this article, we explore an event detection framework to improve a key phrase-guided centrality-based summarization model. Event detection is based on the fuzzy fingerprint method, which is able to detect all types of events in the ACE 2005 Multilingual Corpus. Our base summarization approach is a two-stage method that starts by extracting a collection of key phrases that will be used to help the centrality-as-relevance retrieval model. We explored three different ways to integrate event information, achieving state-of-the-art results in text and speech corpora: (1) filtering of nonevents, (2) event fingerprints as features, and (3) combination of filtering of nonevents and event fingerprints as features.Automatic key phrase extraction; Centrality; Event detection; Extractive summarization; Passage retrieval2017 No duplicate / newest version no no reject event detection framework
CV3MANTD A Framework for Recommendation of Highly Popular News Lacking Social Feedback Moniz, Nuno; Torgo, Luís; Eirinaki, Magdalini; Branco, Paula10.1007/S00354-017-0019-X/FULLTEXT.HTMLjournalArticle New Generation Computing Social media is rapidly becoming the main source of news consumption for users, raising significant challenges to news aggregation and recommendation tasks. One of these challenges concerns the recommendation of very recent news. To tackle this problem, approaches to the prediction of news popularity have been proposed. In this paper, we study the task of predicting news popularity upon their publication, when social feedback is unavailable or scarce, and to use such predictions to produce news rankings. Unlike previous work, we focus on accurately predicting highly popular news. Such cases are rare, causing known issues for standard prediction models and evaluation metrics. To overcome such issues we propose the use of resampling strategies to bias learners towards these rare cases of highly popular news, and a utility-based framework for evaluating their performance. An experimental evaluation is performed using real-world data to test our proposal in distinct scenarios. Results show that our proposed approaches improve the ability of predicting and recommending highly popular news upon publication, in comparison to previous work.Predictive models; Recommender systems; Social media; Resampling strategies2017 No duplicate / newest version no no reject
WWRUGRK5 Online detection of bursty events and their evolution in news streams Chen, Wei; Chen, Chun; Zhang, Li Jun; Wang, Can; Bu, Jia Jun10.1631/JZUS.C0910245journalArticle Journal of Zhejiang University: Science C Online monitoring of temporally-sequenced news streams for interesting patterns and trends has gained popularity in the last decade. In this paper, we study a particular news stream monitoring task: timely detection of bursty events which have happened recently and discovery of their evolutionary patterns along the timeline. Here, a news stream is represented as feature streams of tens of thousands of features (i.e., keyword. Each news story consists of a set of keywords.). A bursty event therefore is composed of a group of bursty features, which show bursty rises in frequency as the related event emerges. In this paper, we give a formal definition to the above problem and present a solution with the following steps: (1) applying an online multi-resolution burst detection method to identify bursty features with different bursty durations within a recent time period; (2) clustering bursty features to form bursty events and associating each event with a power value which reflects its bursty level; (3) applying an information retrieval method based on cosine similarity to discover the event's evolution (i.e., highly related bursty events in history) along the timeline. We extensively evaluate the proposed methods on the Reuters Corpus Volume 1. Experimental results show that our methods can detect bursty events in a timely way and effectively discover their evolution. The power values used in our model not only measure event's bursty level or relative importance well at a certain time point but also show relative strengths of events along the same evolution. © 2010 Zhejiang University and Springer-Verlag Berlin Heidelberg.Affinity propagation; Event's evolution; News stream; Online event detection2010 No duplicate / newest version no no reject news stream monitoring task
Z3P298KV A two-stage multiple-factor aware method for travel product recommendation An, Jun; Zhao, Songzheng; Lu, Xiaoni; Liu, Ningning10.1007/S11042-018-5992-7/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications The great quantity of travel products available online has increased demand for travel product recommendation system. Due to the relatively high value and time cost of travel products, users consider more factors (personal preference, social preference and seasonality factor etc.) in making this type of low-frequent purchase decisions, compared to other products (e.g. music, movies or news). Thus, recommending travel products generally faces sparsity and complexity problems. In this study, we propose a two-stage multiple-factor aware method named TSMFA. In the topic stage, a user-topic matrix is constructed using travel products' topic attributions to alleviate sparsity problem, while a preference-aware topic selection is introduced to consider both social and personal preference in recommendation. In the product stage, seasonal prevalence is employed to adjust the recommended product order to incorporate seasonality factor. The proposed method is validated with real transaction dataset from a leading OTA (Online Travel Agent) website in western China. The experimental results demonstrate that it outperforms the state-of-the-art recommendation methods in terms of effectiveness and usefulness.Complexity; Multiple-factor aware; Sparsity; Travel product recommendation; Two-stage recommendation2018 No duplicate / newest version yes other recommendation no reject
9CVNF3IM Modelling and predicting news popularity Hensinger, Elena; Flaounas, Ilias; Cristianini, Nello10.1007/S10044-012-0314-6/FULLTEXT.HTMLjournalArticle Pattern Analysis and Applications We explore the problem of learning to predict the popularity of an article in online news media. By "popular" we mean an article that was among the "most read" articles of a given day in the news outlet that published it. We show that this cannot be modelled simply as the binary classification task of separating popular from unpopular articles, thereby assuming that popularity is an absolute property. Instead, we propose to view popularity in the perspective of a competitive situation where the popular articles are those which were the most appealing on that particular day. This leads to the notion of an "appeal" function, to model which we use a linear function in the bag of words representation. The parameters of this linear function are learnt from a training set formed by pairs of documents, one of which was popular and the other which appeared on the same page and date, without becoming popular. To learn the appeal function we use Ranking Support Vector Machines, using data collected from six different outlets over a period of 1 year. We show that our method can predict which articles will become popular, as well as extracting those keywords that mostly affect the appeal function. This also enables us to compare different outlets from the point of view of their readers' preference patterns. Remarkably, this is achieved using very limited information, namely the textual content of title and description of each article, the page and date of publication, and whether it became popular. © 2012 Springer-Verlag London.Pattern recognition; News appeal; News popularity; Ranking support vector machines2013 No duplicate / newest version no no reject prediction of news article popularity
2T2JNAVA Using deep learning for short text understanding Zhan, Justin; Dahal, Binay10.1186/S40537-017-0095-2/FULLTEXT.HTMLjournalArticle Journal of Big Data Classifying short texts to one category or clustering semantically related texts is challenging, and the importance of both is growing due to the rise of microblogging platforms, digital news feeds, and the like. We can accomplish this classifying and clustering with the help of a deep neural network which produces compact binary representations of a short text, and can assign the same category to texts that have similar binary representations. But problems arise when there is little contextual information on the short texts, which makes it difficult for the deep neural network to produce similar binary codes for semantically related texts. We propose to address this issue using semantic enrichment. This is accomplished by taking the nouns, and verbs used in the short texts and generating the concepts and co-occurring words with the help of those terms. The nouns are used to generate concepts within the given short text, whereas the verbs are used to prune the ambiguous context (if any) present in the text. The enriched text then goes through a deep neural network to produce a prediction label for that short text representing it's category.Deep neural network; Semantic enrichment; Short text classification 2017 No duplicate / newest version no no reject
84H8G5HP A joint model for analyzing topic and sentiment dynamics from large-scale online news Liu, Peng; Gulla, Jon Atle; Zhang, Lemei10.1007/S11280-017-0474-9/FULLTEXT.HTMLjournalArticle World Wide Web Many of today's online news websites and aggregator apps have enabled users to publish their opinions without respect to time and place. Existing works on topic-based sentiment analysis of product reviews cannot be applied to online news directly because of the following two reasons: (1) The dynamic nature of news streams require the topic and sentiment analysis model also to be dynamically updated. (2) The user interactions among news comments can easily lead to inaccurate topic extraction and sentiment classification. In this paper, we propose a novel probabilistic generative model (DTSA) to extract topics and the specified sentiments from news streams and analyze their evolution over time simultaneously. In DTSA, three different timescale models are studied to account for the historical dependencies of sentiment-topic word distributions at current epoch, continuous, skip and multiple timescale models. Additionally, we further consider the links among news comments to avoid the error caused by user interactions. In order to mine more interpretable topics, a Conditional Random Fields (CRF) model is adopted to label a set of meaningful phrases for augmenting the bag-of-word features. Finally, we derive distributed online inference procedures to update the model with newly arrived data and show the effectiveness of our proposed model on real-world data sets.Topic model; Conditional random fields; Online inference; Topic-based sentiment analysis; User interaction2018 No duplicate / newest version no no reject sentiment analysi of news comments

3327ARUW
A GPU-oriented online recommendation algorithm for efficient processing of time-varying 
continuous data streams HewaNadungodage, Chandima; Xia, Yuni; Lee, John Jaehwan10.1007/S10115-016-0967-3/FULLTEXT.HTMLjournalArticle Knowledge and Information Systems Research on recommendation systems has gained a considerable amount of attention over the past decade as the number of online users and online contents continue to grow at an exponential rate. With the evolution of the social web, people generate and consume data in real time using online services such as Twitter, Facebook, and web news portals. With the rapidly growing online community, web-based retail systems and social media sites have to process several millions of user requests per day. Generating quality recommendations using this vast amount of data is itself a very challenging task. Nevertheless, opposed to the web-based retailers such as Amazon and Netflix, the above-mentioned social networking sites have to face an additional challenge when generating recommendations as their contents are very rapidly changing. Therefore, providing fresh information in the least amount of time is a major objective of such recommender systems. Although collaborative filtering is a widely used technique in recommendation systems, generating the recommendation model using this approach is a costly task, and often done offline. Hence, it is difficult to use collaborative filtering in the presence of dynamically changing contents, as such systems require frequent updates to the recommendation model to maintain the accuracy and the freshness of the recommendations. Parallel processing power of graphic processing units (GPUs) can be used to process large volumes of data with dynamically changing contents in real time, and accelerate the recommendation process for social media data streams. In this paper, we address the issue of rapidly changing contents, and propose a parallel on-the-fly collaborative filtering algorithm using GPUs to facilitate frequent updates to the recommendations model. We use a hybrid similarity calculation method by combining the item–item collaborative filtering with item category information and temporal information. The experimental results on real-world datasets show that the proposed algorithm outperformed several existing online CF algorithms in terms of accuracy, memory consumption, and runtime. It was also observed that the proposed algorithm scaled well with the data rate and the data volume, and generated recommendations in a timely manner.Collaborative filtering; Data streams; GPU acceleration; Recommendation systems; Social media2017 EN yes primary No duplicate / newest version yes news and other recommendation no reject

RXML7I7Y Recommendation over time: a probabilistic model of time-aware recommender systems Lin, Zuoquan; Chen, Hanxuan10.1007/S11432-018-9915-8journalArticle Science China Information Sciences In time-aware recommender systems, we have to consider the dynamic aspect of recommendation that is fond of new coming data. Usually, the recent data is more closely related to current recommendation tasks and the early data are useful to indicate overall measurements of the preferences. We propose a probabilistic model that uses the early data to generate the prior distribution and the recent data to capture the change of the states of both users and items in collaborative filtering systems. Our model is dynamic in the sense that it updates every time receiving new data. The time cost of every updating has a constant limit, which is suitable to deal with large scale data for online recommendation. Experiments on real datasets show the improvement performance of our model over the existing time-aware recommender systems.cold start; collaborative filtering; hidden Markov model; precision; recommender system2019 EN yes primary No duplicate / newest version yes other recommendation no evaluated reject
W9GMBGWF An Analysis of the Interaction Between Intelligent Software Agents and Human Users Burr, Christopher; Cristianini, Nello; Ladyman, James10.1007/S11023-018-9479-0/FULLTEXT.HTMLjournalArticle Minds and Machines Interactions between an intelligent software agent (ISA) and a human user are ubiquitous in everyday situations such as access to information, entertainment, and purchases. In such interactions, the ISA mediates the user's access to the content, or controls some other aspect of the user experience, and is not designed to be neutral about outcomes of user choices. Like human users, ISAs are driven by goals, make autonomous decisions, and can learn from experience. Using ideas from bounded rationality (and deploying concepts from artificial intelligence, behavioural economics, control theory, and game theory), we frame these interactions as instances of an ISA whose reward depends on actions performed by the user. Such agents benefit by steering the user's behaviour towards outcomes that maximise the ISA's utility, which may or may not be aligned with that of the user. Video games, news recommendation aggregation engines, and fitness trackers can all be instances of this general case. Our analysis facilitates distinguishing various subcases of interaction (i.e. deception, coercion, trading, and nudging), as well as second-order effects that might include the possibility for adaptive interfaces to induce behavioural addiction, and/or change in user belief. We present these types of interaction within a conceptual framework, and review current examples of persuasive technologies and the issues that arise from their use. We argue that the nature of the feedback commonly used by learning agents to update their models and subsequent decisions could steer the behaviour of human users away from what benefits them, and in a direction that can undermine autonomy and cause further disparity between actions and goals as exemplified by addictive and compulsive behaviour. We discuss some of the ethical, social and legal implications of this technology and argue that it can sometimes exploit and reinforce weaknesses in human beings.Machine learning; Artificial intelligence; Autonomy; Human–computer interaction; Nudge; Persuasion2018 No duplicate / newest version no reject
5IPWU32W Recommender systems and their ethical challenges Milano, Silvia; Taddeo, Mariarosaria; Floridi, Luciano10.1007/S00146-020-00950-Y/FULLTEXT.HTMLjournalArticle AI and Society This article presents the first, systematic analysis of the ethical challenges posed by recommender systems through a literature review. The article identifies six areas of concern, and maps them onto a proposed taxonomy of different kinds of ethical impact. The analysis uncovers a gap in the literature: currently user-centred approaches do not consider the interests of a variety of other stakeholders—as opposed to just the receivers of a recommendation—in assessing the ethical impacts of a recommender system.Machine learning; Algorithms; Recommender systems; Artificial intelligence; Digital ethics; Ethical trade-offs; Ethics of recommendation2020 secondary No duplicate / newest version reject

XSUB3NR2
If you like the Devil Wears Prada the book, will you also enjoy the Devil Wears Prada the 
movie? A study of cross-domain recommendations Winoto, Pinata; Tang, Tiffany10.1007/S00354-008-0041-0journalArticle New Generation Computing To date, the majority of recommender systems (RSs) work on a single domain, such as exclusively for movies, books, etc. However, human preferences may span across multiple domains. Hence, consumption behaviors on related items from different domains can be useful to inform RS to make recommendations. This paper reports our efforts on uncovering the association between user preferences on related items across domains. In addition, we have also tested collaborative filtering technique on our cross-domain dataset for which results are reported here. © 2008 Ohmsha, Ltd.Collaborative filtering; Recommendation; Cross domain 2008 No duplicate / newest version yes other yes reject

JFHB6VS4 Bangla News Recommendation Using doc2vec Nath Nandi, Rabindra; Arefin Zaman, M M; Al Muntasir, Tareq; Hosain Sumit, Sakhawat; Sourov, Tanvir; Jamil-Ur Rahman, Md.10.1109/ICBSLP.2018.8554679conferencePaper 2018 International Conference on Bangla Speech and Language Processing (ICBSLP)We present a content-based Bangla news recommendation system using paragraph vectors also known as doc2vec. doc2vec is a neural network driven approach that encapsulates the document representation in a low dimensional vector. doc2vec can capture semantic relationship effectively between documents from a large collection of texts. We perform both qualitative and quantitative experiments on a large Bangla news corpus and show that doc2vec performs better than two popular topic modeling techniques LDA and LSA. In the top-10 recommendation scenario, the suggestions from doc2vec are more contextually correct than both LDA and LSA. doc2vec also outperforms LDA and LSA on human-generated triplet dataset with 91% accuracy where LDA and LSA give 85%,84% accuracy respectively.Feature extraction; Training; Data models; Task analysis; Semantics; LSA; Bangla news recommendation; content-based; Context modeling; doc2vec; LDA; Libraries; paragraph vectors2018 EN yes primary No duplicate / newest version yes only news recommendation no reject
W3QTJV9H Leveraging Moderate User Data for News Recommendation Khattar, Dhruv; Kumar, Vaibhav; Varma, Vasudeva10.1109/ICDMW.2017.104conferencePaper 2017 IEEE International Conference on Data Mining Workshops (ICDMW) It is very crucial for news aggregator websites which are recent in the market to actively engage its existing users. A recommendation system would help to tackle such a problem. However, due to the lack of sufficient amount of data, most of the state-of-the-art methods perform poorly in terms of recommending relevant news items to the users. In this paper, we propose a novel approach for Item-based Collaborative filtering for recommending news items using Markov Decision Process (MDP). Due to the sequential nature of news reading, we choose MDP to model our recommendation system as it is based on a sequence optimization paradigm. Further, we also incorporate factors like article freshness and similarity into our system by extrinsically modelling it in terms of reward for the MDP. We compare it with various other state-of-the-art methods. On a moderately low amount of data we see that our MDP-based approach outperforms the other approaches. One of the reasons for this is that the baselines fail to identify the underlying patterns within the sequence in which the articles are read by the users. Hence, the baselines are not able to generalize well.Data models; Collaboration; Semantics; Collaborative Filtering; Filtering; Conferences; History; Markov Decision Process; Markov processes; News Recommendation; Semantic Similarity2017 EN yes primary No duplicate / newest version yes only news recommendation no reject

NHEWFTNV
NELasso: Group-Sparse Modeling for Characterizing Relations Among Named Entities in 
News Articles Tariq, Amara; Karim, Asim; Foroosh, Hassan10.1109/TPAMI.2016.2632117journalArticle IEEE Transactions on Pattern Analysis and Machine Intelligence Named entities such as people, locations, and organizations play a vital role in characterizing online content. They often reflect information of interest and are frequently used in search queries. Although named entities can be detected reliably from textual content, extracting relations among them is more challenging, yet useful in various applications (e.g., news recommending systems). In this paper, we present a novel model and system for learning semantic relations among named entities from collections of news articles. We model each named entity occurrence with sparse structured logistic regression, and consider the words (predictors) to be grouped based on background semantics. This sparse group LASSO approach forces the weights of word groups that do not influence the prediction towards zero. The resulting sparse structure is utilized for defining the type and strength of relations. Our unsupervised system yields a named entities' network where each relation is typed, quantified, and characterized in context. These relations are the key to understanding news material over time and customizing newsfeeds for readers. Extensive evaluation of our system on articles from TIME magazine and BBC News shows that the learned relations correlate with static semantic relatedness measures like WLM, and capture the evolving relationships among named entities over time.Internet; Semantics; Context; Vocabulary; Electronic publishing; Encyclopedias; LASSO; named entities; news understanding; semantic network construction; Sparse group learning2017 No duplicate / newest version no reject

XJKCA49H Population of a Knowledge Base for News Metadata from Unstructured Text and Web Data Stern, Rosa; Sagot, Beno^ıt conferencePaper Proceedings of the Joint Workshop on Automatic Knowledge Base Construction and Web-Scale Knowledge ExtractionWe present a practical use case of knowledge base (KB) population at the French news agency AFP. The target KB instances are entities relevant for news production and content enrichment. In order to acquire uniquely identified entities over news wires, i.e. textual data, and integrate the resulting KB in the Linked Data framework, a series of data models need to be aligned: Web data resources are harvested for creating a wide coverage entity database, which is in turn used to link entities to their mentions in French news wires. Finally, the extracted entities are selected for instantiation in the target KB. We describe our methodology along with the resources created and used for the target KB population.2012 EN yes primary No duplicate / newest version no reject
48MI9ZH6 Semantic Metadata in the News Production Process: Achievements and Challenges Pellegrini, Tassilo 10.1145/2393132.2393158conferencePaper Proceeding of the 16th International Academic MindTrek Conference Only a few media companies have so far (as of April 2012) publicly declared engagement in the area of Linked Data. Nevertheless among the chosen few are BBC Online, the New York Times, The Guardian and Reuters who utilize Linked Data to add significant value to the news production process. This paper discusses achievements and challenges in utilizing semantic metadata in the news production process. By discussing a BBC use case it illustrates how Linked Data can be integrated into the content value chain and provide added value to content-related workflows without necessarily disrupting them. This is insofar critical as publishing companies react very sensitively to radical changes in their working settings and are often very suspicious of technologically induced innovations. Given the fact that from the perspective of media professionals Linked Data is a highly technology driven phenomenon that incrementally incorporates the culture, speech and logic of the engineering discipline, it is necessary to translate the benefits of Linked Data into the thinking and understanding of the publishing sector by illustrating the intersections between the traditional editorial content value chain and Linked Data as a complementary resource to innovate existing products and services.linked data; semantic web; content value chain; data journalism; data licensing; editorial workflows; IPR; media economics; news production; semantic metadata2012 EN yes secondary No duplicate / newest version reject
CN6SYX3N Hugo: Entity-Based News Search and Summarisation Cadilhac, Ana\"ıs; Chisholm, Andrew; Hachey, Ben; Kharazmi, Sadegh10.1145/2810133.2810144conferencePaper Proceedings of the Eighth Workshop on Exploiting Semantic Annotations in Information RetrievalWe describe Hugo – a service initially available on iOS that solicits a structured, semantic query and returns entity-specific news articles. Retrieval is powered by a semantic annotation pipeline that includes named entity linking and automatic summarisation. Search and entity linking use an in-house knowledge base initialised with Wikipedia data and continually curated to include new entities. Hugo delivers timely knowledge about a user's professional network, in particular new people they want to know more about.semantic search; entity linking; entity retrieval 2015 EN yes primary No duplicate / newest version no reject
8VLFRIWJ Automated News Suggestions for Populating Wikipedia Entity Pages Fetahu, Besnik; Markert, Katja; Anand, Avishek10.1145/2806416.2806531conferencePaper Proceedings of the 24th ACM International on Conference on Information and Knowledge ManagementWikipedia entity pages are a valuable source of information for direct consumption and for knowledge-base construction, update and maintenance. Facts in these entity pages are typically supported by references. Recent studies show that as much as 20% of the references are from online news sources. However, many entity pages are incomplete even if relevant information is already available in existing news articles. Even for the already present references, there is often a delay between the news article publication time and the reference time. In this work, we therefore look at Wikipedia through the lens of news and propose a novel news-article suggestion task to improve news coverage in Wikipedia, and reduce the lag of newsworthy references. Our work finds direct application, as a precursor, to Wikipedia page generation and knowledge-base acceleration tasks that rely on relevant and high quality input sources.We propose a two-stage supervised approach for suggesting news articles to entity pages for a given state of Wikipedia. First, we suggest news articles to Wikipedia entities (article-entity placement) relying on a rich set of features which take into account the salience and relative authority of entities, and the novelty of news articles to entity pages. Second, we determine the exact section in the entity page for the input article (article-section placement) guided by class-based section templates. We perform an extensive evaluation of our approach based on ground-truth data that is extracted from external references in Wikipedia. We achieve a high precision value of up to 93% in the article-entity suggestion stage and upto 84% for the article-section placement. Finally, we compare our approach against competitive baselines and show significant improvements.entity salience; news suggestion; populating wikipedia entities; relative entity authority2015 EN yes primary No duplicate / newest version yes only news recommendation no reject
URDXN6NI Chinese News Event 5W1H Semantic Elements Extraction for Event Ontology Population Wang, Wei 10.1145/2187980.2188008conferencePaper Proceedings of the 21st International Conference on World Wide Web To relieve "News Information Overload", in this paper, we propose a novel approach of 5W1H (who, what, whom, when, where, how) event semantic elements extraction for Chinese news event knowledge base construction. The approach comprises a key event identification step, an event semantic elements extraction step and an event ontology population step. We first use a machine learning method to identify the key events from Chinese news stories. Then we extract event 5W1H elements by employing the combination of SRL, NER technique and rule-based method. At last we populate the extracted facts of news events to NOEM, an event ontology designed specifically for modeling semantic elements and relations of events. Our experiments on real online news data sets show the reasonability and feasibility of our approach.ontology; 5W1H; event extraction; semantic role labeling 2012 No duplicate / newest version no reject
PERMPYAU Searching News Articles Using an Event Knowledge Graph Leveraged by Wikidata Rudnik, Charlotte; Ehrhart, Thibault; Ferret, Olivier; Teyssou, Denis; Troncy, Raphael; Tannier, Xavier10.1145/3308560.3316761conferencePaper Companion Proceedings of The 2019 World Wide Web Conference News agencies produce thousands of multimedia stories describing events happening in the world that are either scheduled such as sports competitions, political summits and elections, or breaking events such as military conflicts, terrorist attacks, natural disasters, etc. When writing up those stories, journalists refer to contextual background and to compare with past similar events. However, searching for precise facts described in stories is hard. In this paper, we propose a general method that leverages the Wikidata knowledge base to produce semantic annotations of news articles. Next, we describe a semantic search engine that supports both keyword based search in news articles and structured data search providing filters for properties belonging to specific event schemas that are automatically inferred.Linked Data; Wikidata; Information Extraction; Knowledge Graphs 2019 EN yes primary No duplicate / newest version no reject
8V9CLHL3 A Fresh Look on Knowledge Bases: Distilling Named Events from News Kuzey, Erdal; Vreeken, Jilles; Weikum, Gerhard10.1145/2661829.2661984conferencePaper Proceedings of the 23rd ACM International Conference on Conference on Information and Knowledge ManagementKnowledge bases capture millions of entities such as people, companies or movies. However, their knowledge of named events like sports finals, political scandals, or natural disasters is fairly limited, as these are continuously emerging entities. This paper presents a method for extracting named events from news articles, reconciling them into canonicalized representation, and organizing them into fine-grained semantic classes to populate a knowledge base. Our method captures similarity measures among news articles in a multi-view attributed graph, considering textual contents, entity occurrences, and temporal ordering. For distilling canonicalized events from this raw data, we present a novel graph coarsening algorithm based on the information-theoretic principle of minimum description length. The quality of our method is experimentally demonstrated by extracting, organizing, and evaluating 25,000 events from a corpus of 300,000 heterogeneous news articles.information extraction; knowledge bases; event mining; minimum description length; temporal knowledge2014 EN yes primary No duplicate / newest version no reject
T86UY96M Automatic Creation of Semantic Data about Football Transfer in Sport News Nguyen, Quang-Minh; Cao, Tuan-Dung; Nguyen, Thanh-Tam10.1145/2684200.2684289conferencePaper Proceedings of the 16th International Conference on Information Integration and Web-Based Applications & ServicesThe semantic annotation of textual content is important for the success of many information integration systems. In this paper, we present a method for generating semantic annotations about transfer in football news. Semantic web technologies are applied to extend the knowledge base of KIM platform so that named entities in this specific domain could be recognized. We study and define language models to recognize the semantic relation for football transfers. At the same time, we propose a pronoun recognition method using extraction rules to improve the relation recognition process. The experiment showed promising results on the data set built from Sky Sports news [27]. The precisions achieved in both cases, with and without integration of the pronoun recognition method, are both over 80%. In particular, the latter helps increase the recall value to around 10%.ontology; Semantic web; semantic annotation; text analysis 2014 EN yes primary No duplicate / newest version no reject
5HNT4RN5 How New is the (RDF) News? Sagi, Tomer; Wolf, Yael; Hose, Katja10.1145/3308560.3317702conferencePaper Companion Proceedings of The 2019 World Wide Web Conference Linked Open Data and the RDF format have become the premier method of publishing structured data representing entities and facts. Specifically, media organizations, such as the New York Times and the BBC, have embraced Linked Open Data as a way of providing structured access to traditional media content, including articles, images, and video. To ground RDF entities and predicates in existing Linked Open Data sources, dataset curators provide links for some entities to existing general purpose repositories, such as YAGO and DBpedia, using entity extraction and linking tools. However, these state-of-the-art tools rely on the entities to exist in the knowledge base. How much of the information is actually new and thus unable to be grounded is unclear. In this work, we empirically investigate the prevalence of new entities in news feeds with respect to both public and commercial knowledge graphs.News; Emerging entities; Knowledge graph extension; RSS 2019 EN yes primary No duplicate / newest version no reject
8D6ZETG3 Chinese News Event Corpus Construction Method Based on Syntax Tree Qingzhi, Sun; Qingfeng, Du; Chenxi, Zhang; Jun, Li10.1145/3422713.3422741conferencePaper Proceedings of the 2020 3rd International Conference on Big Data TechnologiesAt present, the weakly supervised model is usually used for the expansion of the event corpus, which avoids the expensive manual annotation process. However, the weakly supervised model relies on the knowledge base and a small part of manually annotated corpus data, which makes the model have the problems of poor portability. In order to solve this problem, we construct a public domain event extraction model using syntax tree. In this paper, we propose a classification structure of Chinese syntax tree according to the view of event extraction, and put forward an event extraction algorithm for various syntax tree types. Moreover, in the construction algorithm of trigger word dictionary, we use cross-corpus dictionary information to construct Chinese trigger word dictionary from the perspective of semantics. As a result, we obtain 40,128 Chinese news events, which initially constituted the corpus of Chinese new events.Event extraction; syntax trees; Trigger word dictionary 2020 EN yes primary No duplicate / newest version no reject
7X73UFM7 Fake News Detection via Knowledge-Driven Multimodal Graph Convolutional Networks Wang, Youze; Qian, Shengsheng; Hu, Jun; Fang, Quan; Xu, Changsheng10.1145/3372278.3390713conferencePaper Proceedings of the 2020 International Conference on Multimedia Retrieval Nowadays, with the rapid development of social media, there is a great deal of news produced every day. How to detect fake news automatically from a large of multimedia posts has become very important for people, the government and news recommendation sites. However, most of the existing approaches either extract features from the text of the post which is a single modality or simply concatenate the visual features and textual features of a post to get a multimodal feature and detect fake news. Most of them ignore the background knowledge hidden in the text content of the post which facilitates fake news detection. To address these issues, we propose a novel Knowledge-driven Multimodal Graph Convolutional Network (KMGCN) to model the semantic representations by jointly modeling the textual information, knowledge concepts and visual information into a unified framework for fake news detection. Instead of viewing text content as word sequences normally, we convert them into a graph, which can model non-consecutive phrases for better obtaining the composition of semantics. Besides, we not only convert visual information as nodes of graphs but also retrieve external knowledge from real-world knowledge graph as nodes of graphs to provide complementary semantics information to improve fake news detection. We utilize a well-designed graph convolutional network to extract the semantic representation of these graphs. Extensive experiments on two public real-world datasets illustrate the validation of our approach.social media; graph neural networks; fake news detection 2020 EN yes primary No duplicate / newest version no yes reject
4FXKLDSC Towards Building a Knowledge Base of Monetary Transactions from a News Collection Benetka, Jan R; Balog, Krisztian; Nørv\rag, KjetilconferencePaper Proceedings of the 17th ACM/IEEE Joint Conference on Digital Libraries We address the problem of extracting structured representations of economic events from a large corpus of news articles, using a combination of natural language processing and machine learning techniques. The developed techniques allow for semi-automatic population of a financial knowledge base, which, in turn, may be used to support a range of data mining and exploration tasks. The key challenge we face in this domain is that the same event is often reported multiple times, with varying correctness of details. We address this challenge by first collecting all information pertinent to a given event from the entire corpus, then considering all possible representations of the event, and finally, using a supervised learning method, to rank these representations by the associated confidence scores. A main innovative element of our approach is that it jointly extracts and stores all attributes of the event as a single representation (quintuple). Using a purpose-built test set we demonstrate that our supervised learning approach can achieve 25% improvement in F1-score over baseline methods that consider the earliest, the latest or the most frequent reporting of the event.2017 EN yes primary No duplicate / newest version no reject
H6GJHMQ4 Open-Schema Event Profiling for Massive News Corpora Yuan, Quan; Ren, Xiang; He, Wenqi; Zhang, Chao; Geng, Xinhe; Huang, Lifu; Ji, Heng; Lin, Chin-Yew; Han, Jiawei10.1145/3269206.3271674conferencePaper Proceedings of the 27th ACM International Conference on Information and Knowledge ManagementWith the rapid growth of online information services, a sheer volume of news data becomes available. To help people quickly digest the explosive information, we define a new problem - schema-based news event profiling - profiling events reported in open-domain news corpora, with a set of slots and slot-value pairs for each event, where the set of slots forms the schema of an event type. Such profiling not only provides readers with concise views of events, but also facilitates various applications such as information retrieval, knowledge graph construction and question answering. It is however a quite challenging task. The first challenge is to find out events and event types because they are both initially unknown. The second difficulty is the lack of pre-defined event-type schemas. Lastly, even with the schemas extracted, to generate event profiles from them is still essential yet demanding.To address these challenges, we propose a fully automatic, unsupervised, three-step framework to obtain event profiles. First, we develop a Bayesian non-parametric model to detect events and event types by exploiting the slot expressions of the entities mentioned in news articles. Second, we propose an unsupervised embedding model for schema induction that encodes the insight: an entity may serve as the values of multiple slots in an event, but if it appears in more sentences along with the same set of more entities in the event, its slots in these sentences tend to be similar. Finally, we build event profiles by extracting slot values for each event based on the slots' expression patterns. To the best of our knowledge, this is the first work on schema-based profiling for news events. Experimental results on a large news corpus demonstrate the superior performance of our method against the state-of-the-art baselines on event detection, schema induction and event profiling.event detection; news summarization; schema induction 2018 EN yes primary No duplicate / newest version no no reject
W8TL77UW Personalized model combination for news recommendation in microblogs Lam, Rémi; Hou, Lei; Li, Juanzi10.1007/978-3-319-15615-6_24journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Facing large amount of accessible data everyday on the Web, it is difficult for people to find relevant news articles, hence the importance of news recommendation. Focused on the information to be used and the way to model it, each of the existing models proposes its own algorithm to recommend different news to different users. For these models, personalization is only done at the recommendation level. But if the user chooses a model that is not appropriate for him, the recommendation may fail to work accurately. Therefore, personalization should also be done at the model level. In our proposed model, the first level is defining four atomic recommendation models that make fully use of the social and content information of users and the second level is adapting to each user that atomic models effectively used. Experiments conducted on two real datasets built from Twitter and Tencent Weibo give evidence that this double level of personalization boosts the recommendation.Recommender systems; Personalization; Social network; User-generated content; Self-adaptive2015 EN yes primary No duplicate / newest version yes only news recommendation no reject
E8SYYYP8 Web news sentence searching using linguistic graph similarity Schouten, Kim; Frasincar, Flavius10.1007/978-3-319-40180-5_22/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science As the amount of news publications increases each day, so does the need for effective search algorithms. Because simple word-based approaches are inherently limited, ignoring much of the information in natural language, in this paper we propose a linguistic approach called Destiny, which utilizes this information to improve search results. The major difference from approaches that represent text as a bag-of-words is that Destiny represents sentences as graphs, with words as nodes and the grammatical relations between words as edges. The proposed algorithm is evaluated using a custom corpus of user-rated sentences and compared to a TF-IDF baseline, performs significantly better in terms of Mean Average Precision, normalized Discounted Cumulative Gain, and Spearman's Rho.Natural language processing; Graph similarity; News search 2016 EN yes primary No duplicate / newest version yes only news recommendation no reject
W9XEGTZ5 UBS: A novel news recommendation system based on user behavior sequence Dong, Haoye; Zhu, Jia; Tang, Yong; Xu, Chuanhua; Ding, Rui; Chen, Lingxiao10.1007/978-3-319-25159-2_68journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)News recommendation recently has attracted wide spread research attention because of the fast propagation of information on the Internet. Due to the large volume of information, a recommendation system which can provide the most important and useful information is required. Most of existing researches focus on providing recommendation based on news contents and predict the category of news only, which is inefficient if the news pool is very large or contains a lot of noisy data. In this study, we propose a novel news recommendation system called UBS, which recommends personalized news based on User Behavior Sequence (UBS) with high efficiency. We formulate the mining problem of user behavior sequence for Internet news reading, which can significantly enhance the performance of recommendation. Experimental validation was conducted using real datasets that obtained from news website. The results show that UBS can provide reasonable news recommendation compared to content-based recommendation as well as collaborative filtering.News recommendation; Personalization; Behavior sequence pattern; Similarity ranking2015 EN yes primary No duplicate / newest version yes only news recommendation no evaluated reject
EKREGLVC Benchmarking news recommendations in a living lab Hopfgartner, Frank; Kille, Benjamin; Lommatzsch, Andreas; Plumbaum, Till; Brodt, Torben; Heintz, Tobias10.1007/978-3-319-11382-1_21journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Most user-centric studies of information access systems in literature suffer from unrealistic settings or limited numbers of users who participate in the study. In order to address this issue, the idea of a living lab has been promoted. Living labs allow us to evaluate research hypotheses using a large number of users who satisfy their information need in a real context. In this paper, we introduce a living lab on news recommendation in real time. The living lab has first been organized as News Recommendation Challenge at ACM RecSys'13 and then as campaign-style evaluation lab NEWSREEL at CLEF'14. Within this lab, researchers were asked to provide news article recommendations to millions of users in real time. Different from user studies which have been performed in a laboratory, these users are following their own agenda. Consequently, laboratory bias on their behavior can be neglected. We outline the living lab scenario and the experimental setup of the two benchmarking events. We argue that the living lab can serve as reference point for the implementation of living labs for the evaluation of information access systems. © 2014 Springer International Publishing.2014 secondary reject
BVA3U65Z Optimizing and evaluating stream-based news recommendation algorithms Lommatzsch, Andreas; Werner, Sebastian10.1007/978-3-319-24027-5_40journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Recommender algorithms are powerful tools helping users to find interesting items in the overwhelming amount available data. Classic recommender algorithms are trained based on a huge set of user-item interactions collected in the past. Since the learning of models is computationally expensive, it is difficult to integrate new knowledge into the recommender models. With the growing importance of social networks, the huge amount of data generated by the real-time web (e.g. news portals, micro-blogging services), and the ubiquity of personalized web portals stream-based recommender systems get in the focus of research. In this paper we develop algorithms tailored to the requirements of a web-based news recommendation scenario. The algorithms address the specific challenges of news recommendations, such as a context dependent relevance of news items and the short item lifecycle forcing the recommender algorithms to continuously adapt to the set of news articles. In addition, the scenario is characterized by a huge amount of messages (that must be processed per second) and by tight time constraints resulting from the fact that news recommendations should be embedded into webpages without a delay. For evaluating and optimizing the recommender algorithms we implement an evaluation framework, allowing us analyzing and comparing different recommender algorithms in different contexts. We discuss the strength and weaknesses both according to recommendation precision and technical complexity. We show how the evaluation framework enables us finding the optimal recommender algorithm for a specific scenarios and contexts.2015 EN yes primary No duplicate / newest version yes only news recommendation no reject
FNEPEL4B Toward ontology representation and reasoning for news Wen, Xubo; Ma, Xiaoli; Li, Juanzi; Pan, Jeff Z.; Xie, Jiayu10.1007/978-3-642-54025-7_16journalArticle Communications in Computer and Information Science Most research work on news mining nowadays covers phrase and topic level. A few works conducted on logical level mainly focus on personalized news service and no special efforts are put on the applications of ontology techniques on deep news mining. In this paper, we demonstrate a whole strategy for deeply understanding event-focused news taking the advantage of ontology representation and ontology reasoning. We propose an ontology-enriched news deep understanding framework ONDU which addresses the following problems: (1) how to transfer parsed news content into logical triples by using domain ontology. (2) The application of ONDU based on the reasoning results from the ontology reasoner TrOWL over the RDF data expressing the news. Through this whole strategy we can detect the inconsistence among multiple news articles and compare the different information implied in different news. We can even integrate a set of news content through merging the RDF data. The empirical experiment conducted on news from several portals shows the effectiveness and usefulness of our method. © Springer-Verlag Berlin Heidelberg 2013.Ontology; News mining; Reasoning; Text understanding; TrOWL 2013 EN yes primary No duplicate / newest version no yes reject
CJFQG7T3 A proposal for news recommendation based on clustering techniques Cleger-Tamayo, Sergio; Fernández-Luna, Juan M.; Huete, Juan F.; Pérez-Vázquez, Ramiro; Rodríguez Cano, Julio C.10.1007/978-3-642-13033-5_49journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)The application of clustering techniques in recommendation systems is discussed in the present article, specifically in a journalistic context, where multiple users have access to categorized news. The aim of this paper is to present an approach to recommend news to the readers of an electronic journal according to their profile, i.e. the record of news accessed. The Aspect Model, as well as the K-Means clustering algorithm are applied to this problem and compared empirically. © 2010 Springer-Verlag.Aspect Model; Clustering Techniques; Cognitive Filtering; Collaborative Filtering; Collaborative Recommendation Systems; K-Means; RS2010 EN yes primary No duplicate / newest version yes only news recommendation no reject
2QPQKDPI Stochastic models to improve E-news recommender systems Veloso, Bráulio Miranda 10.1007/978-3-030-34146-6_24/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Several recommender systems have been proposed in the literature. Some of them address the problem of recommending news to users of newspaper sites. The context of online news presents some particularities: highly dynamic data volume, users access without registration, quick accesses of a few readings, and content is time-dependent. Online newspapers generate in real-time the recommendation lists with few items. The recommenders have a short time to model access, create the list, and present it to the user. All these characteristics make the problem of news recommendation an exciting challenge that has been studied by the academic community with new proposals. However, scarce works study users reading behavior before proposing new methods. In this work, we are interested in characterizing online newspaper users via stochastic models and using attributes extracted from this characterization in recommender systems. First results demonstrate that models who use only information from the recent past are the best. Next, we will look at whether these models are best, varying data contexts, and how to generate more personalized models. Finally, we intend to add all the knowledge in a recommender system, improving or creating a new one.Recommender systems; Online newspapers; Online readers; Stochastic models; Users behavior2019 EN yes primary No duplicate / newest version yes only news recommendation no reject
LIKEHBNR A serendipity model for news recommendation Jenders, M.; Lindhauer, T.; Kasneci, G.; Krestel, R.; Naumann, F.10.1007/978-3-319-24489-1_9journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Recommendation algorithms typically work by suggesting items that are similar to the ones that a user likes, or items that similar users like. We propose a content-based recommendation technique with the focus on serendipity of news recommendations. Serendipitous recommendations have the characteristic of being unexpected yet fortunate and interesting to the user, and thus might yield higher user satisfaction. In our work, we explore the concept of serendipity in the area of news articles and propose a general framework that incorporates the benefits of serendipity- and similarity-based recommendation techniques. An evaluation against other baseline recommendation models is carried out in a user study.2015 EN yes primary No duplicate / newest version yes only news recommendation no reject
DXYZ7D68 News recommender based on rich feedback Ardissono, Liliana; Petrone, Giovanna; Vigliaturo, Francesco10.1007/978-3-319-20267-9_27journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)This paper proposes to exploit author-defined tags and social interaction data (commenting and sharing news items) in news recommendation. Moreover it presents a hybrid news recommender which suggest news items on the basis of the reader's short and long-term reading history, taking reading trends and short-term interests into account. The experimental results we carried out provided encouraging results about the accuracy of the recommendations.Hybrid news recommender; Tag-based news specification 2015 EN yes primary No duplicate / newest version yes only news recommendation no reject
XHQQLRLI Construction of a local domain ontology from news stories Drury, Brett; Almeida, J. J.10.1007/978-3-642-04686-5_33journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)The identification of "actionable" information in news stories has become a popular area for investigation. News presents some unique challenges for the researcher. The size constraints of a news story often require that full background information is omitted. Although this is acceptable for a human reader, it makes any form of automatic analysis difficult. Computational analysis may require some background information to provide context to news stories. There have been some attempts to identify and store background information. These approaches have tended to use an ontology to represent relationships and concepts present in the background information. The current methods of creating and populating ontologies with background information for news analysis were unsuitable for our future needs. In this paper we present an automatic construction and population method of a domain ontology. This method produces an ontology which has the coverage of a manually created ontology and the ease of construction of the semi-automatic method. The proposed method uses a recursive algorithm which identifies relevant news stories from a corpus. For each story the algorithm tries to locate further related stories and background information. The proposed method also describes a pruning procedure which removes extraneous information from the ontology. Finally, the proposed method describes a procedure for adapting the ontology over time in response to changes in the monitored domain. © 2009 Springer Berlin Heidelberg.News; Linked Data; Ontology Construction and Population 2009 No duplicate / newest version no reject
EV4A4AX9 Accurate News Recommendation Coalescing Personal and Global Temporal Preferences Koo, Bonhun; Jeon, Hyunsik; Kang, U.10.1007/978-3-030-47426-3_7/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Given session-based news watch history of users, how can we precisely recommend news articles? Unlike other items for recommendation, the worth of news articles decays quickly and various news sources publish fresh ones every second. Moreover, people frequently select news articles regardless of their personal preferences to understand popular topics at a specific time. Conventional recommendation methods, designed for other recommendation domains, give low performance because of these peculiarities of news articles. In this paper, we propose PGT (News Recommendation Coalescing Personal and Global Temporal Preferences), an accurate news recommendation method designed with consideration of the above characteristics of news articles. PGT extracts latent features from both personal and global temporal preferences to sufficiently reflect users' behaviors. Furthermore, we propose an attention based architecture to extract adequate coalesced features from both of the preferences. Experimental results show that PGT provides the most accurate news recommendation, giving the state-of-the-art accuracy.Attention; News recommender systems; Personal and global temporal preferences; Recurrent neural network2020 EN yes primary No duplicate / newest version yes only news recommendation no reject
T5VJBK5R A highly available real-time news recommender based on Apache Spark Domann, Jaschar; Lommatzsch, Andreas10.1007/978-3-319-65813-1_17/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Recommending news articles is a challenging task due to the continuous changes in the set of available news articles and the context-dependent preferences of users. In addition, news recommenders must fulfill high requirements with respect to response time and scalability. Traditional recommender approaches are optimized for the analysis of static data sets. In news recommendation scenarios, characterized by continuous changes, high volume of messages, and tight time constraints, alternative approaches are needed. In this work we present a highly scalable recommender system optimized for the processing of streams. We evaluate the system in the CLEF NewsREEL challenge. Our system is built on Apache Spark enabling the distributed processing of recommendation requests ensuring the scalability of our approach. The evaluation of the implemented system shows that our approach is suitable for the news recommendation scenario and provides high-quality results while satisfying the tight time constraints.Real-time recommendation; Apache spark; Distributed algorithms; Scalable machine learning; Stream recommender2017 EN yes primary No duplicate / newest version yes only news recommendation no reject
GVM6RCAK Real-time news recommender system Fortuna, Blaž; Fortuna, Carolina; Mladenić, Dunja10.1007/978-3-642-15939-8_38journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In this demo we present a robust system for delivering real-time news recommendation to the user based on the user's history of the past visits to the site, current user's context and popularity of stories. Our system is running live providing real-time recommendations of news articles. The system handles overspecializing as we recommend categories as opposed to items, it implicitly uses collaboration by taking into account user context and popular items and, it can handle new users by using context information. A unique characteristic of our system is that it prefers freshness over relevance, which is important for recommending news articles in real-world setting as addressed here. We experimentally compare the proposed approach as implemented in our system against several state-of-the-art alternatives and show that it significantly outperforms them. © 2010 Springer-Verlag Berlin Heidelberg.Recommender system; collaborative filter; news; real-time; SVM 2010 EN yes primary accessible No duplicate / newest version yes only news recommendation no evaluated reject

P4ILRFXG
Implementation of Academic News Recommendation System Based on User Profile and 
Message Semantics Li, Weiling; Tang, Yong; Chen, Guohua; Xiao, Danyang; Yuan, Chengzhe10.1007/978-981-13-1648-7_46/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science The development of academic social network has changed the way researchers make access to academic news. In this paper, we propose a news recommendation system to provide user personalized recommendation based on their profile. Our system presents the generation of user profile: (1) extracts the user tag through TextRank; (2) incorporates the timeliness of the news and generates the user profile according to the users' behavior; (3) combines the semantic space vector of news, calculate the similarity of the above to make news recommendations. Finally, the experiment is carried out on the academic social network platform - scholat.com. The experimental results show that the news recommendation system can update the user profile in real time, and this recommendation achieves the due goal.News recommendation; Academic social network; Semantic computing; User profile2018 EN yes primary No duplicate / newest version yes only news recommendation no reject

34J6HPWX Real-time news recommendation using context-aware ensembles Lommatzsch, Andreas 10.1007/978-3-319-06028-6_5journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)With the rapidly growing amount of items and news articles on the internet, recommender systems are one of the key technologies to cope with the information overload and to assist users in finding information matching the their individual preferences. News and domain-specific information portals are important knowledge sources on the Web frequently accessed by millions of users. In contrast to product recommender systems, news recommender systems must address additional challenges, e.g. short news article lifecycles, heterogonous user interests, strict time constraints, and context-dependent article relevance. Since news articles have only a short time to live, recommender models have to be continuously adapted, ensuring that the recommendations are always up-to-date, hampering the pre-computations of suggestions. In this paper we present our framework for providing real-time news recommendations. We discuss the implemented algorithms optimized for the news domain and present an approach for estimating the recommender performance. Based on our analysis we implement an agent-based recommender system, aggregation several different recommender strategies. We learn a context-aware delegation strategy, allowing us to select the best recommender algorithm for each request. The evaluation shows that the implemented framework outperforms traditional recommender approaches and allows us to adapt to the specific properties of the considered news portals and recommendation requests. © 2014 Springer International Publishing Switzerland.context-aware ensemble; online evaluation; real-time recommendations2014 EN yes primary No duplicate / newest version yes only news recommendation no reject
KDWJYMCN Dynamic attention-integrated neural network for session-based news recommendation Zhang, Lemei; Liu, Peng; Gulla, Jon Atle10.1007/S10994-018-05777-9/FULLTEXT.HTMLjournalArticle Machine Learning Online news recommendation aims to continuously select a pool of candidate articles that meet the temporal dynamics of user preferences. Most of the existing methods assume that all user-item interaction history are equally importance for recommendation, which is not alway applied in real-word scenario since the user-item interactions are sometime full of stochasticity and contingency. In addition, previous work on session-based algorithms only considers user sequence behaviors within current session without incorporating users' historical interests or pointing out users' main purposes within such session. In this paper, we propose a novel neural network framework, dynamic attention-integrated neural network, to tackle the problems. Specifically, we propose a dynamic neural network to model users' dynamic interests over time in a unified framework for personalized news recommendations. News article semantic embedding, user interests modelling, session-based public behavior mining and an attention scheme that used to learn the attention score of user and item interaction within sessions are four key factors for online sequences mining and recommendation strategy. Experimental results on three real-world datasets show significant improvements over several baselines and state-of-the-art methods on session-based neural networks.Recurrent neural networks; Attention model; Personalized news recommendation; User interest modelling2019 EN yes primary accessible No duplicate / newest version yes only news recommendation no reject
ILHJKGT3 Personalized news recommendation: A review and an experimental investigation Li, Lei; Wang, Ding Ding; Zhu, Shun Zhi; Li, Tao10.1007/S11390-011-0175-2journalArticle Journal of Computer Science and Technology Online news articles, as a new format of press releases, have sprung up on the Internet. With its convenience and recency, more and more people prefer to read news online instead of reading the paper-format press releases. However, a gigantic amount of news events might be released at a rate of hundreds, even thousands per hour. A challenging problem is how to efficiently select specific news articles from a large corpus of newly-published press releases to recommend to individual readers, where the selected news items should match the reader's reading preference as much as possible. This issue refers to personalized news recommendation. Recently, personalized news recommendation has become a promising research direction as the Internet provides fast access to real-time information from multiple sources around the world. Existing personalized news recommendation systems strive to adapt their services to individual users by virtue of both user and news content information. A variety of techniques have been proposed to tackle personalized news recommendation, including content-based, collaborative filtering systems and hybrid versions of these two. In this paper, we provide a comprehensive investigation of existing personalized news recommenders. We discuss several essential issues underlying the problem of personalized news recommendation, and explore possible solutions for performance improvement. Further, we provide an empirical study on a collection of news articles obtained from various news websites, and evaluate the effect of different factors for personalized news recommendation. We hope our discussion and exploration would provide insights for researchers who are interested in personalized news recommendation. ©2011 Springer Science+Business Media, LLC & Science Press, China.Scalability; News recommendation; User profiling; Personalization; Modeling; Ranking2011 secondary No duplicate / newest version reject

FAHCR4KH
Hyper Media News: A fully automated platform for large scale analysis, production and 
distribution of multimodal news content Messina, Alberto; Montagnuolo, Maurizio; Di Massa, Riccardo; Borgotallo, Roberto10.1007/S11042-011-0859-1/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications This paper describes Hyper Media News (HMNews), a system for the automated aggregation and consumption of information streams from digital television and the Internet. TV newscasts are automatically segmented, annotated and indexed. Such information is then integrated with those available from Internet blogs, newspapers and press agencies. The end result is a set of innovative information services that supplies retrieval, recommendation and browsing of multi-modal news items across different production paradigms, ranging from traditional professional media, e.g. television and press, to new user-centric media platforms such as social networking sites, internet forums and blogs. © 2011 Springer Science+Business Media, LLC.News recommendation; Hybrid clustering; Hypermedia graph; Multimedia RSS; News story segmentation; Topic Detection and Tracking2013 EN yes primary accessible No duplicate / newest version no reject

EU6G2ESE Personalized news recommendation based on articles chain building Gu, Wanrong; Dong, Shoubin; Chen, Mingquan10.1007/S00521-015-1932-X/FULLTEXT.HTMLjournalArticle Neural Computing and Applications News personalized recommendation has long been a favorite research in recommender. Previous methods strive to satisfy the users by constructing the users' preference profiles. Traditionally, most of recent researches use users' reading history (content based) or access pattern (collaborative filtering based) to recommend newly published news to them. In this way, they only considered the relationship between news articles and the users and ignored the context of news report background. In other words, they fail to provide more useful information with considering the progression of the news story chain. In this paper, we propose to define the quality of a news story chain. Besides, we propose a method to construct a news story chain on a news corpus with date information. At last, we use a greedy selection method for filtering the final recommended news articles with considering accuracy and diversity. In this way, we can provide the news articles for users and meet their requirement: after reading the recommended news, the user gains a better understanding of the progression of the news story they read before. Finally, we designed several experiments compared to the state-of-the-art approaches, and the experimental results show that our proposed method significantly improves the accuracy, diversity and NDCG metrics.News recommendation; Hybrid recommender; News story chain 2016 EN yes primary No duplicate / newest version no reject

B4AKYT2J
Session-aware news recommendations using random walks on time-evolving heterogeneous 
information networks Symeonidis, Panagiotis; Kirjackaja, Lidija; Zanker, Markus10.1007/S11257-020-09261-9/FULLTEXT.HTMLjournalArticle User Modeling and User-Adapted Interaction Traditional news media Web sites usually provide generic recommendations that are not personalized to the preferences of their users. Typically, news recommendation algorithms mainly rely on the long-term preferences of users and do not adjust their model to the continuous stream of short-lived incoming stories to capture short-term intentions revealed by users' sessions.In this paper, we therefore study the problem of session-aware recommendations by running random walks on dynamic heterogeneous graphs. Concretely, we construct a heterogeneous information network consisting of users, news articles, news categories, locations and sessions. By using different (1) sliding time window sizes, (2) sub-graphs for model learning, (3) sequential article weighting strategies and (4) more diversified random walks, we perform recommendations in a second step. Our algorithm proposal is evaluated on three real-life data sets, and we demonstrate that our method outperforms state-of-the-art methods by delivering more accurate and diversified recommendations.News recommendation; Heterogeneous information networks; Link prediction2020 EN yes primary accessible No duplicate / newest version yes only news recommendation no reject

XS9RNSKT Neural news recommendation with negative feedback Wu, Chuhan; Wu, Fangzhao; Huang, Yongfeng; Xie, Xing10.1007/S42486-020-00044-0/FULLTEXT.HTMLjournalArticle CCF Transactions on Pervasive Computing and Interaction News recommendation is important for online news services. Precise user interest modeling is critical for personalized news recommendation. Existing news recommendation methods usually rely on the implicit feedback of users like news clicks to model user interest. However, news click may not necessarily reflect user interests because users may click a news due to the attraction of its title but feel disappointed at its content. The dwell time of news reading is an important clue for user interest modeling, since short reading dwell time usually indicates low and even negative interest. Thus, incorporating the negative feedback inferred from the dwell time of news reading can improve the quality of user modeling. In this paper, we propose a neural news recommendation approach which can incorporate the implicit negative user feedback. We propose to distinguish positive and negative news clicks according to their reading dwell time, and respectively learn user representations from positive and negative news clicks via a combination of Transformer and additive attention network. In addition, we propose to compute a positive click score and a negative click score based on the relevance between candidate news representations and the user representations learned from the positive and negative news clicks. The final click score is a combination of positive and negative click scores. Besides, we propose an interactive news modeling method to consider the relatedness between title and body in news modeling. Extensive experiments on real-world dataset validate that our approach can achieve more accurate user interest modeling for news recommendation.News recommendation; Dwell time; Negative feedback 2020 EN yes primary No duplicate / newest version yes only news recommendation no reject
5NGZPNIZ Topology-based recommendation of users in micro-blogging communities Armentano, Marcelo G.; Godoy, Daniela; Amandi, Analía10.1007/S11390-012-1249-5journalArticle Journal of Computer Science and Technology Nowadays, more and more users share real-time news and information in micro-blogging communities such as Twitter, Tumblr or Plurk. In these sites, information is shared via a followers/followees social network structure in which a follower will receive all the micro-blogs from the users he/she follows, named followees. With the increasing number of registered users in this kind of sites, finding relevant and reliable sources of information becomes essential. The reduced number of characters present in micro-posts along with the informal language commonly used in these sites make it difficult to apply standard content-based approaches to the problem of user recommendation. To address this problem, we propose an algorithm for recommending relevant users that explores the topology of the network considering different factors that allow us to identify users that can be considered good information sources. Experimental evaluation conducted with a group of users is reported, demonstrating the potential of the approach. © 2012 Springer Science+Business Media, LLC & Science Press, China.Recommender system; Social networking; Social technology 2012 EN yes primary No duplicate / newest version yes other recommendation no reject
TGDWQQX4 The mass, fake news, and cognition security Guo, Bin; Ding, Yasan; Sun, Yueheng; Ma, Shuai; Li, Ke; Yu, Zhiwen10.1007/S11704-020-9256-0journalArticle Frontiers of Computer Science The widespread fake news in social networks is posing threats to social stability, economic development, and political democracy, etc. Numerous studies have explored the effective detection approaches of online fake news, while few works study the intrinsic propagation and cognition mechanisms of fake news. Since the development of cognitive science paves a promising way for the prevention of fake news, we present a new research area called Cognition Security (CogSec), which studies the potential impacts of fake news on human cognition, ranging from misperception, untrusted knowledge acquisition, targeted opinion/attitude formation, to biased decision making, and investigates the effective ways for fake news debunking. CogSec is a multidisciplinary research field that leverages the knowledge from social science, psychology, cognition science, neuroscience, AI and computer science. We first propose related definitions to characterize CogSec and review the literature history. We further investigate the key research challenges and techniques of CogSec, including humancontent cognition mechanism, social influence and opinion diffusion, fake news detection, and malicious bot detection. Finally, we summarize the open issues and future research directions, such as the cognition mechanism of fake news, influence maximization of fact-checking information, early detection of fake news, fast refutation of fake news, and so on.cognition security; crowd computing; cyberspace; fake news; human-content interaction2021 reject

AE68BTRA
A proactive personalised mobile recommendation system using analytic hierarchy process 
and Bayesian network Yeung, Kam Fung; Yang, Yanyan; Ndzi, David10.1007/S13174-012-0061-3/FULLTEXT.HTMLjournalArticle Journal of Internet Services and Applications With the growth, ready availability and affordability of wireless technologies, proactive context-aware recommendations are a potential solution to overcome the information overload and the common limitations of mobile devices (inconvenience of data input and Internet browsing). The automatic provision of just-in-time information or recommendations tailored to each user's needs/preferences contextualised from the user's activities, location, usage patterns, time, and connectivity may not only facilitate access to information but also remove barriers to the adoption of current and future services on mobile devices. This paper describes a hybrid P2P context-aware framework called JHPeer which supports a variety of context-aware applications in mobile environments. Any context-aware information services such as recommendation services could use the collected and shared contextual information in JHPeer network. An analytic hierarchy process based multi-criteria ranking (AHP-MCR) approach has been developed and used to rate recommendations in a variety of domains. The weights of the contexts criteria can be assigned by the user or automatically adjusted via individual-based and/or group-based assignment. Additionally, a Bayesian network algorithm is applied to solve the cold-start problem in recommendation systems. The paper also proposes a strategy for using Bayesian networks for recommendation services. A news recommendation application has been implemented on the developed JHPeer framework, which proactively pushes relevant news based on the users' contextual information. Evaluation studies show that the system can push relevant recommendations to mobile users appropriately. © 2012 The Brazilian Computer Society.Content-based filtering; Collaborative filtering; Analytic hierarchy process; Bayesian network; Information push; Mobile recommender system; Personalised recommendation; Proactiveness2012 No duplicate / newest version yes only news recommendation no reject

Z9LQ2YGN
Optimizing the recency-relevance-diversity trade-offs in non-personalized news 
recommendations Chakraborty, Abhijnan; Ghosh, Saptarshi; Ganguly, Niloy; Gummadi, Krishna P.10.1007/S10791-019-09351-2/FULLTEXT.HTMLjournalArticle Information Retrieval Journal Online news media sites are emerging as the primary source of news for a large number of users. Due to a large number of stories being published in these media sites, users usually rely on news recommendation systems to find important news. In this work, we focus on automatically recommending news stories to all users of such media websites, where the selection is not influenced by a particular user's news reading habit. When recommending news stories in such non-personalized manner, there are three basic metrics of interest—recency, importance (analogous to relevance in personalized recommendation) and diversity of the recommended news. Ideally, recommender systems should recommend the most important stories soon after they are published. However, the importance of a story only becomes evident as the story ages, thereby creating a tension between recency and importance. A systematic analysis of popular recommendation strategies in use today reveals that they lead to poor trade-offs between recency and importance in practice. So, in this paper, we propose a new recommendation strategy (called Highest Future-Impact) which attempts to optimize on both the axes. To implement our proposed strategy in practice, we propose two approaches to predict the future-impact of news stories, by using crowd-sourced popularity signals and by observing editorial selection in past news data. Finally, we propose approaches to inculcate diversity in recommended news which can maintain a balanced proportion of news from different news sections. Evaluations over real-world news datasets show that our implementations achieve good performance in recommending news stories.News recommendation; Coverage bias; Recency-relevance trade-off; Recommendation diversity2019 EN yes primary No duplicate / newest version yes only news recommendation no reject

RD34TUNV A user-centric evaluation of context-aware recommendations for a mobile news service De Pessemier, Toon; Courtois, Cédric; Vanhecke, Kris; Van Damme, Kristin; Martens, Luc; De Marez, Lieven10.1007/S11042-014-2437-9/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications Traditional recommender systems provide personal suggestions based on the user's preferences, without taking into account any additional contextual information, such as time or device type. The added value of contextual information for the recommendation process is highly dependent on the application domain, the type of contextual information, and variations in users' usage behavior in different contextual situations. This paper investigates whether users utilize a mobile news service in different contextual situations and whether the context has an influence on their consumption behavior. Furthermore, the importance of context for the recommendation process is investigated by comparing the user satisfaction with recommendations based on an explicit static profile, content-based recommendations using the actual user behavior but ignoring the context, and context-aware content-based recommendations incorporating user behavior as well as context. Considering the recommendations based on the static profile as a reference condition, the results indicate a significant improvement for recommendations that are based on the actual user behavior. This improvement is due to the discrepancy between explicitly stated preferences (initial profile) and the actual consumption behavior of the user. The context-aware content-based recommendations did not significantly outperform the content-based recommendations in our user study. Context-aware content-based recommendations may induce a higher user satisfaction after a longer period of service operation, enabling the recommender to overcome the cold-start problem and distinguish user preferences in various contextual situations.Recommender system; News recommendation; Algorithm-based news; Context-aware; User evaluation2016 EN yes primary accessible No duplicate / newest version yes only news recommendation no reject
3R4WV7RM Towards better news article recommendation: With the help of user comments Meguebli, Youssef; Kacimi, Mouna; Doan, Bich Liên; Popineau, Fabrice10.1007/S11280-017-0436-2/FULLTEXT.HTMLjournalArticle World Wide Web News media platforms publish articles about daily events letting their users comment on them, and forming interesting discussions in almost real-time. To keep users always active and interested, media platforms need an effective recommender system to bring up new articles that match user interests. In this article, we show that we can improve the quality of recommendation by exploiting valuable information provided by user comments. This information reveals aspects not directly tackled by the news article on which they have been posted. We call such aspects latent aspects. We demonstrate how these latent aspects can make a crucial difference in the accuracy of future recommendation. The challenge in detecting them is due to the noisy nature of user comments. To support our claim, we propose a novel news recommendation system that (1) enriches the description of news articles by latent aspects extracted from user comments, (2) deals with noisy comments by proposing a model for user comments ranking, and (3) proposes a diversification model to remove redundancies and provide a wide coverage of aspects. We have tested our approach using large collections of real user activities in four news Web sites, namely The INDEPENDENT, The Telegraph, CNN and Al-Jazeera. The results show that our approach outperforms baseline approaches achieving a significantly higher accuracy.News recommendation; Diversification; User comments ranking 2017 EN yes primary accessible No duplicate / newest version yes only news recommendation no reject

YPDUI99I
F2ConText: how to extract holistic contexts of persons of interest for enhancing exploratory 
analysis Kader, Md Abdul; Boedihardjo, Arnold Priguna; Hossain, Mahmud Shahriar10.1007/S10115-018-1304-9/FULLTEXT.HTMLjournalArticle Knowledge and Information Systems A wide variety of publicly available heterogeneous data has provided us with an opportunity to meander through contextual snippets relevant to a particular event or persons of interest. One example of a heterogeneous source is online news articles where both images and text descriptions may co-exist in documents. Many of the images in a news article may contain faces of people. Names of many of the faces may not appear in the text. An expert on the topic may be able to identify people in images or at least recognize the context of the faces who are not widely known. However, it is difficult as well as expensive to employ topic experts of news topics to label every face of a massive news archive. In this paper, we describe an approach named F2ConText that helps analysts build contextual information, e.g., named entity context and geographical context of facial images found within news articles. Our approach extracts facial features of the faces detected in the images of publicly available news articles and learns probabilistic mappings between the features and the contents of the articles in an unsupervised manner. Afterward, it translates the mappings to geographical distributions and generates a contextual template for every face detected in the collection. This paper demonstrates three empirical studies—related to construction of context-based genealogy of events, tracking of a contextual phenomenon over time, and creation of contextual clusters of faces—to evaluate the effectiveness of the generated contexts.Exploratory analysis; Geographical context; Image-text alignment; Information genealogy2019 No duplicate / newest version no reject

4DZN8WHI Algorithms and criteria for diversification of news article comments Giannopoulos, Giorgos; Koniaris, Marios; Weber, Ingmar; Jaimes, Alejandro; Sellis, Timos10.1007/S10844-014-0328-1/FULLTEXT.HTMLjournalArticle Journal of Intelligent Information Systems In this paper, we introduce an approach for diversifying user comments on news articles. We claim that, although content diversity suffices for the keyword search setting, as proven by existing work on search result diversification, it is not enough when it comes to diversifying comments of news articles. Thus, in our proposed framework, we define comment-specific diversification criteria in order to extract the respective diversification dimensions in the form of feature vectors. These criteria involve content similarity, sentiment expressed within comments, named entities, quality of comments and combinations of them. Then, we apply diversification on comments, utilizing the extracted features vectors. The outcome of this process is a subset of the initial set that contains heterogeneous comments, representing different aspects of the news article, different sentiments expressed, different writing quality, etc. We perform an experimental analysis showing that the diversity criteria we introduce result in distinctively diverse subsets of comments, as opposed to the baseline of diversifying comments only w.r.t. to their content. We also present a prototype system that implements our diversification framework on news articles comments.2015 No duplicate / newest version no reject
URTKWZ72 Recommender system architecture based on Mahout and a main memory database Piao, Zhegao; Yoo, Seong Joon; Gu, Yeong Hyeon; No, Jaechun; Jiang, Zhiyan; Yin, Helin10.1007/S11227-017-2111-X/FULLTEXT.HTMLjournalArticle Journal of Supercomputing In this study, we propose a news recommendation system architecture using a main memory database (DB) and Mahout. The user's news preference rate is calculated automatically based on the time the user spends reading news items and their length. While existing systems also infer the user's preferred fields, our system adjusts the volume and ratio of news stories using these categories. We collect web pages accessed by the user on a smart device and classify them using a naive Bayes classifier to determine the user's preferred news categories. Collaborative filtering is then used to search for related news items read by others and to recommend news in a ratio consistent with the user's preferred fields. Using a main memory DB, recommendations are computed 2.1 times faster than with a traditional DB when recommending from among 100,000 items; further, the more data used for recommendations, the bigger the speed difference between the proposed and traditional systems becomes.Recommender system; Classification; Main memory; User preference 2018 EN yes primary accessible No duplicate / newest version yes only news recommendation no reject
PEZ6FI49 Multi-stakeholder News Recommendation Using Hypergraph Learning Gharahighehi, Alireza; Vens, Celine; Pliakos, Konstantinos10.1007/978-3-030-65965-3_36/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science Recommender systems are meant to fulfil user preferences. Nevertheless, there are multiple examples where users are not the only stakeholder in a recommendation platform. For instance, in news aggregator websites apart from readers, one can consider magazines (news agencies) or authors as other stakeholders. A multi-stakeholder recommender system generates a ranked list of items taking into account the preferences of multiple stakeholders. In this study, news recommendation is handled as a hypergraph ranking task, where relations between multiple types of objects and stakeholders are modeled in a unified hypergraph. The obtained results indicate that ranking on hypergraphs can be utilized as a natural multi-stakeholder recommender system that is able to adapt recommendations based on the importance of stakeholders.News recommendation; Hypergraph learning; Multi-stakeholder recommender system2020 EN yes primary accessible No duplicate / newest version yes only news recommendation no reject
MLTSUSFW News recommender system based on topic detection and tracking Qiu, Jing; Liao, Lejian; Li, Peng10.1007/978-3-642-02962-2_87journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In web recommender systems, clustering is done offline to extract usage patterns and a successful recommendation highly depends on the quality of this clustering solution. As for collaborative recommendation, there are two ways to calculate the similarity for clique recommendation: Item-based Clustering Method and User-based Clustering Method. Researches have proved that item-based collaborative filtering is better than user-based collaborative filtering at precision and computation complexity. However, the common item-based clustering technologies could not quite suit for news recommender system, since the news events evolve fast and continuous. In this paper, we suggest using technologies of TDT to group news items instead of common item-based clustering technologies. Experimental results are examined that shows the usefulness of our approach. © 2009 Springer Berlin Heidelberg.Item-based clustering; Topic detection; Topic tracking 2009 EN yes primary accessible No duplicate / newest version yes only news recommendation no reject
CBXLKD7R Buzzer - Online real-time topical news article and source recommender Phelan, Owen; McCarthy, Kevin; Smyth, Barry10.1007/978-3-642-17080-5_27journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)With the increasing growth of online communication tools, as well as consumption of topical and current information from the web, there is a growing difficulty for users to keep abreast of current, relevant and interesting material. The widespread online adoption of techniques such as recommender systems has come about due to their proven ability to reduce and personalise the constituents of the information explosion. The collective conversations found on such services as Twitter are playing an increasingly useful role in monitoring current and topical trends among a large set of culturally and geographically diverse users. In this paper, we describe the ongoing development of a system that harnesses real-time micro-blogging activity such as Twitter, as a basis for promoting and influencing personalized online news and blog content. The system provides a real-time way for users to engage with content that has been influenced by popular activity of both the global community, or their own friends. We also discuss some preliminary results based on a live user evaluation. © 2010 Springer-Verlag.2010 EN yes primary accessible No duplicate / newest version yes only news recommendation no reject
EK75ZQ2X Arousal prediction of news articles in social media Kumar, Nagendra; Yadandla, Anusha; Suryamukhi, K.; Ranabothu, Neha; Boya, Sravani; Singh, Manish10.1007/978-3-319-71928-3_30/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)At present, news channels are using social media to disseminate news to a large audience. These news channels try to convey the news in such a way that attracts more user interaction in the form of views, likes, comments, and shares. In online news, one of the important factors in getting higher user interaction is to recommend the top news articles that would attract more number of users to give opinion, especially in the form of comments. When a news article starts getting many comments, it automatically attracts other readers to participate in the discussion. We say that a news article has “high-arousal” content if it can attract more number of comments from users. When a new news article is written it has no user interaction information, such as number of views, likes, shares or comments. In this paper, our aim is to predict news articles which have higher potential to generate high-arousal. In other words, they would attract a large number of users to give opinion in the form of comments. Unlike previous studies, we predict the arousal of news articles prior to their release, which brings the possibility of appropriate decision making to modify the article content or its ranking in audience newsfeed. We generate multiple features from the content of news articles and show that our best set of features can predict the arousal with an accuracy of 81%. We perform our experiments on social media page of CNN news channel, containing four years of data with 33,324 news articles and 226.83 million reactions.2017 EN yes primary accessible No duplicate / newest version no reject
F4VFD9SV An Educational News Dataset for Recommender Systems Xing, Yujie; Mohallick, Itishree; Gulla, Jon Atle; Özgöbek, Özlem; Zhang, Lemei10.1007/978-3-030-65965-3_39/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science Datasets are an integral part of contemporary research on recommender systems. However, few datasets are available for conventional recommender systems and even very limited datasets are available when it comes to contextualized (time and location-dependent) News Recommender Systems. In this paper, we introduce an educational news dataset for recommender systems. This dataset is the refined version of the earlier published Adressa dataset and intends to support the university students in the educational purpose. We discuss the structure and purpose of the refined dataset in this paper.Machine learning; News recommender system; Refined datasets 2020 EN yes primary No duplicate / newest version no no reject
HJ9FVLNQ Topic tracking in news streams using latent factor models Meiners, Jens; Lommatzsch, Andreas10.1007/978-3-319-49466-1_12/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science The increasing number of published news articles and messages in social media make it hard for users to find the relevant information and to track interesting topics. Relevant news is hidden in a haystack of irrelevant data. Text-mining techniques have been developed to extract implicit, hidden information. These techniques analyze big datasets and compute “latent” features based on implicit correlations between documents and events. In this paper we develop a system that applies latent factor models on data streams. Our method allows us detecting the dominant topics and tracking the changes in the relevant topics. In addition, we explain how the extracted knowledge is used for computing recommendations based on trending topics and terms. We evaluate our system on a stream of news messages published on the micro-blogging service TWITTER. The evaluation shows that our system efficiently extracts topics and provides valuable insights into the continuously changing news stream helping users quickly identifying the most relevant information as well as current trends.2016 EN yes primary No duplicate / newest version no no reject

ASECYQ8D
Multidimensional analysis of the news consumption of different demographic groups on a 
nationwide scale An, Jisun; Kwak, Haewoon10.1007/978-3-319-67217-5_9/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Examining 103,133 news articles that are the most popular for different demographic groups in Daum News (the second most popular news portal in South Korea) during the whole year of 2015, we provided multi-level analyses of gender and age differences in news consumption. We measured such differences in four different levels: (1) by actual news items, (2) by section, (3) by topic, and (4) by subtopic. We characterized the news items at the four levels by using the computational techniques, which are topic modeling and the vector representation of words and news items. We found that differences in news reading behavior across different demographic groups are the most noticeable in subtopic level but neither section nor topic levels.Age differences; Daum; Demographics; Gender differences; News consumption; News media; News portal; News topic; Online news2017 EN yes primary No duplicate / newest version no no reject

X4KF7R2J Representing the filter bubble: Towards a model to diversification in news Lunardi, Gabriel Machado10.1007/978-3-030-34146-6_22/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Filtering techniques like recommender systems are commonly employed to help people selecting items that best fit their conceptual needs. Although many benefits, recommender systems can put the user inside a filter-bubble given their high focus on similarity measures. This effect tends to limit user experiences, discovering new things, and so on. In the news domain, filter-bubbles are quite critical once they are means of changing people opinions. Therefore we propose a diversification approach to pop the bubble through a representation model based on points of view.Recommender system; Filter-bubble; Filtering; Model 2019 EN yes primary No duplicate / newest version no no reject
R3MR5RAY Social news feed recommender Chechev, Milen; Koychev, Ivan10.1007/978-3-319-10554-3_4journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)This paper presents research on social news recommendation at the biggest social network Facebook. The recommendation strategies which are used are based on content and social trust as the trust is selected as more reliable for recommendation. In order the news to get old in time a decay factor for the score is proposed. Both offline and online evaluation are made as the feedbacks shows that users find the application interesting and useful.Recommender systems; Social networks; News recommender 2014 EN yes primary No duplicate / newest version yes only news recommendation no reject
KUJZJG9H Diversifying user comments on news articles Giannopoulos, Giorgos; Weber, Ingmar; Jaimes, Alejandro; Sellis, Timos10.1007/978-3-642-35063-4_8journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In this paper we present an approach for diversifying user comments on news articles. In our proposed framework, we analyse user comments w.r.t. four different criteria in order to extract the respective diversification dimensions in the form of feature vectors. These criteria involve content similarity, sentiment expressed within comments, article's named entities also found within comments and commenting behavior of the respective users. Then, we apply diversification on comments, utilizing the extracted features vectors. The outcome of this process is a subset of the initial comments that contains heterogeneous comments, representing different aspects of the news article, different sentiments expressed, as well as different user categories, w.r.t. their commenting behavior. We perform a preliminary qualitative analysis showing that the diversity criteria we introduce result in distinctively diverse subsets of comments, as opposed to a baseline of diversifying comments only w.r.t. to their content (textual similarity). We also present a prototype system that implements our diversification framework on news articles comments. © 2012 Springer-Verlag.2012 EN yes primary No duplicate / newest version no reject
9LN4W6U6 Resampling approaches to improve news importance prediction Moniz, Nuno; Torgo, Luís; Rodrigues, Fátima10.1007/978-3-319-12571-8_19journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)The methods used to produce news rankings by recommender systems are not public and it is unclear if they reflect the real importance assigned by readers. We address the task of trying to forecast the number of times a news item will be tweeted, as a proxy for the importance assigned by its readers. We focus on methods for accurately forecasting which news will have a high number of tweets as these are the key for accurate recommendations. This type of news is rare and this creates difficulties to standard prediction methods. Recent research has shown that most models will fail on tasks where the goal is accuracy on a small sub-set of rare values of the target variable. In order to overcome this, resampling approaches with several methods for handling imbalanced regression tasks were tested in our domain. This paper describes and discusses the results of these experimental comparisons.2014 EN yes primary No duplicate / newest version no reject

TYQ6YMSM
News-topic oriented hashtag recommendation in twitter based on characteristic co-
occurrence word detection Xiao, Feng; Noro, Tomoya; Tokuda, Takehiro10.1007/978-3-642-31753-8_2journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Hashtags, which started to be widely used since 2007, are always utilized to mark keywords in tweets to categorize messages and form conversation for topics in Twitter. However, it is hard for users to use hashtags for sharing their opinions/interests/comments for their interesting topics. In this paper, we present a new approach for recommending news-topic oriented hashtags to help Twitter users easily join the conversation about news topics in Twitter. We first detect topic-specific informative words co-occurring with a given target word, which we call characteristic co-occurrence words, from news articles to form a vector for representing the news topic. Then by creating a hashtag vector based on tweets with the same hashtag, we calculate the similarity between these two vectors and recommend hashtags of high similarity scores with the news topic. Experimental results show that our approach could recommend hashtags which are highly relevant to the news topics, helping users share their tweets with others in Twitter. © 2012 Springer-Verlag.Twitter; characteristic co-occurrence word; clustering; hashtags; news topic; Social Media; tweet2012 EN yes primary No duplicate / newest version yes only news recommendation no reject

ST7YMNP6 Improving news personalization through search logs Bai, Xiao; Cambazoglu, B. Barla; Gullo, Francesco; Mantrach, Amin; Silvestri, Fabrizio10.1007/978-3-030-52485-2_14/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science Content personalization is a long-standing problem for online news services. In most personalization approaches users are represented by topical interest profiles that are matched with news articles in order to properly decide which articles are to be recommended. When constructing user profiles, existing personalization methods exploit the user activity observed within the news service itself without incorporating information from other sources. In this paper we study the problem of news personalization by leveraging usage information that is external to the news service. We propose a novel approach that relies on the concept of “search profiles”, which are user profiles that are built based on the past interactions of the user with a web search engine. We extensively test our proposal on real-world datasets obtained from Yahoo. We explore various dimensions and granularities at which search profiles can be built. Experimental results show that, compared to a basic strategy that does not exploit the search activity of users, our approach is able to boost the clicks on news articles shown at the top positions of a ranked result list.2020 EN yes primary No duplicate / newest version yes only news recommendation no reject
SVM4UXG5 Media Bias in German News Articles: A Combined Approach Spinde, Timo; Hamborg, Felix; Gipp, Bela10.1007/978-3-030-65965-3_41/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science Slanted news coverage, also called media bias, can heavily influence how news consumers interpret and react to the news. Models to identify and describe biases have been proposed across various scientific fields, focusing mostly on English media. In this paper, we propose a method for analyzing media bias in German media. We test different natural language processing techniques and combinations thereof. Specifically, we combine an IDF-based component, a specially created bias lexicon, and a linguistic lexicon. We also flexibly extend our lexica by the usage of word embeddings. We evaluate the system and methods in a survey (N = 46), comparing the bias words our system detected to human annotations. So far, the best component combination results in an F1 score of 0.31 of words that were identified as biased by our system and our study participants. The low performance shows that the analysis of media bias is still a difficult task, but using fewer resources, we achieved the same performance on the same task than recent research on English. We summarize the next steps in improving the resources and the overall results.Content analysis; Frame analysis; Media bias; News bias; News slant 2020 EN yes primary No duplicate / newest version no reject
QZWYAQ2D Places for news: A situated study of context in news consumption Cohen, Yuval; Constantinides, Marios; Marshall, Paul10.1007/978-3-030-29384-0_5/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)This paper presents a qualitative study of contextual factors that affect news consumption on mobile devices. Participants reported their daily news consumption activities over a period of two weeks through a snippet-based diary and experience sampling study, followed by semi-structured exit interviews. Wunderlist, a commercially available task management application and note-taking software, was appropriated for data collection. Findings highlighted a range of contextual factors that are not accounted for in current ‘contextually-aware' news delivery technologies, and could be developed to better adapt such technologies in the future. These contextual factors were segmented to four areas: triggers, positive/conducive factors, negative/distracting factors and barriers to use.Context awareness; News consumption; Contextual factors; Mobile; Snippet technique2019 EN yes primary No duplicate / newest version no no reject
XV25NN4T Learning readers' news preferences with support vector machines Hensinger, Elena; Flaounas, Ilias; Cristianini, Nello10.1007/978-3-642-20267-4_34journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)We explore the problem of learning and predicting popularity of articles from online news media. The only available information we exploit is the textual content of the articles and the information whether they became popular - by users clicking on them - or not. First we show that this problem cannot be solved satisfactorily in a naive way by modelling it as a binary classification problem. Next, we cast this problem as a ranking task of pairs of popular and non-popular articles and show that this approach can reach accuracy of up to 76%. Finally we show that prediction performance can improve if more content-based features are used. For all experiments, Support Vector Machines approaches are used. © 2011 Springer-Verlag.Machine learning; Pattern recognition; Data mining; Applications 2011 EN yes primary No duplicate / newest version no no reject
FP8IMRKY Are most-viewed news articles most-shared? Yao, Yangjie; Sun, Aixin 10.1007/978-3-642-45068-6_35journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Despite many users get timely information through various social media platforms, news websites remain important mainstream media for high-quality news articles and comprehensive news coverage. Moreover, news websites are becoming well connected with the social media platform by enabling one-click sharing, allowing readers to comment on the articles, and pushing news update to social media through dedicated accounts. In this paper, we make the first step to analyze user behavior for news viewing, news commenting, and news sharing. Specifically, we focus on the sets of most-viewed, most-shared, and most-commented news published by a major news agency for about two months. Through topic modeling and named entity analysis, we observe that economy news is more likely to be shared and sports news is less likely to be shared or commented. News about health has higher chance of being shared, but does not attract large number of comments. Lastly, users are more likely to comment on than to share politics news. © 2013 Springer-Verlag.News commenting; News sharing; News viewing; Popular news; User behavior2013 EN yes primary No duplicate / newest version no no reject
8E836DIM Neural Gender Prediction from News Browsing Data Wu, Chuhan; Wu, Fangzhao; Qi, Tao; Huang, Yongfeng; Xie, Xing10.1007/978-3-030-32381-3_53/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Online news platforms have attracted massive users to read digital news online. The demographic information of these users such as gender is critical for these platforms to provide personalized services such as news recommendation and targeted advertising. However, the gender information of many users in online news platforms is not available. Fortunately, male and female users usually have different pattern in reading online news. Thus, the news browsing data of users can provide useful clues for inferring their genders. In this paper, we propose a neural gender prediction approach based on the news browsing data of users. Usually a news article has different kinds of information such as title, body and categories. However, the characteristics of these components are very different, and they should be processed differently. Thus, we propose to learn unified user representations for gender prediction by incorporating different components of browsed news as different views of users. In each view, we use a hierarchical framework to first learn news representations and then learn user representations from news representations. In addition, since different words in news titles and bodies usually have different informativeness for learning news representations, we use attention mechanisms to select important words. Besides, since different news articles may also have different informativeness for gender prediction, we use news-level attentions to attend to important news articles for learning informative user representations. Extensive experiments on a real-world dataset validate the effectiveness of our approach.Attention mechanism; Gender prediction; Multi-view learning; News browsing2019 EN yes primary No duplicate / newest version no no reject
6JFGBJ63 Public sphere 2.0: Targeted commenting in online news media Mullick, Ankan; Ghosh, Sayan; Dutt, Ritam; Ghosh, Avijit; Chakraborty, Abhijnan10.1007/978-3-030-15719-7_23/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)With the increase in online news consumption, to maximize advertisement revenue, news media websites try to attract and retain their readers on their sites. One of the most effective tools for reader engagement is commenting, where news readers post their views as comments against the news articles. Traditionally, it has been assumed that the comments are mostly made against the full article. In this work, we show that present commenting landscape is far from this assumption. Because the readers lack the time to go over an entire article, most of the comments are relevant to only particular sections of an article. In this paper, we build a system which can automatically classify comments against relevant sections of an article. To implement that, we develop a deep neural network based mechanism to find comments relevant to any section and a paragraph wise commenting interface to showcase them. We believe that such a data driven commenting system can help news websites to further increase reader engagement.2019 EN yes primary No duplicate / newest version no no reject
MEAZCU3X Exploiting Online Newspaper Articles Metadata for Profiling City Areas Cascone, Livio; Ducange, Pietro; Marcelloni, Francesco10.1007/978-3-030-33617-2_22/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)News websites are among the most popular sources from which internet users read news articles. Such articles are often freely available and updated very frequently. Apart from the description of the specific news, these articles often contain metadata that can be automatically extracted and analyzed using data mining and machine learning techniques. In this work, we discuss how online news articles can be integrated as a further source of information in a framework for profiling city areas. We present some preliminary results considering online news articles related to the city of Rome. We characterize the different areas of Rome in terms of criminality, events, services, urban problems, decay and accidents. Profiles are identified using the k-means clustering algorithm. In order to offer better services to citizens and visitors, the profiles of the city areas may be a useful support for the decision making process of local administrations.Machine learning; Data mining; Information retrieval; Smart cities 2019 EN yes primary No duplicate / newest version no no reject
5GFZQEPW Monitoring Technoscientific Issues in the News Cammozzo, Alberto; Di Buccio, Emanuele; Neresini, Federico10.1007/978-3-030-65965-3_37/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science Research at the intersection between Science and Technology Studies (STS) and Public Communication of Science and Technology (PCST) investigates the role of science in society and how it is publicly perceived. An increasing attention has been paid to coverage of Science and Technology (S&T) issues in newspapers. Because of the availability of a huge amount of digitized news contents, the variety of the issues and their dynamic nature, new opportunities are offered to carry out STS and PCST investigations. The main contribution of this paper is a methodology and a system called TIPS that was co-shaped by sociologists and computer scientists in order to monitor the coverage of S&T issues in the news and to study how they are represented. The methodology relies on machine learning, information retrieval and data analytics approaches which aim at supporting expert users, e.g. sociologists, in the investigation of their research hypotheses.Computational social science; Media monitoring; News analytics 2020 EN yes primary No duplicate / newest version no no reject
X234PLI5 Digital news resources: An autoethnographic study of news encounters Cunningham, Sally Jo; Nichols, David M.; Hinze, Annika; Bowen, Judy10.1007/978-3-319-24592-8_7/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)We analyze a set of 35 autoethnographies of news encounters, created by students in New Zealand. These comprise rich descriptions of the news sources, modalities, topics of interest, and news ‘routines' by which the students keep in touch with friends and maintain awareness of personal, local, national, and international events. We explore the implications for these insights into news behavior for further research to support digital news systems.Digital news resources; News behaviour; News encounter; Personal digital library; Qualitative research2015 EN yes primary No duplicate / newest version no no reject
3MJ5X7XJ Exploring Thematic Coherence in Fake News Dogo, Martins Samuel; Deepak P; Jurek-Loughrey, Anna10.1007/978-3-030-65965-3_40/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science The spread of fake news remains a serious global issue; understanding and curtailing it is paramount. One way of differentiating between deceptive and truthful stories is by analyzing their coherence. This study explores the use of topic models to analyze the coherence of cross-domain news shared online. Experimental results on seven cross-domain datasets demonstrate that fake news shows a greater thematic deviation between its opening sentences and its remainder.Coherence; Topic modeling; Fake news 2020 EN yes primary No duplicate / newest version no no reject
25ZTATCR Title-Aware Neural News Topic Prediction Wu, Chuhan; Wu, Fangzhao; Qi, Tao; Huang, Yongfeng; Xie, Xing10.1007/978-3-030-32381-3_15/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Online news platforms have gained huge popularity for online news reading. The topic categories of news are very important for these platforms to target user interests and make personalized recommendations. However, massive news articles are generated everyday, and it too expensive and time-consuming to manually categorize all news. The news bodies usually convey the detailed information of news, and the news titles usually contain summarized and complementary information of news. However, existing news topic prediction methods usually simply aggregate news titles and bodies together and ignore the differences of their characteristics. In this paper, we propose a title-aware neural news topic prediction approach to classify the topic categories of online news articles. In our approach, we propose a multi-view learning framework to incorporate news titles and bodies as different views of news to learn unified news representations. In the title view, we learn title representations from words via a long-short term memory (LSTM) network, and use attention mechanism to select important words according to their contextual representations. In the body view, we propose to use a hierarchical LSTM network to first learn sentence representations from words, and then learn body representations from sentences. In addition, we apply attention networks at both word and sentence levels to recognize important words and sentences. Besides, we use the representation vector of news title to initialize the hidden states of the LSTM networks for news body to capture the summarized news information condensed by news titles. Extensive experiments on a real-world dataset validate that our approach can achieve good performance in news topic prediction and consistently outperform many baseline methods.Attention mechanism; Multi-view learning; News topic prediction 2019 EN yes primary No duplicate / newest version yes only news recommendation no reject

I75G87GR
Personalized News Article Recommendation with Novelty Using Collaborative Filtering Based 
Rough Set Theory Saranya, K. G.; Sudha Sadasivam, G.10.1007/S11036-017-0842-9/FULLTEXT.HTMLjournalArticle Mobile Networks and Applications Online news article reading has become very popular as the World Wide Web provides an access to variety of news articles from large volume of sources around the world. A key challenge of news portals is to provide articles to the users based on their interest. Personalized news recommendation systems provide news articles to the readers based on their interest rather than presenting articles in order of their occurrences. The effectiveness of news recommendation systems reduces due to lack of user ratings and automated novelty detection. A progressive summary helps a user to monitor changes in news items over a period of time. The automatic detection of novelty in personalized news recommendation system could improve a reader's search experience by providing news items that add more information's to already known information's to the users. This paper presents a rough set based collaborative filtering approach to predict a missing news category rating values of a user, and a new novelty detection approach to improve ranking of novel news items. The proposed approach maximizes the accuracy of the news article recommendation to the user according to their interest. Experimental results show the efficiency of the proposed approach.Collaborative filtering; Rough set theory; World wide web 2017 EN yes primary No duplicate / newest version yes only news recommendation no reject

WCS9S4IU Analyzing evolving stories in news articles Camacho Barranco, Roberto; Boedihardjo, Arnold P.; Hossain, M. Shahriar10.1007/S41060-017-0091-9/FULLTEXT.HTMLjournalArticle International Journal of Data Science and Analytics There is an overwhelming number of news articles published every day around the globe. Following the evolution of a news story is a difficult task given that there is no such mechanism available to track back in time to discover and study the hidden relationships between relevant events in digital news feeds. The techniques developed so far to extract meaningful information from a massive corpus rely on similarity search, which results in a myopic loopback to the same topic without providing the needed insights to hypothesize the origin of a story that may be completely different than the news today. In this paper, we present an algorithm that mines historical news data to detect the origin of an event, segments the timeline into disjoint groups of coherent news articles, and outlines the most important documents in a timeline with a soft probability to provide a better understanding of the evolution of a story. Qualitative and quantitative evaluations of our framework demonstrate that our algorithm discovers statistically significant and meaningful stories in reasonable time. Additionally, a relevant case study on a set of news articles demonstrates that the generated output of the algorithm holds the promise to aid prediction of future entities (e.g., actors) in a story.Connecting the dots; Entity evolution; Entity prediction; Storytelling 2019 EN yes primary No duplicate / newest version no no reject
I5FRFXCD Proactive News Article Summarization Service Using Personal Intention Models Oh, In Seok; Lee, Ji Eun; Kim, Kyung Joong10.14441/EIER.110202journalArticle Evolutionary and Institutional Economics Review 2014 EN yes primary accessible No duplicate / newest version no no reject

2C8RHWC7
Users Intention for Continuous Usage of Mobile News Apps: the Roles of Quality, Switching 
Costs, and Personalization Ye, Qiongwei; Luo, Yumei; Chen, Guoqing; Guo, Xunhua; Wei, Qiang; Tan, Shuyan10.1007/S11518-019-5405-0journalArticle Journal of Systems Science and Systems Engineering Mobile news apps have emerged as a significant means for learning about latest news and trends. However, in light of numerous news apps and information overload, motivating users to adopt one app is a major concern for both the industry and academia. Therefore, considering the attributes of mobile news and the debate on switching costs in the Internet context, based on the expectation-confirmation model (ECM), this study suggests that switching costs still exist and have a significant moderating effect on user satisfaction and continuous usage of mobile news apps. Furthermore, the different influences of information quality, system quality and service quality on continuance intention, user satisfaction and switching costs are discussed, showing that quality of information has a significant impact on users' continuous usage of mobile news apps through increasing perceived usefulness, whereas personalized service quality have stronger effects through increasing user satisfaction and switching costs.Personalized recommendation; expectation-confirmation model; mobile news apps; switching costs2019 EN yes primary No duplicate / newest version no no reject

V7GGBLDD
Automating the News: How Personalized News Recommender System Design Choices 
Impact News Reception Beam, Michael A 10.1177/0093650213497979journalArticle COMMUNICATION RESEARCH This study investigates the impact of personalized news recommender system design on selective exposure, elaboration, and knowledge. Scholars have worried that proliferation of personalization technologies will degrade public opinion by isolating people from challenging perspectives. Informed by selective exposure research, this study examines personalized news recommender system designs using a communication mediation model. Recommender system design choices examined include computer-generated personalized recommendations, user-customized recommendations, and full or limited news information environments based on recommendations. Results from an online mock election experiment with Ohio adult Internet users indicate increased selective exposure when using personalized news systems. However, portals recommending news based on explicit user customization result in significantly higher counterattitudinal news exposure. Expected positive effects on elaboration and indirect effects on knowledge through elaboration are found only in personalized news recommender systems that display only recommended headlines. Lastly, personalized news recommender system use has a negative direct effect on knowledge.2014 EN yes primary No duplicate / newest version yes no reject

EVHF5UZM Constructing linkage between libraries and up-to-date news Yu, Wei; Chen, Junpeng 10.1108/LHT-11-2015-0109journalArticle LIBRARY HI TECH Purpose - The purpose of this paper is to construct the linkage between libraries and up-to-date news. This study developed a system to recommend libraries' resources to those daily news readers who are interested in the topics of the target news. The analysis of experiments results served as the reference for the development and improvement of linking libraries' resources with other web resources. Design/methodology/approach - Up-to-date news were gathered through the news feeds to make the integration with the libraries' records. In task 1, the libraries' records were linked and recommended to the target libraries' records which are of the same topics. In task 2, the system aimed to find the relevant libraries' records for target news. Three recommendation methods were compared in both tasks to find the most effective approach to the system. Findings - Experiment results showed that: at first, in task 1, the system can assign the libraries' records of the related topics effectively; second, in task 2, the recommending system can obtain a satisfied recall hit rate through human evaluation. Therefore, regarding the popularity of the daily news online, the linkage and recommendation with the libraries' resources can increase the visibility of the libraries' resources and eventually promote the information consuming in libraries. Practical implications - The authors have confirmed, using three matrix factorization methods, that weighted matrix factorization used in the libraries' records recommendation system, could achieve better performance than the other two. Based on the research, the libraries could incorporate the online news and libraries' resources in practice. Originality/value - To increase the visibility and promote information consuming of libraries, this study proposed a novel method to construct the linkage between library and up-to-date news. The results of data analysis indicate that recommendation of libraries resources through the daily news can achieve effective performance. Thus, it can be inferred that the research results of this study are representative and have practical values in real world practice.2016 EN yes primary No duplicate / newest version yes other no reject

D869BCSD
Contextualizing Psychological Outcomes for TV News Journalists: Role Differences in 
Industry Culture, Organizational Hierarchy and Trauma Exposure MacDonald, Jasmine B; Fox, Rachael; Saliba, Anthony J10.1080/10720537.2020.1809579journalArticle JOURNAL OF CONSTRUCTIVIST PSYCHOLOGY Research indicates that TV news journalists' ongoing exposure to trauma can result in psychopathology. However, we currently know little about potential differences in trauma exposure between individuals in varying journalistic roles. The aim of this study is to contextualize the existing knowledge of psychological outcomes for TV news journalists and to complement current deductive trends in literature by asking:How do TV news journalists of differing roles and responsibilities experience unique factors that ultimately influence their trauma exposure?Individuals in journalistic roles that experience differences in their exposure to trauma compared to other roles, may be at risk of elevated psychopathology or in need of greater support to prevent distress. A social constructivist approach was adopted and in-depth interviews were conducted with 21 Australian TV news camera-operators and reporters. Analysis was conducted according to a systematic and transparent thematic analysis. The findings suggest that TV news camera operators and reporters experience differences in: (1) experiences of industry culture within organizational hierarchy, (2) role expectations of physical proximity to trauma, and (3) social visibility during trauma exposure. By considering role-based differences, this study recommends resources and support necessary for reporters and camera operators. The present findings inform news organizations providing support for their staff, and news consumers of the circumstances under which news workers perform roles.EN yes primary No duplicate / newest version no no reject

B9T6WQ8Q Mixed-methods approach to measuring user experience in online news interactions O'Brien, Heather L; Lebow, Mahria10.1002/asi.22871journalArticle JOURNAL OF THE AMERICAN SOCIETY FOR INFORMATION SCIENCE AND TECHNOLOGYWhen it comes to evaluating online information experiences, what metrics matter? We conducted a study in which 30 people browsed and selected content within an online news website. Data collected included psychometric scales (User Engagement, Cognitive Absorption, System Usability Scales), self-reported interest in news content, and performance metrics (i.e., reading time, browsing time, total time, number of pages visited, and use of recommended links); a subset of the participants had their physiological responses recorded during the interaction (i.e., heart rate, electrodermal activity, electrocmytogram). Findings demonstrated the concurrent validity of the psychometric scales and interest ratings and revealed that increased time on tasks, number of pages visited, and use of recommended links were not necessarily indicative of greater self-reported engagement, cognitive absorption, or perceived usability. Positive ratings of news content were associated with lower physiological activity. The implications of this research are twofold. First, we propose that user experience is a useful framework for studying online information interactions and will result in a broader conceptualization of information interaction and its evaluation. Second, we advocate a mixed-methods approach to measurement that employs a suite of metrics capable of capturing the pragmatic (e.g., usability) and hedonic (e.g., fun, engagement) aspects of information interactions. We underscore the importance of using multiple measures in information research, because our results emphasize that performance and physiological data must be interpreted in the context of users' subjective experiences.2013 EN yes primary No duplicate / newest version no no reject

3L2MSLAI
Can a corporate network and news sentiment improve portfolio optimization using the Black-
Litterman model? Creamer, German G 10.1080/14697688.2015.1039865journalArticle QUANTITATIVE FINANCE The Black-Litterman (BL) model for portfolio optimization combines investors' expectations with the Markowitz framework. The BL model is designed for investors with private information or knowledge of market behaviour. In this paper, I propose a method where investors' expectations are based on either news sentiment using high-frequency data or on a combination of accounting variables; financial analysts' recommendations, and corporate social network indicators with quarterly data. The results show promise when compared to a market portfolio. I also provide recommendations for trading strategies using the results of this BL model.2015 EN yes primary No duplicate / newest version yes other no reject

QFWVN928 Regional news portrayals of global warming and climate change Liu, Xinsheng; Vedlitz, Arnold; Alston, Letitia10.1016/j.envsci.2008.01.002journalArticle ENVIRONMENTAL SCIENCE & POLICY In this study we utilize content analysis techniques to examine how the issue of global warming and climate change has been characterized during the period of 1992 through 2005 by the Houston Chronicle-the largest regional newspaper in the Texas coastal region. A total of 795 global warming and climate change news articles from the Houston Chronicle are collected, coded and analyzed. Data analyses are organized and presented with regard to issue salience, various issue attributes (issue image, scope, linkage, participant, proposed solution and responsible party), use of science, and scientific information sources cited in the news stories. We find that regional media attention to the global climate change issue generally increases over time and an overwhelming majority of the news articles view the issue as a harmful problem. However, given the scientific consensus that global warming will result in significant devastating climate change consequences to the coastal regions, there are still a fair number of news articles delivering mixed, undetermined, or even non-harmful messages. We also find that climate change is often discussed as a national or international-global issue, and frequently linked to a number of other public. issues rather than just being viewed as an environmental-ecological problem. Moreover;, we find that emphasis on issue solutions is placed more on mitigation strategies than on adaptation behaviors, and that both governmental and non-governmental actions and responsibilities are suggested for dealing with climate change. In addition, our findings indicate that the regional newspaper in Texas obtains scientific information on climate change primarily from academic institutions. Implications of our findings and recommendations for future research are discussed in the concluding section. (c) 2008 Elsevier Ltd. All rights reserved.2008 EN yes primary No duplicate / newest version yes no reject

X8EYP2CX
A Qualitative Analysis of the Portrayal of Young People and Psychosis in Australian News 
Reports Delahunt-Smoleniec, Natasha; Smith-Merry, Jennifer10.1080/17512786.2019.1640071journalArticle JOURNALISM PRACTICE News media plays an influential role in shaping society's understanding of mental illness and can promote perspectives ranging from those that promote help-seeking behaviour to stigmatised associations with attributes such as danger and violence. Stigma has been found to have significant negative impacts on people with psychosis. No existing studies have explored how young people with psychosis are represented in newspapers. Targeting this gap, this study analysed news articles relating to youth psychosis to determine the types of discourses used. We searched the ProQuest Australia and New Zealand Newsstream database (2011-2016) for Australian newspaper articles related to young people and psychosis. Qualitative analysis was used to identify content and these were arranged into key themes. The recurring themes evident in the 27 articles linked youth psychosis to illicit drug use, violence and professional infighting about treatment options, and thus promoted significantly stigmatised perspectives of youth psychosis. Acknowledgement of these stigmatised discourses is important for encouraging responsible media reporting and for understanding the social messages impacting on treatment and help-seeking by young people. We discuss the conflicted role of journalists in presenting information about mental illness and recommend development of a more solutions-focused approach to reporting in this area.EN yes primary No duplicate / newest version no no reject

RPA32MQW Keyword analysis of the mass media's news articles on maker education in South Korea Lee, Dongkuk; Kwon, Hyuksoo10.1007/s10798-020-09615-9journalArticle INTERNATIONAL JOURNAL OF TECHNOLOGY AND DESIGN EDUCATION The goal of this study was to investigate-using text network analysis-how key Korean mass media outlets present issues of maker education. To accomplish this goal, 1303 news articles (associated with maker education) were collected as issued by 54 Korean mass media companies. Based on this data, this study reports the frequency and network analyses using keywords gaining the following findings. First, the findings of a yearly trend in issues indicated an increased volume of issues related to maker education. In particular, there were sharp increases when the Korean government announced its maker education policy in 2017 and 2018. The monthly trend within this time period indicated that there were many news articles in May, June, October, and November. Second, the frequency analysis showed predominant keywords likeeducation,student,maker education,maker, and school. TF-IDF analysis finalized the following keywords:maker,school,student,makerspace,support, andwork. Third, network analysis of the keywords showed categorized terms such asfuture education,school curriculum-linked maker education,maker education for youths, diffusion of maker culture, maker education support project, direction on maker education policy, fabrication, and start-up.The following recommendations are derived from these findings. First, maker education policy should be expanded to the public: in particular, the target and projects for maker education should be expanded to diverse people and places. Second, full recognition of technology and design education are necessary to help settle maker education. This study will provide an outline for research regarding maker education and its implementation.2020 EN yes primary No duplicate / newest version no no reject
GNPZ7TQD Comprehension of television news signed language interpreters A South African perspective Wehrmeyer, Ella 10.1075/intp.17.2.03wehjournalArticle INTERPRETING This questionnaire-based study evaluates interpretations of TV news broadcasts into South African Sign Language from the perspective of 360 adult Deaf respondents, who identify factors hindering comprehension. Methodologically, findings are based on both open-ended and closed questions. The sources of difficulty identified, together with viewer assessments of current interpreting services and viewer expectancy norms, are explored in relation to the profile of the Deaf target audience represented by the study sample. Despite potentially low literacy levels, the study found a stronger stated preference for subtitles than for signed interpretation. The limited size of the signed language screen inset and the type of signed language used by the interpreters were found to be the main factors limiting comprehension; to a lesser extent, problems can also be related to various features of the interpreters' performance (facial expression, mouthing, sign articulation and general language proficiency), viewers' insufficient background knowledge and signing skills, the difficulty of dividing attention between different forms of visual input, as well as the positioning of the screen inset showing the interpreter. The cultural and linguistic heterogeneity of the South African Deaf community poses a further challenge to interpreters. Recommendations for both interpreting practice and further research emerge from the discussion.2015 EN yes secondary No duplicate / newest version reject

VXH73RXK
Forecasting Engineering News-Record Construction Cost Index Using Multivariate Time 
Series Models Shahandashti, S M; Ashuri, B10.1061/(ASCE)CO.1943-7862.0000689journalArticle JOURNAL OF CONSTRUCTION ENGINEERING AND MANAGEMENT The construction cost index (CCI), which has been published monthly in the United States by Engineering News-Record (ENR), is subject to significant variations. These variations are problematic for cost estimation, bid preparation, and investment planning. The accurate prediction of CCI can be invaluable for cost estimation and budgeting of capital projects, and can result in accurate bids. The research objective of this paper is to create appropriate multivariate time series models for forecasting CCI based on a group of explanatory variables that are identified by using Granger causality tests. The results of cointegration tests recommend vector error correction (VEC) models as the proper type of multivariate time series models to forecast CCI. Several VEC models are created and compared with existing univariate time series models for forecasting CCI. It is shown that the CCI predicted by these VEC models is more accurate than that predicted by the previously proposed univariate models (i.e.,seasonal autoregressive integrated mean-average and Holt-Winters exponential smoothing). The comparisons are based on two typical error measures: mean absolute prediction error and mean squared error. The primary contribution of this research to the body of knowledge is the creation of multivariate time series models that are more accurate than the current univariate time series models for forecasting CCI. It is expected that this work will contribute to the construction engineering and management community by helping cost engineers and capital planners prepare more accurate bids, cost estimates, and budgets for capital projects.2013 EN yes primary No duplicate / newest version no no reject

B6RNGA4Z Covering Muslim women: Semantic macrostructures in BBC News Al-Hejin, Bandar 10.1177/1750481314555262journalArticle DISCOURSE & COMMUNICATION Despite a proliferation of research on Islam and Muslims in the media, very little work has focused on Muslim women, a much-debated social group that merits special consideration. This article aims to investigate how Muslim women are represented in BBC News website texts using a purpose-built corpus (1.9 million words in 3269 articles). The research employs analytical tools from the discourse-historical, socio-cognitive, and sociosemantic approaches to critical discourse studies. These are combined with corpus-based methodologies to investigate the semantic macrostructures that tend to be associated with Muslim women and the discursive strategies employed in the representation of the hijab. The study is novel in its exhaustive approach to identifying salient and underreported issues related to Muslim women in news discourse. It also introduces a more integrated analysis that combines manual and automated techniques and tackles the quantification of qualitative results where possible. Findings suggest that Muslim women's representations are largely restricted in terms of regional coverage. Semantic macrostructures related to conflict and crime are prevalent. The hijab remains a nodal discourse surrounding Muslim women whose function as a descriptive feature is often unclear, raising serious questions about its relevance. A number of recommendations are made for journalists to become cognizant of their own context models when reporting on Muslim women.2015 EN yes primary No duplicate / newest version no no reject
N2U97ID3 Having Your Say: The Social Organisation of Online News Commentary Cavanagh, Allison; Dennis, Alex10.5153/sro.2919journalArticle SOCIOLOGICAL RESEARCH ONLINE This paper describes an analysis of poster and recommender activities in an online news forum. Quantitative analyses of patterns of posting and recommending suggest that claims about horizontality and `online community' are oversimplifications, as there is strong evidence to suggest that the actual workings of networked discussion communities incorporate a wide range of competing and mutally contradictory orientations. activities and strategies. A qualitative analysis of particular posters rhetorical strategies provides evidence for the argument that an orientation to conventions (in particular using a dialogical mode of address) is more important than actual opinion or semantic content in gaining popularity. The implications of these findings, and some suggestions for how this work might be developed, are discussed2013 EN yes secondary reject
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FeRe: Exploiting influence of multi-dimensional features resided in news domain for 
recommendation Lv, Pengtao; Meng, Xiangwu; Zhang, Yujiehttps://doi.org/10.1016/j.ipm.2017.04.008journalArticle Information Processing & Management As a promising direction, personalized news recommendation plays an important role in helping readers find interesting news from a gigantic amount of news items. Diverse methods related to news recommendation have been proposed to provide readers with personalized suggestions. However, little research focuses on exploiting influence of domain-specific features resided in news domain for recommendation. The objective of this paper is to build a hybrid news recommendation model, which improves news recommendation performance and alleviates novelly defined sparsity problem through exploiting influence of multi-dimensional domain-specific features from news, and saves much time in finding interesting stories for readers. First of all, we use a domain-specific feature from news, i.e., trends (different news categories have different lifecycle and play different roles in acquiring user profiles), to model user preference. The proposed user preference model dynamically evolves over time, through which, a superior content-based algorithm is proposed. Then, we also employ a domain-specific feature called user sequence with temporal feature, where multi-dimensional factors including user sequence, behavior weight, and time are used to compute similarity between users. The proposed similarity computation strategy is independent of common behaviors such as co-clicking/co-reading. Therefore, based on the similarity, improved collaborative filtering algorithm alleviates sparsity problem to some extent in terms of novelly definted sparsity metric relevant to news data. Besides, we also incorporate general news features into content-based and collaborative filtering news recommendation. Thus, we make the best of multi-dimensional features resided in news for improving recommendation performance. To further improve effectiveness, we investigate the feasibility of combining above two methods into a hybrid model called Fere by employing a no-argument union strategy. We conduct experiments to evaluate the effectiveness and efficiency of Fere by utilizing real news dataset. Experimental results show that Fere outperforms individual methods and baseline hybrid approaches.Content-based filtering; Collaborative filtering; Hybrid recommendation; Domain-specific features from news; News information retrieval2017 EN yes primary No duplicate / newest version yes only news recommendation no reject

38LZAIDS Near-Duplicate Segments based news web video event mining Zhang, Chengde; Liu, Dianting; Wu, Xiao; Zhao, Guiru; Shyu, Mei-Ling; Peng, Qianghttps://doi.org/10.1016/j.sigpro.2015.08.002journalArticle Signal Processing News web videos uploaded by general users usually include lots of post-processing effects (editing, inserted logo, etc.), which bring noise and affect the similarity comparison for news web video event mining. In this paper, a framework based on the concept of Near-Duplicate Segments (NDSs) which effectively integrates spatial and temporal information is proposed. After each video being divided into segments, those segments from different videos but sharing similar visual content are clustered into groups. Each group is named as an NDS, which infers the latent content relations among videos. The spatial-temporal local features are extracted and used to represent each video segment, which could effectively capture the main content of news web videos and omit the noise such as the disturbance/influence from video editing. Finally, the visual information is integrated with the textual information. The experiment demonstrates that our proposed framework is more effective than several existing methods with a significant improvement.Adaptive Association Rule Mining (AARM); Multiple Correspondence Analysis (MCA); Near-Duplicate Segment (NDS); News web video event mining; Spatial-temporal feature2016 EN yes primary No duplicate / newest version no no reject
MXVBNING Graph neural news recommendation with long-term and short-term interest modeling Hu, Linmei; Li, Chen; Shi, Chuan; Yang, Cheng; Shao, Chaohttps://doi.org/10.1016/j.ipm.2019.102142journalArticle Information Processing & Management With the information explosion of news articles, personalized news recommendation has become important for users to quickly find news that they are interested in. Existing methods on news recommendation mainly include collaborative filtering methods which rely on direct user-item interactions and content based methods which characterize the content of user reading history. Although these methods have achieved good performances, they still suffer from data sparse problem, since most of them fail to extensively exploit high-order structure information (similar users tend to read similar news articles) in news recommendation systems. In this paper, we propose to build a heterogeneous graph to explicitly model the interactions among users, news and latent topics. The incorporated topic information would help indicate a user's interest and alleviate the sparsity of user-item interactions. Then we take advantage of graph neural networks to learn user and news representations that encode high-order structure information by propagating embeddings over the graph. The learned user embeddings with complete historic user clicks capture the users' long-term interests. We also consider a user's short-term interest using the recent reading history with an attention based LSTM model. Experimental results on real-world datasets show that our proposed model significantly outperforms state-of-the-art methods on news recommendation.News recommendation; Long-term interest; Graph neural networks; Short-term interest2020 EN yes primary No duplicate / newest version yes only news recommendation no reject
82B6UP2I A utility-based news recommendation system Zihayat, Morteza; Ayanso, Anteneh; Zhao, Xing; Davoudi, Heidar; An, Aijunhttps://doi.org/10.1016/j.dss.2018.12.001journalArticle Decision Support Systems News platforms exhibit both the challenges as well as opportunities for enhancing the functionalities of recommendation systems in today's big data environment. Novel use of big data storage and programming models can improve news recommendation systems through efficient handling and analysis of clickstream data and a better understanding of users' interests. Most existing approaches to news recommendation consider users' clicks as the implicit feedback to understand user behaviors. However, “clicks” may not be an effective indicator of real user interests. We address this problem by developing a novel news recommendation system based on a news utility model. Given the new utility model, we propose a two stage news recommendation framework. The framework first generates article-level recommendation rules based on the utility model, then integrates the notion of utility and probabilistic topic models and generates topic-level recommendation rules. We argue that the proposed utility-based news recommendation system also addresses the news cold start problem which is one of the most challenging obstacles for news agencies. We evaluate the framework on a massive real dataset (two billion records) obtained from a major newspaper (i.e., The Globe and Mail) in Canada and show that it outperforms the existing methods.Big clickstream data; MapReduce; News recommendation systems; News utility model; Rule mining2019 EN yes primary No duplicate / newest version yes only news recommendation no no interconnection evaluated reject
X7T83E7M A hybrid approach for personalized recommendation of news on the Web Wen, Hao; Fang, Liping; Guan, Linghttps://doi.org/10.1016/j.eswa.2011.11.087journalArticle Expert Systems with Applications A hybrid method for personalized recommendation of news on the Web is presented, which provides Web users with an autonomous tool that is able to minimize repetitive and tedious Web surfing. The proposed approach classifies Web pages by calculating the respective weights of terms. A user's interest and preference models are generated by analyzing the user's navigational history. Based on the content of the Web pages and on a user's interest and preference models, the recommender system suggests news Web pages to the user who is likely interested in the related topics. Moreover, the technique of collaborative filtering, which aims to choose the trusted users, is employed to improve the performance of the recommender system. Experiments are carried out in order to demonstrate the effectiveness of the proposed method. In the experiments, Web news items are classified and recommended to Web users by matching the users' interests with the contents of the news.Recommender system; Information retrieval; User interest model; User preference model; Web page classification2012 EN yes primary No duplicate / newest version yes only news recommendation no reject
NLI8ME4L Modeling and broadening temporal user interest in personalized news recommendation Li, Lei; Zheng, Li; Yang, Fan; Li, Taohttps://doi.org/10.1016/j.eswa.2013.11.020journalArticle Expert Systems with Applications User profiling is an important step for solving the problem of personalized news recommendation. Traditional user profiling techniques often construct profiles of users based on static historical data accessed by users. However, due to the frequent updating of news repository, it is possible that a user's fine-grained reading preference would evolve over time while his/her long-term interest remains stable. Therefore, it is imperative to reason on such preference evaluation for user profiling in news recommenders. Besides, in content-based news recommenders, a user's preference tends to be stable due to the mechanism of selecting similar content-wise news articles with respect to the user's profile. To activate users' reading motivations, a successful recommender needs to introduce “somewhat novel” articles to users. In this paper, we initially provide an experimental study on the evolution of user interests in real-world news recommender systems, and then propose a novel recommendation approach, in which the long-term and short-term reading preferences of users are seamlessly integrated when recommending news items. Given a hierarchy of newly-published news articles, news groups that a user might prefer are differentiated using the long-term profile, and then in each selected news group, a list of news items are chosen as the recommended candidates based on the short-term user profile. We further propose to select news items from the user–item affinity graph using absorbing random walk model to increase the diversity of the recommended news list. Extensive empirical experiments on a collection of news data obtained from various popular news websites demonstrate the effectiveness of our method.News recommendation; Personalization; Recommendation diversity; Absorbing random walk; Long-term profile; Profile integration; Short-term profile; Time sensitive weighting2014 EN yes primary No duplicate / newest version yes only news recommendation no reject
XQ59TMP8 User comments for news recommendation in forum-based social media Li, Qing; Wang, Jia; Chen, Yuanzhu Peter; Lin, Zhangxihttps://doi.org/10.1016/j.ins.2010.08.044journalArticle Information Sciences News recommendation and user interaction are important features in many Web-based news services. The former helps users identify the most relevant news for further information. The latter enables collaborated information sharing among users with their comments following news postings. This research is intended to marry these two features together for an adaptive recommender system that utilizes reader comments to refine the recommendation of news in accordance with the evolving topic. This then turns the traditional “push-data” type of news recommendation to “discussion” moderator that can intelligently assist online forums. In addition, to alleviate the problem of recommending essentially identical articles, the relationship (duplicate, generalization, or specialization) between recommended news articles and the original posting is investigated. Our experiments indicate that our proposed solutions provide an improved news recommendation service in forum-based social media.Recommender system; News recommendation; Content-based filtering; Collaborative filtering; Information retrieval; Social media; User comment2010 EN yes primary No duplicate / newest version yes only news recommendation no reject
6R26HETY Making the most of TV on the move: My newschannel Arias, José J Pazos; Fernández Vilas, Ana; Díaz Redondo, Rebeca P; Gil Solla, Alberto; Ramos Cabrer, Manuel; García Duque, Jorgehttps://doi.org/10.1016/j.ins.2010.10.017journalArticle Information Sciences The increasing success of mobile-TV (m-TV) is changing the habits and customs in TV consumption which now extends to parts of the day when viewers are not at home and, mainly, within short intervals between other daily activities. Since much m-TV consumption will be in spare time, offering the users contents they are interested in becomes extremely important to provide an attractive service which does not discourage potential users. Using DVB-H as transport infrastructure, in this paper we introduce a personalization architecture which perfectly fits in with the value chain of m-TV. By applying semantic models and techniques, personalized virtual channels are dynamically constructed by adequately combining several kinds of contents according to the user's interests. While the personalization architecture is particularized, in this paper, to provide news channels, it could be easily generalized to other fields.Personalization; DVB-H; Mobile-TV; Semantic reasoning 2011 EN yes primary No duplicate / newest version yes only news recommendation can't tell can't tell not evaluated reject
TE5BR4SU PENETRATE: Personalized news recommendation using ensemble hierarchical clustering Zheng, Li; Li, Lei; Hong, Wenxing; Li, Taohttps://doi.org/10.1016/j.eswa.2012.10.029journalArticle Expert Systems with Applications Recommending online news articles has become a promising research direction as the Internet provides fast access to real-time information from multiple sources around the world. Many online readers have their own reading preference on news articles; however, a group of users might be interested in similar fascinating topics. It would be helpful to take into consideration the individual and group reading behavior simultaneously when recommending news items to online users. In this paper, we propose PENETRATE, a novel PErsonalized NEws recommendaTion framework using ensemble hieRArchical clusTEring to provide attractive recommendation results. Specifically, given a set of online readers, our approach initially separates readers into different groups based on their reading histories, where each user might be designated to several groups. Once a collection of newly-published news items is provided, we can easily construct a news hierarchy for each user group. When recommending news articles to a given user, the hierarchies of multiple user groups that the user belongs to are merged into an optimal one. Finally a list of news articles are selected from this optimal hierarchy based on the user's personalized information, as the recommendation result. Extensive empirical experiments on a set of news articles collected from various popular news websites demonstrate the efficacy of our proposed approach.News recommendation; Personalization; Ensemble hierarchical clustering; Profile2013 EN yes primary No duplicate / newest version yes only news recommendation no reject

ITDZLXU5
A metric for Filter Bubble measurement in recommender algorithms considering the news 
domain Lunardi, Gabriel Machado; Machado, Guilherme Medeiros; Maran, Vinicius; de Oliveira, José Palazzo Mhttps://doi.org/10.1016/j.asoc.2020.106771journalArticle Applied Soft Computing Recommender systems have been constantly refined to improve the accuracy of rating prediction and ranking generation. However, when a recommender system is too accurate in predicting the users' interests, negative impacts can arise. One of the most critical is the filter bubbles creation, a situation where a user receives less content diversity. In the news domain, such effect is critical once they are ways of opinion formation. In this paper, we aim to assess the role that a specific set of recommender algorithms has in the creation of filter bubbles and if diversification approaches can decrease such effect. We also verify the effects of such an environment in the users' exposition and interaction to fake news in the Brazilian presidential election of 2018. To perform such a study, we developed a prototype that recommends news stories and presents these recommendations in a feed. To measure the filter bubble, we introduce a new metric based on the homogenization of a recommended items' set. Our results show KNN item-based recommendation with the MMR diversification algorithm performs slightly better in putting the user in contact with less homogeneous content while presenting a lower index of likes in fake news.Recommender systems; News recommendation; Diversity; Fake news; Filter bubbles2020 EN yes primary No duplicate / newest version yes only news recommendation no reject

Y2DW6KYZ Personalized news recommendation via implicit social experts Lin, Chen; Xie, Runquan; Guan, Xinjun; Li, Lei; Li, Taohttps://doi.org/10.1016/j.ins.2013.08.034journalArticle Information Sciences Personalized news recommendation has become a promising research direction as the Internet provides fast access to real-time information around the world. A variety of news recommender systems based on different strategies have been proposed to provide news personalization services for online news readers. However, little research work has been reported on utilizing the implicit “social” factors (i.e., the potential influential experts in news reading community) among news readers to facilitate news personalization. In this paper, we investigate the feasibility of integrating content-based methods, collaborative filtering and information diffusion models by employing probabilistic matrix factorization techniques. We propose PRemiSE, a novel Personalized news Recommendation framework via implicit Social Experts, in which the opinions of potential influencers on virtual social networks extracted from implicit feedbacks are treated as auxiliary resources for recommendation. We evaluate and compare our proposed recommendation method with various baselines on a collection of news articles obtained from multiple popular news websites. Experimental results demonstrate the efficacy and effectiveness of our method, particularly, on handling the so-called cold-start problem.News recommendation; Personalization; Information diffusion; Implicit social network; Influential experts; Probabilistic matrix factorization2014 EN yes primary No duplicate / newest version yes only news recommendation no reject
45IK3RXA Top-N news recommendations in digital newspapers Cleger-Tamayo, Sergio; Fernández-Luna, Juan M; Huete, Juan Fhttps://doi.org/10.1016/j.knosys.2011.11.017journalArticle Knowledge-Based Systems News recommendation is a very active research field. The number of online journals has increased in recent years owing to the increasing popularity of the Internet. In this context, it is important to offer user tools that facilitate faster and more accurate access to articles of interest in digital newspapers. We present two probabilistic models based on latent variables that recommend relevant news to users according to profiles of their visits to the newspaper website. As input, the models consider news content and categories, according to a predefined classification, of those news previously accessed. The experimental results show good performance with respect to baseline models in a data set of news extracted from a digital journal edition.Content-based recommendation; User profiles; News recommender systems; Aspect model; Model-based recommending approach2012 EN yes primary No duplicate / newest version yes only news recommendation no reject

CUSFN9EA
A query language and ranking algorithm for news items in the Hermes news processing 
framework Hogenboom, Frederik; Vandic, Damir; Frasincar, Flavius; Verheij, Arnout; Kleijn, Allardhttps://doi.org/10.1016/j.scico.2013.07.018journalArticle Science of Computer Programming Hermes is a Web-based framework that makes use of many Semantic Web technologies for building personalized news services. Ontologies are employed for knowledge representation, natural language processing techniques are used for semantic text analysis, and semantic query languages enable the specification of the desired information. To accommodate for the need for an intuitive way to create complex queries for news information, we present the Hermes Graphical Query Language (HGQL). The language enables users to create structured queries that use disjunctive, conjunctive, negation, and pattern operators. In addition, this paper presents a ranking algorithm based on the queries made using our graphical query language. Results show that our proposed ranking algorithm significantly outperforms three state-of-the-art ranking algorithms and that users prefer our graphical query language over a text-based alternative.News ranking; Ontology-based querying; Query languages 2014 EN yes primary No duplicate / newest version no no reject

MVFBI4XM Word Semantics Based 3-D Convolutional Neural Networks for News Recommendation Kumar, Vaibhav; Khattar, Dhruv; Gupta, Shashank; Varma, Vasudeva10.1109/ICDMW.2017.105conferencePaper 2017 IEEE International Conference on Data Mining Workshops (ICDMW) Deep neural networks have yielded immense success in speech recognition, computer vision and natural language processing. However, the exploration of deep neural networks for content based recommendation has received a relatively less amount of inspection. Also, different recommendation scenarios have their own issues which creates the need for different approaches for recommendation. One of the problems with news recommendation is that of handling temporal changes in user interests. Hence, modelling temporal behaviour in the domain of news recommendation becomes very important. In this work, we propose a recommendation model which uses semantic similarity between words as input to a 3-D Convolutional Neural Network in order to extract the temporal news reading pattern of the users. This in turn improves the quality of recommendations. We compare our model to a set of established baselines and the experimental results show that our model performs better than the state-of-the-art by 5.8% (Hit Ratio@10).Feature extraction; Kernel; Collaboration; Filtering; History; News Recommendation; Tensile stress; Solid modeling; 3-D CNN; Content-based Recommendation; Word Semantics2017 EN yes primary No duplicate / newest version yes only news recommendation no reject
QIQEHLKE Application of LDA-LR in Personalized News Recommendation System Yajun, Ma; Sheng, Lin 10.1109/ICSESS.2018.8663807conferencePaper 2018 IEEE 9th International Conference on Software Engineering and Service Science (ICSESS)With the arrival of the big data age, and users can't effectively find information that matches their interest in the vast quantities of data. The common personalized news recommendation system is based on the user - based collaborative filtering algorithm. However, the content cverage recommended by this keyword based recommendation is narrow and cannot meet users' requirements for the diversity of recommendation systems. For textual data like news, it contains semantic attributes. Therefore, this paper proposes a LDA-LR personalized news recommendation method, which uses the LDA theme model to train the theme distribution of each news, then calculates the user similarity based on the topic, and then combines the LR logistic regression model to filter, and obtains the final news recommendation list.Computational modeling; Data mining; Collaboration; Semantics; topic model; personalized news recommendation; Mathematical model; Filtering algorithms; Logistics; logistic regression2018 EN yes primary No duplicate / newest version yes only news recommendation no reject
KA8WM9LG Interweaving Trend and User Modeling for Personalized News Recommendation Gao, Qi; Abel, Fabian; Houben, Geert-Jan; Tao, Ke10.1109/WI-IAT.2011.74conferencePaper 2011 IEEE/WIC/ACM International Conferences on Web Intelligence and Intelligent Agent TechnologyIn this paper, we study user modeling on Twitter and investigate the interplay between personal interests and public trends. To generate semantically meaningful user profiles, we present a framework that allows us to enrich the semantics of individual Twitter messages and features user modeling as well as trend modeling strategies. These profiles can be re-used in other applications for (trend-aware) personalization. Given a large Twitter dataset, we analyze the characteristics of user and trend profiles and evaluate the quality of the profiles in the context of a personalized news recommendation system. We show that personal interests are more important for the recommendation process than public trends and that by combining both types of profiles we can further improve recommendation quality.Semantics; Twitter; twitter; user modeling; social web; Context; Motion pictures; Analytical models; personalized news recommendation; Time frequency analysis; trend modeling2011 EN yes primary No duplicate / newest version no reject

VXEIMB3I
News Recommendation Based on Collaborative Semantic Topic Models and 
Recommendation Adjustment Liao, Yu-Shan; Lu, Jun-Yi; Liu, Duen-Ren10.1109/ICMLC48188.2019.8949259conferencePaper 2019 International Conference on Machine Learning and Cybernetics (ICMLC) Providing news recommendations is an important trend for online news websites to attract more users and create more benefits. In this research, we propose a novel recommendation approach for recommending news articles. We propose A Collaborative Semantic Topic Model and an ensemble model to predict user preferences based on combining Matrix Factorization with articles' semantic latent topics derived from word embedding and Latent Dirichlet Allocation. The proposed ensemble model is further integrated with a recommendation adjustment mechanism to adjust users' online recommendation lists. We evaluate the proposed approach via offline experiments and online evaluation on a real news website. The experimental result demonstrates that our proposed approach can improve the recommendation quality of recommending news articles.Recommendation; Latent topic analysis; Collaborative topic model; Recommendation adjustment2019 EN yes primary No duplicate / newest version yes only news recommendation no reject

BKGULRJC A Bias Aware News Recommendation System Patankar, Anish; Bose, Joy; Khanna, Harshit10.1109/ICOSC.2019.8665610conferencePaper 2019 IEEE 13th International Conference on Semantic Computing (ICSC) In this era of fake news and political polarization, it is desirable to have a system to enable users to access balanced news content. Current solutions focus on top down, server based approaches to decide whether a news article is fake or biased, and display only trusted news to the end users. In this paper, we follow a different approach to help the users make informed choices about which news they want to read, making users aware in real time of the bias in news articles they were browsing and recommending news articles from other sources on the same topic with different levels of bias. We use a recent Pew research report to collect news sources that readers with varying political inclinations prefer to read. We then scrape news articles on a variety of topics from these varied news sources. After this, we perform clustering to find similar topics of the articles, as well as calculate a bias score for each article. For a news article the user is currently reading, we display the bias score and also display other articles on the same topic, out of the previously collected articles, from different news sources. This we present to the user. This approach, we hope, would make it possible for users to access more balanced articles on given news topics. We present the implementation details of the system along with some preliminary results on news articles.Internet; Semantics; Browsers; Electronic publishing; Encyclopedias; Recommendation System; Bias Detection; Fake News; Uniform resource locators2019 EN yes primary No duplicate / newest version yes only news recommendation no reject
RT3PSDCL Interactive mobile news recommender system: A preliminary study of usability factors Su, Xiaomeng; Özgöbek, Özlem; Gulla, Jon Atle; Ingvaldsen, Jon Espen; Fidjestøl, Arne Dag10.1109/SMAP.2016.7753387conferencePaper 2016 11th International Workshop on Semantic and Social Media Adaptation and Personalization (SMAP)Interactive news recommender systems allow the user to steer the received recommendations in the desired directions through explicit interaction with the system. It provides a user experience in between a “lean back and let the news wash over me” experience and an “active search and hunt for specific pieces” experience. On the other hand, this added level of interaction might also be perceived as extra burden from the user side and therefore experience a decreased level of user experience. This paper describes a user study which uncovers factors that influence the usability of interactive news recommender system. The user study is carried out by contrasting an experimental system where interaction is granted with a baseline system where interaction is absent. The study demonstrated that test participants find the ability to actively shape its news recommendation strategy a useful and desirable feature. In addition, time, location and user interest as dimensions for interaction seems reasonable. Lastly, it identifies three factors that are of particular importance when designing interactive news recommender systems.Recommender systems; Mobile communication; User interfaces; Prototypes; Usability; Cultural differences; Presses2016 EN yes secondary No duplicate / newest version reject
6WQFU4J3 User Profiling Based Deep Neural Network for Temporal News Recommendation Kumar, Vaibhav; Khattar, Dhruv; Gupta, Shashank; Gupta, Manish; Varma, Vasudeva10.1109/ICDMW.2017.106conferencePaper 2017 IEEE International Conference on Data Mining Workshops (ICDMW) One of the most important and challenging problems in recommendation systems is that of modeling temporal behavior. Typically, modeling temporal behavior increases the cost of parameter inference and estimation. Along with it, it also poses the constraint of requiring a large amount of data for reliably learning the parameters of the model. Therefore, it is often difficult to model temporal behavior in large-scale real-world recommendation systems. In this work, we propose a deep neural network architecture which is based on a two level approach. We first generate document embeddings for every news article. We then use these embeddings and the previously read articles by a user to come up with her user profile. We then use this profile along with adequate positive and negative samples in order to train our model. The resulting model is then applied to a real-world data set. We compare it with a set of established baselines and the experimental results show that our model outperforms the state-of-the-art. We also use the learned model to recommend articles to users who have had very little interaction with items, i.e., have read a very less amount of news articles. We then demonstrate the effectiveness of our model to solve the problem of item cold-start.Neural networks; Computational modeling; Data models; Collaboration; Semantics; History; News Recommendation; User Profiling; Deep Structured Semantic Model2017 EN yes primary No duplicate / newest version yes only news recommendation no reject
Q3U3CKLK User Interest Analysis with Hidden Topic in News Recommendation System Tran, Mai-Vu; Tran, Xuan-Tu; Uong, Huy-Long10.1109/IALP.2010.75conferencePaper 2010 International Conference on Asian Language Processing To take advantage of the Internet - vast but complicated information resources, Recommendation systems help users find out information they need by providing them personalized suggestions. This research area is receiving more and more attention from researchers and used in some famous websites like EBay, Amazon, etc. In this paper, we proposed a Recommendation System for Vietnamese electronic newspaper which uses content-based filtering techniques associating with the attention of users shown in user's profile. These users' attentions are determined by inferring a set of common Hidden Topics from the documents which users preferred. Experimental results showed that approach is feasible with positive results and its capabilities for reality development.Semantics; Accuracy; Filtering; Analytical models; History; Web pages; Recommendation System; Hidden Topic; Labeling; User's Interest Analysis2010 EN yes primary No duplicate / newest version yes only news recommendation no reject

CZF2KCJZ
Building a semantic recommendation engine for news feeds based on emerging topics from 
tweets Tabara, Mihai; Dascalu, Mihai; Trausan-Matu, Stefan10.1109/RoEduNet.2016.7753209conferencePaper 2016 15th RoEduNet Conference: Networking in Education and Research The rise of social networks powered by the emergence of Web 2.0 unleashed a massive amount of generated user content. Concurrently with technology enhancements that facilitated its widespread, Web 2.0 became the engine which hastened the appearance of worldwide mass communication techniques. Alongside its advent, textual analysis changed as new user-centered content failed to comply with traditional grammar ruling. In this paper, we approach the problem of topic extraction from Twitter in the context of designing a recommendation engine to best matching user profiles to news feed articles. We propose a strategy to extract the concepts by means of Natural Language Processing and use of the semantic cohesion measurements to leverage the matching process. In order to prove the adequacy of our method, we have conducted a medium-scale evaluation. Our results demonstrate the particularities of the Twitter textual corpora, as well as how it can be used to infer geo-locations for its users.news recommendation; Semantics; Twitter; Natural language processing; Context; Feeds; Engines; prediction of news feeds; topic extraction; tweets2016 EN yes primary No duplicate / newest version no reject

4FFKJLEZ Sentiment Computing for the News Event Based on the Social Media Big Data Jiang, Dandan; Luo, Xiangfeng; Xuan, Junyu; Xu, Zheng10.1109/ACCESS.2016.2607218journalArticle IEEE Access The explosive increasing of the social media data on the Web has created and promoted the development of the social media big data mining area welcomed by researchers from both academia and industry. The sentiment computing of news event is a significant component of the social media big data. It has also attracted a lot of researches, which could support many real-world applications, such as public opinion monitoring for governments and news recommendation for Websites. However, existing sentiment computing methods are mainly based on the standard emotion thesaurus or supervised methods, which are not scalable to the social media big data. Therefore, we propose an innovative method to do the sentiment computing for news events. More specially, based on the social media data (i.e., words and emoticons) of a news event, a word emotion association network (WEAN) is built to jointly express its semantic and emotion, which lays the foundation for the news event sentiment computation. Based on WEAN, a word emotion computation algorithm is proposed to obtain the initial words emotion, which are further refined through the standard emotion thesaurus. With the words emotion in hand, we can compute every sentence's sentiment. Experimental results on real-world data sets demonstrate the excellent performance of the proposed method on the emotion computing for news events.Social network services; Data mining; Classification; Big data; Text mining; Sentiment computing; emotion classification; Emotion recognition; sentiment computing; social media big data2017 EN yes primary No duplicate / newest version no reject

WB83JYQT
The xLiMe system: Cross-lingual and cross-modal semantic annotation, search and 
recommendation over live-TV, news and social media streams Zhang, Lei; Thalhammer, Andreas; Rettinger, Achim; Färber, Michael; Mogadala, Aditya; Denaux, Ronald10.1016/j.websem.2017.03.002journalArticle J. Web Semant. 2017 EN yes primary accessible No duplicate / newest version yes news and other other can't tell reject

KH6FSQME News Citation Recommendation with Implicit and Explicit Semantics Peng, Hao; Liu, Jing; Lin, Chin-Yew10.18653/v1/p16-1037conferencePaper Proceedings of the 54th Annual Meeting of the Association for Computational Linguistics, ACL 2016, August 7-12, 2016, Berlin, Germany, Volume 1: Long Papers 2016 EN yes primary accessible No duplicate / newest version yes other recommendation can't tell can't tell evaluated reject

2XVJII4J
Integrating Linked Data into the Content Value Chain: A Review of News-Related Standards, 
Methodologies and Licensing Requirements Pellegrini, Tassilo 10.1145/2362499.2362513conferencePaper Proceedings of the 8th International Conference on Semantic Systems Only a few media companies have so far (as of April 2012) publicly declared engagement in the area of Linked Data. Nevertheless among the chosen few are BBC Online, the New York Times, The Guardian and Reuters who utilize Linked Data to add significant value to the news production process. This paper discusses achievements and challenges in utilizing semantic metadata in the news production process. It illustrates how Linked Data can be integrated into the content value chain and provide added value to content-related workflows without necessarily disrupting them. This is insofar critical as publishing companies react very sensitively to radical changes in their working settings and are often very suspicious of technologically induced innovations. Given the fact that from the perspective of media professionals Linked Data is a highly technology driven phenomenon that incrementally incorporates the culture, speech and logic of the engineering discipline, it is necessary to translate the benefits of Linked Data into the thinking and understanding of the publishing sector by illustrating the intersections between the traditional editorial content value chain and Linked Data as a complementary resource to innovate existing products and services.linked data; semantic web; content value chain; data journalism; data licensing; editorial workflows; IPR; media economics; news production; semantic metadata2012 EN yes accessible No duplicate / newest version no reject

5GWI9YZF Isaac Bloomberg Meets Michael Bloomberg: Better EntityDisambiguation for the News Bradesko, Luka; Starc, Janez; Pacifico, Stefano10.1145/2740908.2741711conferencePaper Proceedings of the 24th International Conference on World Wide Web This paper shows the implementation and evaluation of the Entity Linking or Named Entity Disambiguation system used and developed at Bloomberg. In particular, we present and evaluate a methodology and a system that do not require the use of Wikipedia as a knowledge base or training corpus. We present how we built features for disambiguation algorithms from the Bloomberg News corpus, and how we employed them for both single-entity and joint-entity disambiguation into a Bloomberg proprietary knowledge base of people and companies. Experimental results show high quality in the disambiguation of the available annotated corpus.text mining; named entity disambiguation; entity linking; bloomberg 2015 EN yes primary accessible No duplicate / newest version no reject
NKUUSZWY Semantic-based recommender system with human feeling relevance measure Werner, David; Hassan, Thomas; Bertaux, Aurelie; Cruz, Christophe; Silva, Nuno10.1007/978-3-319-14654-6_11journalArticle Studies in Computational Intelligence This work presents a recommender system of economic news articles. Its objectives are threefold: (i) managing the vocabulary of the economic news domain to improve the system based on the seamlessly intervention of the documentalist (ii) automatically multi-classify the economic new articles and users profiles based on the domain vocabulary, and (iii) recommend the articles by comparing the multiclassification of the articles and profiles of the users. While several solutions exist to recommend news, multi-classify document and compare representations of items and profiles. They are not automatically adaptable to provide a mutual answer to previous points. Even more, existing approaches lacks substantial correlation with the human and in particular with the documentalist perspective.2015 EN yes primary No duplicate / newest version yes only news recommendation no reject

LDFNU75B
Content-based news recommendation: Comparison of time-based system and keyphrase-
based system Tasci, Servet; Cicekli, Ilyas10.1007/978-3-319-25840-9_6/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science As internet resources are increasing at an unprecedented speed, users are tired of searching important ones among them. So, what users need and where they can find them are getting more important. Users require a personalized support in sifting through large amounts of available information according to their interests and recommendation systems try to answer this need. In this context, it is crucial to offer user friendly tools that facilitate faster and more accurate access to articles in digital newspapers. In this paper, a content-based news recommendation system for news domain is presented and contents of news articles are represented by words appearing in news articles or their keyphrases. News articles are recommended according to user dynamic and static profiles. User dynamic profiles reflect user past interests and recent interests play much bigger roles in the selection of recommendations. Our recommendation system is a complete content-based recommendation system together with categorization, summarization and news collection modules.Content-based filtering; Recommendation systems; Keyphrase-based recommendation; Text classification; Text summarization2015 EN yes primary No duplicate / newest version yes only news recommendation no reject

A4FKVZ2V ENRS: An effective recommender system using bayesian model Xiao, Yingyuan; Ai, Pengqiang; Wang, Hongya; Hsu, Ching Hsien; L, Yukun10.1007/978-3-319-18123-3_34journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Traditional content-based news recommender systems strive to use a bag of words or a topic distribution to capture readers' reading preference. However, they didn't take advantage of the named entities extracted from news articles and the relations among different named entities to model readers' reading preference. Named entities contain much more semantic information and relations than a bag of words or a topic distribution. In this paper, we design and implement a prototype system named ENRS, which combines the named entity with the naïve Bayesian algorithm, to recommend readers news articles. The key technical merit of our work is that we built a probabilistic entity graph to capture the relations among different named entities, based on which ENRS can increase the diversity of recommendation significantly. The architecture of ENRS and the recommendation algorithm are discussed and a demonstration of ENRS is also presented.2015 EN yes primary No duplicate / newest version yes only news recommendation no reject
3CK3I3DW Discovering links between political debates and media Juric, Damir; Hollink, Laura; Houben, Geert Jan10.1007/978-3-642-39200-9_30journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Politics and media are heavily intertwined and both play a role in the discussion on policy proposals and current affairs. However, a dataset that allows a joint analysis of the two does not yet exist. In this paper we take the first step by discovering links between parliamentary debates in a political dataset and newspaper articles in a media dataset. Our approach consists of 3 steps. We first discover topics discussed in the debates. Second, we query a newspaper archive for relevant articles using a combination of debate elements: dates, actors, topics, and named entities of the debates. Finally, we discover links, represent them in RDF, and make them available for download. An evaluation of various versions of this approach shows that the topic detection adds to the quality of the discovered links, as well as the use of the semantic structure of the debate, such as headers and a division into smaller events. © 2013 Springer-Verlag Berlin Heidelberg.linking; NER; parliamentary debates; RDF; topic modeling 2013 EN yes primary No duplicate / newest version no no reject

LJE57SBZ
PerceptRank: A real-time learning to rank recommender system for online interactive 
platforms Ficel, Hemza; Haddad, Mohamed Ramzi; Baazaoui Zghal, Hajer10.1007/978-3-030-02671-4_3/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In highly interactive platforms with continuous and frequent content creation and obsolescence, other factors besides relevance may alter users' perceptions and choices. Besides, making personalized recommendations in these application domains imposes new challenges when compared to classic recommendation use cases. In fact, the required recommendation approaches should be able to ingest and process continuous streams of data online, at scale and with low latency while making context dependent dynamic suggestions. In this work, we propose a generic approach to deal jointly with scalability, real-time and cold start problems in highly interactive online platforms. The approach is based on several consumer decision-making theories to infer users' preferences. In addition, it tackles the recommendation problem as a learning-to-rank problem that exploits a heterogeneous information graph to estimate users' perceived value towards items. Although the approach is addressed to streaming environments, it has been validated in both offline batch and online streaming scenarios. The first evaluation has been carried out using the MovieLens dataset and the latter targeted the news recommendation domain using a high-velocity stream of usage data collected by a marketing company from several large scale online news portals. Experiments show that our proposition meets real world production environments constraints while delivering accurate suggestions and outperforming several state-of-the-art approaches.Recommender systems; Learning to rank; Online learning; Knowledge graphs; Real-time recommendation; Stream processing2018 EN yes primary No duplicate / newest version yes only news recommendation no reject

MN9TM3JT Stream-based recommendations: Online and offline evaluation as a service Kille, Benjamin; Lommatzsch, Andreas; Turrin, Roberto; Serény, András; Larson, Martha; Brodt, Torben; Seiler, Jonas; Hopfgartner, Frank10.1007/978-3-319-24027-5_48journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Providing high-quality news recommendations is a challenging task because the set of potentially relevant news items changes continuously, the relevance of news highly depends on the context, and there are tight time constraints for computing recommendations. The CLEF NewsREEL challenge is a campaign-style evaluation lab allowing participants to evaluate and optimize news recommender algorithms online and offline. In this paper, we discuss the objectives and challenges of the NewsREEL lab. We motivate the metrics used for benchmarking the recommender algorithms and explain the challenge dataset. In addition, we introduce the evaluation framework that we have developed. The framework makes possible the reproducible evaluation of recommender algorithms for stream data, taking into account recommender precision as well as the technical complexity of the recommender algorithms.Recommender systems; News; Evaluation; Living lab; Stream-based recommender2015 EN yes primary No duplicate / newest version no no reject
6N3GGX6H An error correction methodology for time dependent ontologies Drury, Brett; Almeida, J. J.; Morais, M. H.M.10.1007/978-3-642-22056-2_52journalArticle Lecture Notes in Business Information Processing An increasing number of applications have become dependent upon information described in ontologies. Information may be correct for a limited period of time, for example, the assertion: "Barack Obama is the current president of the USA" will be incorrect in 2017. A presidential lifespan can be measured in years, however in a more dynamic domain, assertions may have lifespans of: months, weeks or days. In addition, erroneous relations may be introduced into an Ontology through mistakes in the information source or construction methodology. Ontologies which contain a large number of errors may impair the effectiveness of applications which depend on it. This paper describes an error correction methodology for ontologies automatically generated from news stories. The information contained in news stories can have a very limited lifespan, consequently constructing an Ontology by an addition of assertions will overtime accumulate errors. The proposed method avoids this problem through an assignment of a lifespan to each relation. A relation's lifespan is dependent upon: frequency of assertion, relation volatility and domain volatility. Once a relation's lifespan has elapsed the relation is either deleted or archived as a temporal "snapshot" of the domain. Individuals with 0 relations are also removed or archived. An evaluation of an Ontology constructed with the proposed scheme revealed a gain in the total number of relations overtime without an increase in the number of the errors. A comparison with an Ontology constructed with an accumulative addition of relations over an eight week period revealed that the proposed method reduced the error count by 81%. © 2011 Springer-Verlag.Business News; Ontology Management; Temporal Ontologies 2011 EN yes primary No duplicate / newest version no no reject
34JXBZN9 Temporal Latent Space Modeling for Community Prediction Fani, Hossein; Bagheri, Ebrahim; Du, Weichang10.1007/978-3-030-45439-5_49/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)We propose a temporal latent space model for user community prediction in social networks, whose goal is to predict future emerging user communities based on past history of users' topics of interest. Our model assumes that each user lies within an unobserved latent space, and similar users in the latent space representation are more likely to be members of the same user community. The model allows each user to adjust its location in the latent space as her topics of interest evolve over time. Empirically, we demonstrate that our model, when evaluated on a Twitter dataset, outperforms existing approaches under two application scenarios, namely news recommendation and user prediction on a host of metrics such as mrr, ndcg as well as precision and f-measure.2020 EN yes primary No duplicate / newest version yes news and other recommendation no reject
K97PAZNP What Happened in CLEF ... For a While? Ferro, Nicola 10.1007/978-3-030-28577-7_1/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)2019 marks the 20th birthday for CLEF, an evaluation campaign activity which has applied the Cranfield evaluation paradigm to the testing of multilingual and multimodal information access systems in Europe. This paper provides a summary of the motivations which led to the establishment of CLEF, and a description of how it has evolved over the years, the major achievements, and what we see as the next challenges.2019 EN yes secondary No duplicate / newest version reject
6YDJLQL5 Social issue gives you an opportunity: Discovering the personalised relevance of social issues Han, Soyeon Caren; Chung, Hyunsuk10.1007/978-3-642-32541-0_24journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Social networking services have received a lot of attention recently so that the discussion of certain issues is becoming more dynamic. Many websites provide a new service that displays the list of the trending social issues. It is very important to respond to those social issues since the impact on organisations or people may be considerable. In this paper, we present our research on developing the personalised relevance identification system that displays the relevance of social issues to a target domain. To accomplish this, we first collected social issue keywords from Google Trends, Twitter and Google News. After that, we setup an electronic document management system as a target domain that would include all knowledge and activities having to do with a target object. In order to identify the relevance of the social issues to a target, we applied the Term Frequency Inverse Document Frequency (TFIDF). Our experiments prove that we can identify the meaningful relevance of social issues to targets, such as individuals or organizations.Twitter; Google trends; Social issues; Social networking sites; Trending topic2012 EN yes primary No duplicate / newest version no no reject
GX54L5VG A weighted one class collaborative filtering with content topic features Yuan, Ting; Cheng, Jian; Zhang, Xi; Liu, Qinshan; Lu, Hanqing10.1007/978-3-642-35728-2_40journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)A task that naturally emerges in recommender system is to improve user experience through personalized recommendations based on user's implicit feedback, such as news recommendation and scientific paper recommendation. Recommendations dealing with implicit feedback are most thought of as One Class Collaborative Filtering (OCCF), which only positive examples can be observed and the majority of data are missing. The idea to introduce weights for treating missing data as negatives has been shown to help in OCCF. But existing weighting approaches mainly use the statistical properties of feedback to determine the weight, which are not very reasonable and not personalized for each user-item pair. In this paper, we propose to improve recommendation by considering the rich user and item content information to assist weighting the unknown data in OCCF. To incorporate the useful content information, we get a content topic feature for each user and item by using probabilistic topic modeling method, and determine the personalized weight of every unknown user-item pair by these content topic features. Extensive experiments show that our algorithm can achieve better performance than the state-of-art methods. © Springer-Verlag 2012.Recommender system; Implicit feedback; Content topic feature; One-Class Collaborative Filtering; Topic modeling2013 EN yes primary No duplicate / newest version yes only news recommendation no reject
W7UTG3TD Topic-specific retweet count ranking for Weibo Mao, Hangyu; Xiao, Yang; Wang, Yuan; Wang, Jiakang; Xiao, Zhen10.1007/978-3-319-93040-4_49/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In this paper, we study topic-specific retweet count ranking problem in Weibo. Two challenges make this task nontrivial. Firstly, traditional methods cannot derive effective feature for tweets, because in topic-specific setting, tweets usually have too many shared contents to distinguish them. We propose a LSTM-embedded autoencoder to generate tweet features with the insight that any different prefixes of tweet text is a possible distinctive feature. Secondly, it is critical to fully catch the meaning of topic in topic-specific setting, but Weibo can provide little information about topic. We leverage real-time news information from Toutiao to enrich the meaning of topic, as more than 85% topics are headline news. We evaluate the proposed components based on ablation methods, and compare the overall solution with a recently-proposed tensor factorization model. Extensive experiments on real Weibo data show the effectiveness and flexibility of our methods.Social network; Micro-blog; Retweet; Retweet count ranking; Weibo 2018 EN yes primary No duplicate / newest version no no reject
QPVINAYS Leveraging the semantics of tweets for adaptive faceted search on twitter Abel, Fabian; Celik, Ilknur; Houben, Geert Jan; Siehndel, Patrick10.1007/978-3-642-25073-6_1journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In the last few years, Twitter has become a powerful tool for publishing and discussing information. Yet, content exploration in Twitter requires substantial effort. Users often have to scan information streams by hand. In this paper, we approach this problem by means of faceted search. We propose strategies for inferring facets and facet values on Twitter by enriching the semantics of individual Twitter messages (tweets) and present different methods, including personalized and context-adaptive methods, for making faceted search on Twitter more effective. We conduct a large-scale evaluation of faceted search strategies, show significant improvements over keyword search and reveal significant benefits of those strategies that (i) further enrich the semantics of tweets by exploiting links posted in tweets, and that (ii) support users in selecting facet value pairs by adapting the faceted search interface to the specific needs and preferences of a user. © 2011 Springer-Verlag.twitter; semantic enrichment; adaptation; faceted search 2011 EN yes primary No duplicate / newest version no reject
H2Q2RAWM MFI-transSW+: Efficiently mining frequent itemsets in clickstreams De Amorim, Franklin A.; Nunes, Bernardo Pereira; Lopes, Giseli Rabello; Casanova, Marco A.10.1007/978-3-319-53676-7_7/FULLTEXT.HTMLjournalArticle Lecture Notes in Business Information Processing Data stream mining is the process of extracting knowledge from massive real-time sequence of data items arriving at a very high data rate. It has several practical applications, such as user behavior analysis, software testing and market research. However, the large amount of data generated may offer challenges to process and analyze data at nearly real time. In this paper, we first present the MFI-TransSW+ algorithm, an optimized version of MFI-TransSW algorithm that efficiently processes clickstreams, that is, data streams where the data items are the pages of a Web site. Then, we outline the implementation of a news articles recommender system, called ClickRec, to demonstrate the efficiency and applicability of the proposed algorithm. Finally, we describe experiments, conducted with real world data, which show that MFI-TransSW+ outperforms the original algorithm, being up to two orders of magnitude faster when processing clickstreams.Data mining; Datastream; Frequent itemsets 2017 EN yes primary No duplicate / newest version yes only news recommendation no reject
TTQ7Y34W Automatically learning and specifying association relations between words Zhang, Jun; Li, Qing; Luo, Xiangfeng; Wei, Xiao10.1007/978-3-319-08010-9_63journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)One of the most fundamental works for providing better Web services is the discovery of inter-word relations. However, the state of the art is either to acquire specific relations (e.g., causality) by involving much human efforts, or incapable of specifying relations in detail when no human effort is needed. In this paper, we propose a novel mechanism based on linguistics and cognitive psychology to automatically learn and specify association relations between words. The proposed mechanism, termed as ALSAR, includes two major processes: the first is to learn association relations from the perspective of verb valency grammar in linguistics, and the second is to further lable/specify the association relations with the help of related verbs. The resultant mechanism (i.e., ALSAR) is able to provide semantic descriptors which make inter-word relations more explicit without involving any human labeling. Furthermore, ALSAR incurs a very low complexity, and experimental evaluations on Chinese news articles crawled from Baidu News demonstrate good performance of ALSAR. © 2014 Springer International Publishing Switzerland.Information retrieval; ALSAR; Cognitive psychology; Specify association relation; Verb valency grammar2014 EN yes primary No duplicate / newest version no no reject
ZQSMQBH4 Extended Bayesian Personalized Ranking Based on Consumption Behavior Gharahighehi, Alireza; Vens, Celine10.1007/978-3-030-65154-1_9/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science Bayesian Personalized Ranking (BPR) is a well-known recommendation framework that learns to rank items based on one-class implicit feedback. In some domains such as video and music streaming and news aggregator websites, users' implicit feedback is not limited to one-class feedback as there are other types of feedback such as watching, listening and reading time which are continuous. This feedback reflects the consumption behavior of users. In this research we show that using this kind of implicit feedback on the top of one-class feedback, recommender systems are able to learn user preferences more precisely. We propose an extended form of BPR by including user consumption behavior to recommend news topics. The result shows that using the extended form of BPR with consumption information improves the performance based on four evaluation measures. The result also verifies that by considering a more granular feedback the extended BPR has better predictions.News recommendation; Implicit feedback; Bayesian personalized ranking2020 EN yes primary No duplicate / newest version yes only news recommendation no reject
CQEEYHER Interaction and personalization of criteria in recommender systems Wolfe, Shawn R.; Zhang, Yi10.1007/978-3-642-13470-8_18journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)A user's informational need and preferences can be modeled by criteria, which in turn can be used to prioritize candidate results and produce a ranked list. We examine the use of such a criteria-based user model separately in two representative recommendation tasks: news article recommendations and product recommendations. We ask the following: are there nonlinear interactions among the criteria; and should the models be personalized? We assume that that user ratings on each criterion are available, and use machine learning to infer a user model that combines these multiple ratings into a single overall rating. We found that the ratings of different criteria have a nonlinear interaction in some cases, for example, article novelty and subject relevance often interact. We also found that these interactions vary from user to user. © 2010 Springer-Verlag.information filtering; multiple criteria; nonlinear models 2010 EN yes primary No duplicate / newest version yes only news recommendation no reject
MVSAHGXZ A fuzzy approach to multidimensional context aware e-learning recommender system Dwivedi, Pragya; Bharadwaj, Kamal K.10.1007/978-3-319-03844-5_59journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Traditional e-Learning recommender systems (EL-RS) based on two dimensions- learners and learning resources, help learners in alleviating information overload by providing suitable learning resources from a potentially overwhelming variety of choices. E-learning recommender systems have received considerable attention in recent years. However, the incorporation of contextual information such as time duration and mood of a learner into the e-Learning recommendation process is still in its infancy. Such contextualization is investigated as an exemplar for EL-RS that can anticipate the learners' requirements. Usually, the representation of learner context is subjective, imprecise and vague. In this paper, we propose a fuzzy approach to multidimensional context aware EL-RS (CA-EL-RS) that includes time duration and mood of a learner as additional dimensions for item based collaborative filtering (IB-CF). The empirical results are presented to demonstrate the effectiveness of the proposed approach in identifying better top N recommendations than traditional IB-CF. © 2013 Springer International Publishing.Context-Aware Recommender Systems; e-Learning; Item-based Collaborative Filtering; Multidimensional Recommender Systems2013 EN yes primary No duplicate / newest version yes other recommendation no reject
V4TVHR4M The role of adaptive elements in web-based surveillance system user interfaces Lage, Ricardo; Dolog, Peter; Leginus, Martin10.1007/978-3-319-08786-3_31journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In this paper we present an analysis of improvements to a web-based Graphical User Interface (GUI) for health surveillance systems. Such systems are designed to provide means to detect and suggest outbreaks and corresponding information about them from both formal (e.g., hospital reports) and informal (e.g., news sites) sources. However, despite the availability of different such systems, few studies have been carried out to discuss the elements of the system's GUI and how it can support users in their tasks. To this end, we investigate techniques for adapting, structuring and browsing information in an intuitive and friendly way to the user, focusing on a transition from a static to a dynamic adapted web experience. We conduct a case study with health surveillance experts where we present a case for recommendations matching the user's preferences within a system and discuss improvements to the presented GUI. We discuss improvements in the light of the feedback provided by these users, proposing how adapted elements of a GUI can be used to improve the user experience in a surveillance task.2014 EN yes primary No duplicate / newest version no no reject
Q9S3WPYJ A topic detection and visualisation system on social media posts Andreadis, Stelios; Gialampoukidis, Ilias; Vrochidis, Stefanos; Kompatsiaris, Ioannis10.1007/978-3-319-70284-1_33/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Large amounts of social media posts are produced on a daily basis and monitoring all of them is a challenging task. In this direction we demonstrate a topic detection and visualisation tool in Twitter data, which filters Twitter posts by topic or keyword, in two different languages; German and Turkish. The system is based on state-of-the-art news clustering methods and the tool has been created to handle streams of recent news information in a fast and user-friendly way. The user interface and user-system interaction examples are presented in detail.Keyword-based search; Topic detection and visualisation; Topic-based filtering; Twitter posts2017 EN yes primary No duplicate / newest version no no reject
Y4MMXQPT Incremental mining of significant URLs in real-time and large-scale social streams Liu, Cheng Ying; Tseng, Chi Yao; Chen, Ming Syan10.1007/978-3-642-37456-2_40journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Sharing URLs has recently emerged as an important way for information exchange in online social networks (OSN). As can be perceived from our investigation toward several social streams, the percentage of messages with URL embedded ranges from 54% to 92%. Due to the extremely high volume of evolving messages in OSN, finding interesting and significant URLs from social streams possesses numerous challenges, such as the real-time need, noisy contents, various URL shortening services, etc. In this paper, we propose the Significant URLs MINing algorithm, abbreviated as SURLMINE, to produce the up-to-date ranking list of significant URLs without any pre-learning process. The key strategy of SURLMINE is to incrementally update the significance coefficients of all collected URLs by four pivotal features, including Follower-Friend ratio, language distribution, topic duration and period and decay model. Moreover, its capability of incremental update enables SURLMINE to achieve the real-time processing. To evaluate the effectiveness and efficiency of SURLMINE, we apply the proposed framework to Twitter platform and conduct experiments for 30 days (over 75 million tweets). The experimental results show that the precision of SURLMINE can reach up to 92%, and the execution performance can also satisfy the real-time requirements in large-scale social streams. © Springer-Verlag 2013.Incremental scheme; Large-scale social streams; Real-time processing; Significant URLs mining2013 EN yes primary No duplicate / newest version no no reject
NDW36SZ8 PolyRecs: Improving Page–View Rates Using Real-Time Data Analysis Papakonstantinou, Mihalis; Delis, Alex10.1007/978-3-030-24124-7_7/FULLTEXT.HTMLjournalArticle Lecture Notes in Business Information Processing In this paper, we outline our effort to enhance the page-view rates of e-content that online customers read on a popular portal in Greece. The portal, athensvoice.gr, provides continuous coverage on news, politics, science, the arts, and opinion columns and its customers generate approximately 6 million unique visits per month. Gains both in terms of advertisement and further e-content market penetration were the objectives of our effort which yielded the PolyRecs system, in production for more than a year now. In designing PolyRecs, we were primarily concerned with the use of pages in real-time and to this end, we elected to utilize five key criteria to achieve the aforementioned goals. We selected criteria for which we were able to obtain pertinent statistics without compromising performance and offered a real-time exploitation of the user page-views on the go. In addition, we were keen in realizing not only effective on-the-fly calculations of what might be interesting to the browsing individuals at specific points in time but also produce accurate results capable of improving the user-experience. The key factors exploited by PolyRecs entail features from both collaboration and content-based systems. Once operational, PolyRecs helped the news portal attain an average increase of 6.3% of the overall page-views in its traffic. To ascertain the PolyRecs utility, we provide a brief economic analysis in terms of measured performance indicators and identify the degree of contribution each of the key factors offers. Last but not least, we have developed PolyRecs as a domain-agnostic hybrid-recommendation system for we wanted it to successfully function regardless of the underlying data and/or content infrastructure.Content-based furnishing of news; Hybrid recommendation systems; Real-time content analysis; Timely delivery of news articles2019 EN yes primary No duplicate / newest version no no reject
97XF3AHQ Choosing the right home location definition method for the given dataset Bojic, Iva; Massaro, Emanuele; Belyi, Alexander; Sobolevsky, Stanislav; Ratti, Carlo10.1007/978-3-319-27433-1_14journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Ever since first mobile phones equipped with Global Position System (GPS) came to the market, knowing the exact user location has become a holy grail of almost every service that lives in the digital world. Starting with the idea of location based services, nowadays it is not only important to know where users are in real time, but also to be able predict where they will be in future. Moreover, it is not enough to know user location in form of latitude longitude coordinates provided by GPS devices, but also to give a place its meaning (i.e., semantically label it), in particular detecting the most probable home location for the given user. The aim of this paper is to provide novel insights on differences among the ways how different types of human digital trails represent the actual mobility patterns and therefore the differences between the approaches interpreting those trails for inferring said patterns. Namely, with the emergence of different digital sources that provide information about user mobility, it is of vital importance to fully understand that not all of them capture exactly the same picture. With that being said, in this paper we start from an example showing how human mobility patterns described by means of radius of gyration are different for Flickr social network and dataset of bank card transactions. Rather than capturing human movements closer to their homes, Flickr more often reveals people travel mode. Consequently, home location inferring methods used in both cases cannot be the same. We consider several methods for home location definition known from the literature and demonstrate that although for bank card transactions they provide highly consistent results, home location definition detection methods applied to Flickr dataset happen to be way more sensitive to the method selected, stressing the paramount importance of adjusting the method to the specific dataset being used.2015 EN yes primary No duplicate / newest version no reject

PCP4YGQZ
Vocabulary learning environment with collaborative filtering for support of self-regulated 
learning Yamada, Masanori; Kitamura, Satoshi; Miyahara, Shiori; Yamauchi, Yuhei10.1007/978-3-642-04592-9_65journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)This study elucidates issues related to using online vocabulary learning environments with collaborative filtering and functions for cognitive and social learning support in learner-centered learning, which requires learners to be self-regulated learners. The developed system provides learners with a vocabulary learning environment using online news as a test installation of functions. The system recommends news to each learner using a collaborative filtering algorithm. The system helps learners to use cognitive and social learning strategies such as underlining, along with a word-meaning display based on the learner's vocabulary proficiency level. We investigated effects of the system on perceived usefulness and learning performance as a formative evaluation. Learners regarded this system as a useful tool for their language learning overall, but rated several functions low. Confirming the learning performance, the learner's vocabulary proficiency level improved significantly. © 2009 Springer Berlin Heidelberg.Collaborative filtering; Aptitude treatment interaction; Educational technology; Language learning; Learning strategies2009 EN yes primary No duplicate / newest version yes only news recommendation no reject

B264LIY9 Signal: Advanced real-time information filtering Martinez-Alvarez, Miguel; Kruschwitz, Udo; Hall, Wesley; Poesio, Massimo10.1007/978-3-319-16354-3_87journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)The overload of textual information is an ever-growing problem to be addressed by modern information filtering systems, not least because strategic decisions are heavily influenced by the news of the world. In particular, business opportunities as well as threats can arise by using up-to-date information coming from disparate sources such as articles published by global news providers but equally those found in local newspapers or relevant blogposts. Common media monitoring approaches tend to rely on large-scale, manually created boolean queries. However, in order to be effective and flexible in a business environment, user information needs require complex, adaptive representations that go beyond simple keywords. This demonstration illustrates the approach to the problem that Signal takes: a cloud-based architecture that processes and analyses, in real-time, all the news of the world and allows its users to specify complex information requirements based on entities, topics, industry-specific terminology and keywords.2015 EN yes primary No duplicate / newest version yes only news no reject
N5S5N4LX First Place Solution for NLPCC 2018 Shared Task User Profiling and Recommendation Xie, Qiaojing; Wang, Yuqian; Xu, Zhenjing; Yu, Kaidong; Wei, Chen; Yu, Zhi Chen10.1007/978-3-319-99501-4_2/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Social networking sites have been growing at an unprecedented rate in recent years. User profiling and personalized recommendation plays an important role in social networking, such as targeting advertisement and personalized news feed. For NLPCC Task 8, there are two subtasks. Subtask one is User Tags Prediction (UTP), which is to predict tags related to a user. We consider UTP as a Multi Label Classification (MLC) problem and proposed a CNN-RNN framework to explicitly exploit the label dependencies. The proposed framework employs CNN to get the user profile representation and the RNN module captures the dependencies among labels. Subtask two, User Following Recommendation (UFR), is to recommend friends to the users. There are mainly two approaches: Collaborative Filtering (CF) and Most Popular Friends (MPF), and we adopted a combination of both. Our experiments show that both of our methods yield clear improvements in F1@K compared to other algorithms and achieved first place in both subtasks.User profiling; Friend recommendation; Multi label classification; User tags prediction2018 EN yes primary No duplicate / newest version yes other recommendation no reject
2ZCLW64C Predicting Stock Market Trends by Recurrent Deep Neural Networks Yoshihara, Akira; Fujikawa, Kazuki; Seki, Kazuhiro; Uehara, Kuniaki10.1007/978-3-319-13560-1_60journalArticle Investors make decisions based on various factors, including consumer price index, price-earnings ratio, and also miscellaneous events reported by newspapers. In order to assist their decisions in a timely manner, many studies have been conducted to automatically analyze those information sources in the last decades. However, the majority of the efforts was made for utilizing numerical information, partly due to the difficulty to process natural language texts and to make sense of their temporal properties. This study sheds light on this problem by using deep learning, which has been attracting much attention in various areas of research including pattern mining and machine learning for its ability to automatically construct useful features from a large amount of data. Specifically, this study proposes an approach to market trend prediction based on a recurrent deep neural network to model temporal effects of past events. The validity of the proposed approach is demonstrated on the real-world data for ten Nikkei companies.2014 EN yes primary No duplicate / newest version no reject

4P6XIEAU
Collaborative filtering for expansion of learner's background knowledge in online language 
learning: does “top-down” processing improve vocabulary proficiency? Yamada, Masanori; Kitamura, Satoshi; Matsukawa, Hideya; Misono, Tadashi; Kitani, Noriko; Yamauchi, Yuhei10.1007/S11423-014-9344-7/FULLTEXT.HTMLjournalArticle Educational Technology Research and Development In recent years, collaborative filtering, a recommendation algorithm that incorporates a user's data such as interest, has received worldwide attention as an advanced learning support system. However, accurate recommendations along with a user's interest cannot be ideal as an effective learning environment. This study aims to develop and evaluate an online English vocabulary learning system using collaborative filtering that allows learners to learn English vocabulary while expanding their interests. The online learning environment recommends English news articles using information obtained from other users with similar interests. The learner then studies these recommended articles as a method of learning English. The results of a two-month experiment that compared this system to an earlier collaborative filtering system called “GroupLens” reveal that learners who used the collaborative filtering system developed in this study read various news articles and had significantly higher scores on topic-specific vocabulary tests than did those who used the previous system.Recommendation system; Language learning; Learning support; Vocabulary learning2014 EN yes primary No duplicate / newest version yes only news recommendation no reject

LA3Z4MBR A topic recommender for journalists Cucchiarelli, Alessandro; Morbidoni, Christian; Stilo, Giovanni; Velardi, Paola10.1007/S10791-018-9333-2/FULLTEXT.HTMLjournalArticle Information Retrieval Journal The way in which people gather information about events and form their own opinion on them has changed dramatically with the advent of social media. For many readers, the news gathered from online sources has become an opportunity to share points of view and information within micro-blogging platforms such as Twitter, mainly aimed at satisfying their communication needs. Furthermore, the need to deepen the aspects related to news stimulates a demand for additional information which is often met through online encyclopedias, such as Wikipedia. This behaviour has also influenced the way in which journalists write their articles, requiring a careful assessment of what actually interests the readers. The goal of this paper is to present a recommender system, What to Write and Why, capable of suggesting to a journalist, for a given event, the aspects still uncovered in news articles on which the readers focus their interest. The basic idea is to characterize an event according to the echo it receives in online news sources and associate it with the corresponding readers' communicative and informative patterns, detected through the analysis of Twitter and Wikipedia, respectively. Our methodology temporally aligns the results of this analysis and recommends the concepts that emerge as topics of interest from Twitter and Wikipedia, either not covered or poorly covered in the published news articles.Recommender systems; Twitter; Wikipedia; Event detection; Online News; Temporal mining2019 EN yes primary No duplicate / newest version yes only news recommendation no reject

MJSTV7U9
Multimedia text classification algorithm using potential Dirichlet distribution in mobile cloud 
computing environment Zhang, Xiaohong; Gao, Yan10.1007/S11042-019-08253-1/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications In order to solve the problem of inaccurate description of news content features and user interest features in mobile cloud computing, proposed a multimedia text classification algorithm that utilizes multi-tag potential Dirichlet distribution. The algorithm is based on the traditional latent Dirichlet allocation (LDA) model and assumes a linear relationship between user tags and potential topics. Therefore, a relational matrix is introduced in the LDA model to describe the corresponding relationship between the tag and the topic, so that the probability distribution of the tag on the word can be inferred from the probability distribution of the topic on the word. The algorithm first learns the probability distribution table of label words by Gibbs sampling method, then infers the probability distribution of new documents on labels according to the model parameters, so as to realize the purpose of predicting the corresponding multiple labels of documents. In order to improve the ability of the algorithm to deal with massive data, the parallel algorithm has been improved. Since the bottleneck of the algorithm lies mainly in the serial nature of global variable updating and communication, the core idea of our parallelization is that in massive text training, global delay updating and asynchronous communication will not affect the final training results. Experiments show that the proposed algorithm has greatly improved the training efficiency. The classification accuracy is higher than that of Naive Bayesian algorithm and Support Vector Machine (SVM) algorithm proposed in other literatures. The average classification accuracy can achieve at about 95%, and it can be used as a general parallel framework of supervised LDA algorithm.Gibbs sampling method; Mobile cloud computing; Multimedia text classification algorithm; Potential Dirichlet distribution; Relationship matrix2020 EN yes primary No duplicate / newest version no reject

5N52Y646 Willing to pay for quality personalization Trade-off between quality and privacy Li, Ting; Unger, Till 10.1057/EJIS.2012.13/FULLTEXT.HTMLjournalArticle European Journal of Information Systems Online personalization presents recommendations of products and services based on customers past online purchases or browsing behavior. Personalization applications reduce information overload and provide value-added services. However, their adoption is hindered by customers concerns about information privacy. This paper reports on research undertaken to determine whether a high-quality recommendation service will encourage customers to use online personalization. We collected data through a series of online experiments to examine the impacts of privacy and quality on personalization usage and on users willingness to pay and to disclose information when using news and financial services. Our findings suggest that under certain circumstances, perceived personalization quality can outweigh the impact of privacy concerns. This implies that service providers can improve the perceived quality of personalization services being offered in order to offset customer privacy concerns. Nevertheless, the impact of perceived quality on personalization usage is weaker for customers who have experienced privacy invasion in the past. The results show that customers who are likely to use online personalization are also likely to pay for the service. This finding suggests that, despite privacy concerns, there is an opportunity for businesses to monetize high-quality personalization. © 2012 Operational Research Society Ltd. All rights reserved.personalization; privacy; e-commerce; information disclosure; quality; willingness to pay2012 EN yes primary No duplicate / newest version no reject
72INLGMF African media coverage of tobacco industry corporate social responsibility initiatives McDaniel, Patricia A; Cadman, Brie; Malone, Ruth E10.1080/17441692.2016.1149203journalArticle GLOBAL PUBLIC HEALTH Guidelines for implementing the World Health Organization's Framework Convention on Tobacco Control (FCTC) recommend prohibiting tobacco industry corporate social responsibility (CSR) initiatives, but few African countries have done so. We examined African media coverage of tobacco industry CSR initiatives to understand whether and how such initiatives were presented to the public and policymakers. We searched two online media databases (Lexis Nexis and Access World News) for all news items published from 1998 to 2013, coding retrieved items through a collaborative, iterative process. We analysed the volume, type, provenance, slant and content of coverage, including the presence of tobacco control or tobacco interest themes. We found 288 news items; most were news stories published in print newspapers. The majority of news stories relied solely on tobacco industry representatives as news sources, and portrayed tobacco industry CSR positively. When public health voices and tobacco control themes were included, news items were less likely to have a positive slant. This suggests that there is a foundation on which to build media advocacy efforts. Drawing links between implementing the FCTC and prohibiting or curtailing tobacco industry CSR programmes may result in more public dialogue in the media about the negative impacts of tobacco company CSR initiatives.2018 EN yes primary No duplicate / newest version no reject

VFDEXM3Y
Preparing Students for a Diverse, Deliberative Democracy: College Diversity Experiences and 
Informed Citizenship After College Denson, Nida; Bowman, Nicholas A; Park, Julie JjournalArticle TEACHERS COLLEGE RECORD Background/Context: The role of race in the university continues to be a contentious issue. Proponents of college diversity often cite the importance of fostering a diverse and deliberative democratic society but the link between student experiences and postcollege citizenship has received limited attention. Purpose/Objective: This study explores the extent to which two types of college diversity experiences (cross-racial interaction and curricular/co-curricular diversity engagement) predict aspects of informed citizenship associated with supporting a deliberative democracy six years after graduation (i.e. following the news discussion of racial issues and importance of keeping up to date with politics). Participants: The dataset for this study came from UCLA's Higher Education Research Institute. We utilized the 1994-1998-2004 cohort of students/alumni which included a postcollege survey administered six years after graduation. The total sample consisted of 8,634 alumni from 229 institutions. Research Design: This study utilized secondary data analysis of the 1994-1998-2004 CIRP dataset. Data Collection and Analysis: Path analysis was particularly useful for this study to examine the direct and indirect effects of the college diversity experiences on senior-year and longer-term outcomes. Results: College diversity experiences have direct effects on postcollege discussions of racial issues, which suggests that these forms of engagement may have long-lasting effects on college graduates. Moreover, curricular/co-curricular diversity engagement also has positive, indirect effects on keeping up to date with politics, news consumption, and discussing racial issues well after graduation. The pattern of findings differed when analyzed separately by racial/ethnic group (i.e., Whites/Caucasians, Asian Americans, and underrepresented students of color). Conclusions/Recommendations: This study adds to the existing knowledge base by making a key contribution to the limited research on the long-term benefits of diversity experiences as well as the dimensions of higher education that inform active citizenship in a deliberative democracy. This study examined the complex relationships-both direct and indirect effects-associated with these college diversity experiences and outcomes after college and how these relationships vary by racial/ethnic group. The current findings point to the particular importance of maximizing opportunities for cross-racial interaction and curricular/co-curricular diversity engagement for all students regardless of their race/ethnicity.2017 EN yes primary No duplicate / newest version no reject

H6ZFU6D9 Social Link Prediction in Online Social Tagging Systems Chelmis, Charalampos; Prasanna, Viktor K10.1145/2516891journalArticle ACM TRANSACTIONS ON INFORMATION SYSTEMS Social networks have become a popular medium for people to communicate and distribute ideas, content, news, and advertisements. Social content annotation has naturally emerged as a method of categorization and filtering of online information. The unrestricted vocabulary users choose from to annotate content has often lead to an explosion of the size of space in which search is performed. In this article, we propose latent topic models as a principled way of reducing the dimensionality of such data and capturing the dynamics of collaborative annotation process. We propose three generative processes to model latent user tastes with respect to resources they annotate with metadata. We show that latent user interests combined with social clues from the immediate neighborhood of users can significantly improve social link prediction in the online music social media site Last.fm. Most link prediction methods suffer from the high class imbalance problem, resulting in low precision and/or recall. In contrast, our proposed classification schemes for social link recommendation achieve high precision and recall with respect to not only the dominant class (nonexistence of a link), but also with respect to sparse positive instances, which are the most vital in social tie prediction.2013 EN yes primary No duplicate / newest version no reject

AA3VUX4Z
Meta-Analysis of the Effects of Early Education Interventions on Cognitive and Social 
Development Camilli, Gregory; Vargas, Sadako; Ryan, Sharon; Barnett, W StevenjournalArticle TEACHERS COLLEGE RECORD Background/Context: There is much current interest in the impact of early childhood education programs on preschoolers and, in particular, on the magnitude of cognitive and affective gains. Purpose/Objective/Research Question/Focus of Study: Because this new segment of public education may require substantial resources, accurate descriptions are required of the potential benefits and costs of implementing specific preschool programs. To address this issue comprehensively, a metal analysis was conducted for the purpose of synthesizing the outcomes of comparative studies in this area. Population/Participants/Subjects: A total of 123 comparative studies of early childhood interventions were analyzed. Each study provided a number of contrasts, where a contrast is defined as the comparison of an intervention group of children with an alternative intervention or no intervention group. Intervention/Program/Practice: A prevalent pedagogical approach in these studies was direct instruction, but inquiry-based pedagogical approaches also occurred in some interventions. No assumption was made that nominally similar interventions were equivalent. Research Design: The metal analytic database included both quasi-experimental and randomized studies. A coding strategy was developed to record information for computing study effects, study design, sample characteristics, and program characteristics. Findings/Results: Consistent with the accrued research base on the effects of preschool education, significant effects were found in this study for children who attend a preschool program prior to entering kindergarten. Although the largest effect sizes were observed for cognitive outcomes, a preschool education was also found to impact children's social skills and school progress. Specific aspects of the treatments that positively correlated with gains included teacher-directed instruction and small-group instruction, but provision of additional services tended to be associated with negative gains. Conclusions/Recommendations: Given the current state of research on the efficacy of early childhood interventions, there is both good and bad news. The good news is that a host of original and synthetic studies have found positive effects for a range of outcomes, and this pattern is clearest for outcomes relating to cognitive development. Moreover, many promising variables for program design have been identified and linked to outcomes, though little more can be said of the link than that it is positive. The bad news is that there is much less empirical information in the studies examined available for designing interventions at multiple levels with multiple components.2010 EN yes primary No duplicate / newest version no reject

7N7VMYK4 User community detection via embedding of social network structure and temporal content Fani, Hossein; Jiang, Eric; Bagheri, Ebrahim; Al-Obeidat, Feras; Du, Weichang; Kargar, Mehdi10.1016/j.ipm.2019.102056journalArticle INFORMATION PROCESSING & MANAGEMENT Identifying and extracting user communities is an important step towards understanding social network dynamics from a macro perspective. For this reason, the work in this paper explores various aspects related to the identification of user communities. To date, user community detection methods employ either explicit links between users (link analysis), or users' topics of interest in posted content (content analysis), or in tandem. Little work has considered temporal evolution when identifying user communities in a way to group together those users who share not only similar topical interests but also similar temporal behavior towards their topics of interest. In this paper, we identify user communities through multimodal feature learning (embeddings). Our core contributions can be enumerated as (a) we propose a new method for learning neural embeddings for users based on their temporal content similarity; (b) we learn user embeddings based on their social network connections (links) through neural graph embeddings; (c) we systematically interpolate temporal content-based embeddings and social link-based embeddings to capture both social network connections and temporal content evolution for representing users, and (d) we systematically evaluate the quality of each embedding type in isolation and also when interpolated together and demonstrate their performance on a Twitter dataset under two different application scenarios, namely news recommendation and user prediction. We find that (1) content-based methods produce higher quality communities compared to link-based methods; (2) methods that consider temporal evolution of content, our proposed method in particular, show better performance compared to their non-temporal counter-parts; (3) communities that are produced when time is explicitly incorporated in user vector representations have higher quality than the ones produced when time is incorporated into a generative process, and finally (4) while link-based methods are weaker than content-based methods, their interpolation with content-based methods leads to improved quality of the identified communities.2020 EN yes primary No duplicate / newest version yes news and other recommendation no reject
3ITWJG74 Identifying topical influencers on twitter based on user behavior and network topology Alp, Zeynep Zengin; Oguducu, Sule Gunduz10.1016/j.knosys.2017.11.021journalArticle KNOWLEDGE-BASED SYSTEMS Social media web sites have become major media platforms to share personal information, news, photos, videos and more. Users can even share live streams whenever they want to reach out to many other. This prevalent usage of social media attracted companies, data scientists, and researchers who are trying to infer meaningful information from this vast amount of data. Information diffusion and maximizing the spread of words is one of the most important focus for researchers working on social media. This information can serve many purposes such as; user or content recommendation, viral marketing, and user modeling. In this research, finding topical influential/authority users on Twitter is addressed. Since Twitter is a good platform to spread knowledge as a word of mouth approach and it has many more public profiles than protected ones, it is a target media for marketers. In this paper, we introduce a novel methodology, called Personalized PageRank, that integrates both the information obtained from network topology and the information obtained from user actions and activities in Twitter. The proposed approach aims to determine the topical influencers who are experts on a specific topic. Experimental results on a large dataset consisting of Turkish tweets show that using user specific features like topical focus rate, activeness, authenticity and speed of getting reaction on specific topics positively affects identifying influencers and lead to higher information diffusion. Algorithms are implemented on a distributed computing environment which makes high-cost graph processing more efficient. (C) 2017 Elsevier B.V. All rights reserved.2018 EN yes primary No duplicate / newest version no reject

KYKE3M9F
Public information seeking, place-based risk messaging and wildfire preparedness in 
southern California Velez, Anne-Lise K; Diaz, John M; Wall, Tamara U10.1071/WF16219journalArticle INTERNATIONAL JOURNAL OF WILDLAND FIRE Southern California is a challenging environment for managing and adapting to wildland-urban interface fires. Previous research shows risk perception and information seeking are related and that public information dissemination influences locally specific risk perception and preparedness actions. Here, we examine relationships between residents' wildfire knowledge and experience, readiness actions and media choice to determine how to integrate preparedness information and the recently developed Santa Ana Wildfire Threat Index into public information. Based on frequencies, means tests and correlations, we find television most frequently used for both daily news and wildfire information and that most people intend to seek information from the same sources in future fires. Wildfire knowledge, experience and past preparedness actions influence the number of sources from which respondents report seeking information. We note significant geographic differences in information sources used before and during wildfire, with higher percentages of residents in more rural areas relying on television, radio, Reverse 911, and friends and family for information during a wildfire. Findings support previous research results indicating sources considered trustworthy are not always considered the most up-to-date. Our findings support other empirical research recommending a multimedia, two-way communication model for event-based and readiness information supplemented with one-way sources like television.2017 EN yes primary No duplicate / newest version no reject

JWHWZM5A A semantic-expansion approach to personalized knowledge recommendation Liang, Ting-Peng; Yang, Yung-Fang; Chen, Deng-Neng; Ku, Yi-Cheng10.1016/j.dss.2007.05.004journalArticle DECISION SUPPORT SYSTEMS The rapid propagation of the Internet and information technologies has changed the nature of many industries. Fast response and personalized recommendations have become natural trends for all businesses. This is particularly important for content-related products and services, such as consulting, news, and knowledge management in an organization. The digital nature of their products allows for more customized delivery over the Internet. To provide personalized services, however, a complete understanding of user profile and accurate recommendation are essential. In this paper, an Internet recommendation system that allows customized content to be suggested based on the user's browsing profile is developed. The method adopts a semantic-expansion approach to build the user profile by analyzing documents previously read by the person. Once the customer profile is constructed, personalized contents can be provided by the system. An empirical study using master theses in the National Central library in Taiwan shows that the semantic-expansion approach outperforms the traditional keyword approach in catching user interests. The proper usage of this technology can increase customer satisfaction. (c) 2007 Elsevier B.V. All rights reserved.2008 EN yes primary No duplicate / newest version yes other recommendation reject
BQN66RLB Socialbots: Impacts, Threat-Dimensions, and Defense Challenges Abulaish, Muhammad; Fazil, Mohd10.1109/MTS.2020.3012327journalArticle IEEE TECHNOLOGY AND SOCIETY MAGAZINE Online Social Networks (OSNs) are the modern communication media at the peak of Internet technology that facilitate users' ability to connect with friends and celebrities, and to disseminate breaking news and updates on real-life events. Connections and interactions among OSN users generate a massive amount of data containing a rich collection of knowledge that could be useful to various realworld data modeling and predictive analytics problems like open-source intelligence, business intelligence, event prediction, and product recommendations. On the Web, adversaries explore and target products and services for misuse and vulnerabilities, and OSNs are no exception. Their large user base, easy-to-use functionality, and open nature further attract antisocial elements to these OSNs. In OSNs, cybercrimes and illicit activities are generally committed using various forms of fake profiles, such as clone profiles,(1) sybil,(2) and bots.2020 EN yes primary No duplicate / newest version no reject

TU387J7Q
How did the public respond to the 2015 expert consensus public health guidance statement 
on workplace sedentary behaviour? A qualitative analysis Gardner, Benjamin; Smith, Lee; Mansfield, Louise10.1186/s12889-016-3974-0journalArticle BMC PUBLIC HEALTH Background: In June 2015, an expert consensus guidance statement was published recommending that office workers accumulate 2-4 h of standing and light activity daily and take regular breaks from prolonged sitting. This paper describes public responses to media coverage of the guidance, so as to understand public acceptability of the recommendations within the guidance, and perceptions of sitting and standing as health behaviours. Methods: UK news media websites that had reported on the sedentary workplace guidance statement, and permitted viewers to post comments responding to the story, were identified. 493 public comments, posted in a one-month period to one of six eligible news media websites, were thematically analysed. Results: Three themes were extracted: (1) challenges to the credibility of the sedentary workplace guidance; (2) challenges to the credibility of public health; and (3) the guidance as a spur to knowledge exchange. Challenges were made to the novelty of the guidance, the credibility of its authors, the strength of its evidence base, and its applicability to UK workplaces. Public health was commonly mistrusted and viewed as a tool for controlling the public, to serve a paternalistic agenda set by a conspiracy of stakeholders with hidden non-health interests. Knowledge exchanges focused on correcting others' misinterpretations, raising awareness of historical or scientific context, debating current workplace health policies, and sharing experiences around sitting and standing. Conclusions: The guidance provoked exchanges of health-promoting ideas among some, thus demonstrating the potential for sitting reduction messages to be translated into everyday contexts by lay champions. However, findings also demonstrated confusion, misunderstanding and misapprehension among some respondents about the health value of sitting and standing. Predominantly unfavourable, mistrusting responses reveal significant hostility towards efforts to displace workplace sitting with standing, and towards public health science more broadly. Concerns about the credibility and purpose of public health testify to the importance of public engagement in public health guidance development.2017 EN yes primary No duplicate / newest version no reject

7STKYPGW Mining knowledge from natural language texts using fuzzy associated concept mapping Wang, W M; Cheung, C F; Lee, W B; Kwok, S K10.1016/j.ipm.2008.05.002journalArticle INFORMATION PROCESSING & MANAGEMENT Natural Language Processing (NLP) techniques have been successfully used to automatically extract information from unstructured text through a detailed analysis of their content, often to satisfy particular information needs. in this paper, an automatic concept map construction technique, Fuzzy Association Concept Mapping (FACM), is proposed for the conversion of abstracted short texts into concept maps. The approach consists of a linguistic module and a recommendation module. The linguistic module is a text mining method that does not require the use to have any prior knowledge about using NLP techniques. It incorporates rule-based reasoning (RBR) and case based reasoning (CBR) for anaphoric resolution. It aims at extracting the propositions in text so as to construct a concept map automatically. The recommendation module is arrived at by adopting fuzzy set theories. It is an interactive process which provides Suggestions of propositions for further human refinement of the automatically generated concept maps. The suggested propositions are relationships among the concepts which are not explicitly found in the paragraphs. This technique helps to stimulate individual reflection and generate new knowledge. Evaluation was carried out by using the Science Citation Index (SCI) abstract database and CNET News as test data, which are well known databases and the quality of the text is assured. Experimental results show that the automatically generated concept maps conform to the outputs generated manually by domain experts, since the degree of difference between them is proportionally small. The method provides users with the ability to convert scientific and short texts into a structured format which can be easily processed by computer. Moreover, it provides knowledge workers with extra time to rethink their written text and to view their knowledge from another angle. (c) 2008 Elsevier Ltd. All rights reserved.2008 EN yes primary No duplicate / newest version no reject
4WBAAW6X Being a Messenger of Life-Threatening Conditions: Experiences of Pediatric Oncologists Stenmarker, Margaretha; Hallberg, Ulrika; Palmerus, Kerstin; Marky, Ildiko10.1002/pbc.22558journalArticle PEDIATRIC BLOOD & CANCER Background. A nationwide population-based study with questionnaires involving 90 pediatric oncologists was performed in Sweden in 2006/2007. On the basis of this quantitative study, a qualitative study was performed. The aim of this qualitative study was to focus on the main concern of these physicians facing malignant disorders, psychosocial issues, and existential provocation. Furthermore, the strategies for handling these challenges were also studied. Method. Interviews were conducted in 2007 with ten physicians of both genders, with more than 10 years' experience, who were active and previously active in pediatric oncology, and were working at academic and non-academic medical centers. The interviews were analyzed according to the inductive general research method of classical grounded theory. Every oncologist was selected from the nationwide study. Results. A core category, that is, their main concern, labeled being a messenger of life-threatening conditions, was identified. To manage this difficult task of acting like a messenger breaking bad news, five handling categories were used: obtaining knowledge and information, saving one's strength and resources, building a close relationship, avoiding identification, and dealing with one's attitude to central life issues. All the categories and strategies used are described in the text. Conclusions. The challenge of making difficult decisions and delivering difficult news is an inevitable part of the patient physician relationship in pediatric oncology. This qualitative study highlights the psychological aspects of being a pediatric oncologist. The study presents some practical implications in the daily work and physician-related recommendations on how to overcome the demanding role of messenger. Pediatr Blood Cancer. 2010;55:478-484. (C), 2010 Wiley-Liss, Inc.2010 EN yes primary No duplicate / newest version no reject
FF2GXB2T The Cape Times's portrayal of school violence de Wet, Corene 10.15700/saje.v36n2a1231journalArticle SOUTH AFRICAN JOURNAL OF EDUCATION This study explores the Cape Times's portrayal of school violence in the Western Cape ( WC), South Africa, reporting on findings from a qualitative content analysis of 41 news articles retrieved from the SA Media database. The findings shed light on the victims and their victimisation, the perpetrators, as well as the context of the violence, identifying gangsterism, as well as school administrative and community factors as the reasons for violence in WC schools. It is argued that school violence and gangsterism are inextricably linked to the Cape Flats in particular, and that the interaction of forms of inequality and oppression such as racism, class privilege and gender oppression are structural root causes for school violence in this area of the WC. The study highlights the negative consequences of school violence on teaching and learning and on the economy. It is concluded that even if the Cape Times paints an exaggerated and atypical picture of violence in the gang-riddled parts of the WC, the detrimental effects thereof on the regions cannot be denied. The study therefore recommends a holistic approach to addressing the structural root causes of school violence where it takes place in the WC.2016 EN yes primary No duplicate / newest version no reject

GAHQKY4C
Leveraging microblogging big data with a modified density-based clustering approach for 
event awareness and topic ranking Lee, Chung-Hong; Chien, Tzan-Feng10.1177/0165551513478738journalArticle JOURNAL OF INFORMATION SCIENCE Although diverse groups argue about the potential and true value benefits from social-media big data, there is no doubt that the era of big data exploitation has begun, driving the development of novel data-centric applications. Big data is notable not only because of its size, but also because of the complexity caused by its relationality to other data. In the past, owing to the limited possibilities of accessing big data, few data sources were available to allow researchers to develop advanced data-driven applications, such as monitoring of emerging real-world events. In fact, social media is greatly impacting the growth of big data; and big data is providing enterprises with the data to help them understand how to better detect marketing demands. Microblogging is a social network service capable of aggregating messages to explore facts and unknown knowledge. Nowadays, people often attempt to search for trending news and hot topics in real time from microblogging messages to satisfy their information needs. Under such a circumstance, a real demand is to find a way to allow users to organize a large number of microblogging messages into understandable events. In this work, we attempt to tackle such challenges by developing an online text-stream clustering approach using a modified density-based clustering model with collected microblogging big data. The system kernel combines three technical components, including a dynamic term weighting scheme, a neighbourhood generation algorithm and an online density-based clustering technique. After acquiring detected event topics by the system, our system provides functions for recommending top-priority event information to assist people to effectively organize emerging event data through the developed topic ranking algorithm.2013 EN yes primary No duplicate / newest version no reject

GX9QYDM2 Lexicon-based sentiment analysis: Comparative evaluation of six sentiment lexicons Khoo, Christopher S G; Johnkhan, Sathik Basha10.1177/0165551517703514journalArticle JOURNAL OF INFORMATION SCIENCE This article introduces a new general-purpose sentiment lexicon called WKWSCI Sentiment Lexicon and compares it with five existing lexicons: Hu & Liu Opinion Lexicon, Multi-perspective Question Answering (MPQA) Subjectivity Lexicon, General Inquirer, National Research Council Canada (NRC) Word-Sentiment Association Lexicon and Semantic Orientation Calculator (SO-CAL) lexicon. The effectiveness of the sentiment lexicons for sentiment categorisation at the document level and sentence level was evaluated using an Amazon product review data set and a news headlines data set. WKWSCI, MPQA, Hu & Liu and SO-CAL lexicons are equally good for product review sentiment categorisation, obtaining accuracy rates of 75%-77% when appropriate weights are used for different categories of sentiment words. However, when a training corpus is not available, Hu & Liu obtained the best accuracy with a simple-minded approach of counting positive and negative words for both document-level and sentence-level sentiment categorisation. The WKWSCI lexicon obtained the best accuracy of 69% on the news headlines sentiment categorisation task, and the sentiment strength values obtained a Pearson correlation of 0.57 with human-assigned sentiment values. It is recommended that the Hu & Liu lexicon be used for product review texts and the WKWSCI lexicon for non-review texts.2018 EN yes primary No duplicate / newest version no reject
2YEGUK7Q A community driving under the influence (DUI) study of declining arrests Fell, James C 10.1080/15389588.2018.1532207journalArticle TRAFFIC INJURY PREVENTION Objective: Recent news reports in 2016 indicated that across Miami-Dade County, Florida, driving under the influence (DUI) arrests have decreased substantially. The objective of this research was to determine the reasons for the decline in DUI arrests from 2009 to 2016. Are there fewer impaired drivers on the roads? Can DUI enforcement and prosecution be improved? Methods: The following methods were used in this study: (1) Analysis of existing DUI arrest and crash data; (2) conducting and analysis of a telephone survey of reported knowledge, attitudes, and behaviors concerning impaired driving; (3) conducting and analysis of roadside surveys on the roads on weekend nights in Miami-Dade County; (4) information from focus group discussions with police and prosecutors in Miami-Dade County; and (5) a comprehensive review of the best DUI prevention practices and enforcement strategies used across the country. Results: DUI arrests decreased 64% in Miami-Dade County between 2009 and 2016. This was a significantly larger decrease than has occurred in the State of Florida as a whole (34%) and in the United States (29%) over the same time period. The decline was not due to any decline in DUI behavior in the county. Conclusions: Based upon the data and information gathered in this project, the following actions were recommended for Miami-Dade County: (1) County police chiefs need to find ways to overcome law enforcement apathy toward DUI enforcement and persuade their traffic enforcement officers to be proactive rather than reactive when it comes to identifying and making impaired driving stops. (2) County police agencies should join forces to conduct more sobriety checkpoints. Checkpoints are safer for both the police and the drivers going through them and serve as a general deterrent to impaired driving. (3) An interagency DUI task force or team of 5 to 7 officers should be established within the county. These officers would be solely dedicated to DUI enforcement and paid for by each individual agency or under a grant from the state or federal government.2018 EN yes primary No duplicate / newest version no reject
B3GC4IHP Development of disaster mental health guidelines through the Delphi process in Japan Suzuki, Yuriko; Fukasawa, Maiko; Nakajima, Satomi; Narisawa, Tomomi; Kim, Yoshiharu10.1186/1752-4458-6-7journalArticle INTERNATIONAL JOURNAL OF MENTAL HEALTH SYSTEMS Background: The mental health community in Japan had started reviewing the country's disaster mental health guidelines before the Great East Japan Earthquake, aiming to revise them based on evidence and experience accumulated in the last decade. Given the wealth of experience and knowledge acquired in the field by many Japanese mental health professionals, we decided to develop the guidelines through systematic consensus building and selected the Delphi method. Methods: After a thorough literature review and focus group interviews, 96 items regarding disaster mental health were included in Delphi Round 1. Of 100 mental health professionals experienced in disaster response who were invited to participate, 97 agreed. The appropriateness of each statement was assessed by the participants using a Likert scale (1: extremely inappropriate, 9: very appropriate) and providing free comments in three rounds. Consensus by experts was defined as an average score of >= 7 for which >= 70% of participants assigned this score, and items reaching consensus were included in the final guidelines. Results: Overall, of the 96 items (89 initially asked and 7 added items), 77 items were agreed on (46 items in Round 1, and 19 positive and 12 negative agreed on items in Round 2). In Round 2, three statements with which participants agreed most strongly were: 1) A protocol for emergency work structure and information flow should be prepared in normal times; 2) The mental health team should attend regular meetings on health and medicine to exchange information; and 3) Generally, it is recommended not to ask disaster survivors about psychological problems at the initial response but ask about their present worries and physical condition. Three statements with which the participants disagreed most strongly in this round were: 1) Individuals should be encouraged to provide detailed accounts of their experiences; 2) Individuals should be provided with education if they are interested in receiving it; and 3) Bad news should be withheld from distressed individuals for fear of causing more upset. Conclusions: Most items which achieved agreement in Round 1 were statements described in previous guidelines or publications, or statements regarding the basic attitude of human service providers. The revised guidelines were thus developed based on the collective wisdom drawn from Japanese practitioners' experience while also considering the similarities and differences from the international standards.2012 EN yes primary No duplicate / newest version no reject

C27UUP46
Villains, Victims and Aspiring Proprietors: framing `land-losing villagers' in China's strategies 
of accumulation Sargeson, Sally 10.1080/10670564.2012.684962journalArticle JOURNAL OF CONTEMPORARY CHINA This paper examines how debates in the media are providing the discursive conditions for, and thereby giving impetus to, diverse strategies of `so-called primitive accumulation' in China. Taking as its empirical referent Chinese news and journal articles on land enclosure, the paper analyzes three frames in which policy entrepreneurs craft varying class positions for land-losing villagers. Grounded in different ontological premises, problem diagnoses and recommendations centering on the adoption of either a statist, neo-collective or liberal rural land regime, and backed up by evaluations of local policy experiments, the frames illustrate the diversity of ideational, political and institutional configurations that could facilitate the separation of peasant producers from the land, place land-losing villagers in different relationships with the state and capital, and sustain accumulation. In foregrounding these debates over land-losing villagers' future class positioning, the paper aims to offer a corrective to the historical determinism implicit in contemporary analyses that characterize enclosure in China as simply one national manifestation of homogenous, global neo-liberal projects of `accumulation by dispossession' or `gangster capitalism'.2012 EN yes primary No duplicate / newest version no reject

WNKMPPFG
To Use or Not to Use - Practitioners' Perceptions of an Open Web Portal for Young Patients 
With Diabetes Nordfeldt, Sam; Angarne-Lindberg, Teresia; Bertero, Carina10.2196/jmir.1987journalArticle JOURNAL OF MEDICAL INTERNET RESEARCH Background: Health care professionals' attitudes can be a significant factor in their acceptance and efficient use of information technology, so they need to have more knowledge about this resource to enhance their participation. Objective: We explored practitioners' perceptions of using an open-access interactive Web portal tailored to young diabetes type 1 patients and their guardians or significant others. The portal offered discussion forums, blog tools, self-care and treatment information, research updates, and news from local practitioners. Methods: Eighteen professionals who were on pediatric diabetes care teams each wrote an essay on their experience using the portal. For their essays, they were asked to describe two situations, focusing on positive and negative user experiences. The essays were analyzed using qualitative content analysis. Results: Based on our analysis of the respondents essays, we identified three categories that describe perceptions of the Web portal. The first category - to use or not to use -included the different perspectives of the practioners; those who questioned the benefits of using the Web portal or showed some resistance to using it. The frequency of use among the practitioners varied greatly. Some practitioners never used it, while others used it on a daily basis and regularly promoted it to their patients. Some respondents in this category reflected on the benefits of contributing actively to online dialogues. In the second category information center for everyone -practitioners embraced the site as a resource for scientifically sound information and advice. As part of their practice, and as a complement to traditional care, practitioners in this category described sending information through the portal to patients and their significant others. Practitioners felt safe recommending the site because they knew that the information provided was generated by other practitioners. They also assumed that their patients benefited from actively using the Web portal at home: peers brought the site to life by exchanging experiences through the discussion forums. In the third category - developing our practice - practitioners reflected upon the types of information that should be given to patients and how to give it (ie, during in-person appointments or through the Web portal). They perceived meeting with various professionals at other hospitals to update information on the portal and develop content policies as constructive teamwork. Practitioners expressed interest in reading patients' dialogues online to learn more about their views. They also thought about how they could use the portal to adapt more to patients' needs (eg, creating functions so patients could chat with the diabetes nurses and doctors). Conclusions: Practitioners expressed positive perceptions toward a tailored open Web portal. They suggested that future benefits could be derived from systems that integrate factual information and online dialogues between practitioners and patients (ie, exchanging information for everyone's benefit). (J Med Internet Res 2012; 14(6): e154) doi: 10.2196/jmir.19872012 EN yes primary No duplicate / newest version no reject

QEWMYK2G Holistically evaluating agent-based social systems models: a case study Bharathy, Gnana K; Silverman, Barry10.1177/0037549712446854journalArticle SIMULATION-TRANSACTIONS OF THE SOCIETY FOR MODELING AND SIMULATION INTERNATIONALThe philosophical perspectives on model evaluation can be broadly classified into reductionist/logical positivist and relativist/holistic. In this paper, we outline some of our past efforts in, and challenges faced during, evaluating models of social systems with cognitively detailed agents. Owing to richness in the model, we argue that the holistic approach and consequent continuous improvement are essential to evaluating complex social system models such as these. A social system built primarily of cognitively detailed agents can provide multiple levels of correspondence, both at observable and abstract aggregated levels. Such a system can also pose several challenges, including large feature spaces, issues in information elicitation with database, experts and news feeds, counterfactuals, fragmented theoretical base, and limited funding for validation. We subscribe to the view that no model can faithfully represent reality, but detailed, descriptive models are useful in learning about the system and bringing about a qualitative jump in understanding of the system it attempts to model - provided they are properly validated. Our own approach to model evaluation is to consider the entire life cycle and assess the validity under two broad dimensions of (1) internally focused validity/quality achieved through structural, methodological, and ontological evaluations; and (2) external validity consisting of micro validity, macro validity, and qualitative, causal and narrative validity. In this paper, we also elaborate on selected validation techniques that we have employed in the past. We recommend a triangulation of multiple validation techniques, including methodological soundness, qualitative validation techniques, such as face validation by experts and narrative validation, and formal validation tests, including correspondence testing.2013 EN yes primary No duplicate / newest version no reject

BZPN8TZD
User preferences modeling using dirichlet process mixture model for a content-based 
recommender system Cami, Bagher Rahimpour; Hassanpour, Hamid; Mashayekhi, Hodahttps://doi.org/10.1016/j.knosys.2018.09.028journalArticle Knowledge-Based Systems Recommender systems have been developed to assist users in retrieving relevant resources. Collaborative and content-based filtering are two basic approaches that are used in recommender systems. The former employs the feedback of users with similar interests, while the latter is based on the feature of the selected resources by each user. Recommender systems can consider users' behavior to more accurately estimate their preferences via a list of recommendations. However, the existing approaches rarely consider both interests and preferences of the users. Also, the dynamic nature of user behavior poses an additional challenge for recommender systems. In this paper, we consider the interactions of each individual user, and analyze them to propose a user model and capture user's interests. We construct the user model based on a Bayesian nonparametric framework, called the Dirichlet Process Mixture Model. The proposed model evolves following the dynamic nature of user behavior to adapt both the user interests and preferences. We implemented the proposed model and evaluated it using both the MovieLens dataset, and a real-world dataset that contains news tweets from five news channels (New York Times, BBC, CNN, Reuters and Associated Press). The experimental results and comparisons with several recently developed approaches show the superiority in accuracy of the proposed approach, and its ability to adapt with user behavior over time.User preferences modeling; Temporal content-based recommender systems; User behavior modeling2019 EN yes primary No duplicate / newest version yes news and other recommendation no reject

P7JGH4W5 Personalized recommendation of stories for commenting in forum-based social media Bach, Ngo Xuan; Hai, Nguyen Do; Phuong, Tu Minhhttps://doi.org/10.1016/j.ins.2016.03.006journalArticle Information Sciences Web 2.0 platforms such as blogs, online news, social networks, and Internet forums allow users to write comments to express their interests and opinions about the content of news articles, videos, blogs or forum posts, etc. Users' comments contain additional information about the content of Web documents as well as provide important means for user interactions. In this paper, we present a study on the task of recommending, for a given user, a short list of suitable stories for commenting. We propose an efficient collaborative filtering method which exploits co-commenting patterns of users to generate recommendations. To further improve the accuracy, we also introduce a novel hybrid recommendation method that combines the proposed collaborative features and content based features in a learning-to-rank framework. We verify the effectiveness of the proposed methods on two datasets including samples of user comments from an online forum and a forum-based news service. Experimental results show that the proposed collaborative filtering method substantially outperforms traditional content-based approaches in terms of accuracy. Furthermore, the proposed hybrid approach leads to additional improvements over individual recommendation methods and achieves higher accuracy than a baseline hybrid approach. The results also demonstrate the stability of our methods in handling newly posted stories with a small number of comments.Content-based filtering; Collaborative filtering; Hybrid recommendation; Internet forums; Learning-to-rank; Online news services2016 EN yes primary No duplicate / newest version yes other recommendation no reject
TNWCDTG2 User trends modeling for a content-based recommender system Bagher, Rahimpour Cami; Hassanpour, Hamid; Mashayekhi, Hodahttps://doi.org/10.1016/j.eswa.2017.06.020journalArticle Expert Systems with Applications Recommender systems have been developed to overcome the information overload problem by retrieving the most relevant resources. Constructing an appropriate model to estimate the user interests is the major task of recommender systems. The profile matching and latent factors are two main approaches for user modeling. Although a notion of timestamps has already been applied to address the temporary nature of recommender systems, the evolutionary behavior of such systems is less studied. In this paper, we introduce the concept of trend to capture the interests of user in selecting items among different group of similar items. The trend based user model is constructed by incorporating user profile into a new extension of Distance Dependent Chines Restaurant Process (dd-CRP). dd-CRP which is a Bayesian Nonparametric model, provides a framework for constructing an evolutionary user model that captures the dynamics of user interests. We evaluate the proposed method using a real-world data-set that contains news tweets of three news agencies (New York Times, BBC and Associated Press). The experimental results and comparisons show the superior recommendation accuracy of the proposed approach, and its ability to effectively evolve over time.User modeling; Content-based recommender systems; User trends 2017 EN yes primary No duplicate / newest version yes only news recommendation no reject

YQ4ZHSDH
Precision Difference Management using a Common Sub-vector to Extend the Extended VSM 
Method Werner, David; Cruz, Christophehttps://doi.org/10.1016/j.procs.2013.05.284journalArticle Procedia Computer Science Contractors, commercial and business decision-makers need economical information to drive their decisions. The production and distribution of a press review about French regional economic actors represents a prospecting tool on partners and competitors for the businessman. Our goal is to propose a customized review for each user, thus reducing the overload of useless information. Some systems for recommending news items already exist. The usefulness of external knowledge to improve the process has already been explained in information retrieval. The system's knowledge base in- cludes the domain knowledge used during the recommendation process. Our recommender system architecture is standard, but during the indexing task, the representations of content of each article and interests of users' profiles created are based on this domain knowledge. Articles and Profiles are semantically defined in the Knowledge base via concepts, instances and relations. This paper deals with the relevance measure, a critical sub-task in recommendation systems and relationships between relevance and similarity concepts. The Vector Space Model is a well-known model used for relevance ranking. The problematic exposed here is the utilization of the standard VSM method with our indexing method.recommendation; recommender system; news; domain ontology; indexing; knowledge base; ontologies; vector space model2013 EN yes primary Duplicate: ShorterYDBL3M5Y yes only news recommendation yes interconnected not evaluated reject

TMI5Q4HB Context Inference Using Correlation in Human Behaviour Zelenik, Dusan; Bielikova, Maria10.1109/SMAP.2012.17conferencePaper 2012 Seventh International Workshop on Semantic and Social Media Adaptation and PersonalizationContext-aware information retrieval received a significant attention last years. This paper addresses some of the challenges in context acquisition. It is focused on a method for inference of unavailable contextual information using machine learning. The method for context inference is based on observed behaviour of individual user and virtual communities of similar users. We work with contextual information such as location, time or weather in the domain of news recommending. We discuss the role of user behaviour and its significant impact on the actual information need, which directly influences information retrieval or recommendation process. In experiments we demonstrate the impact of inferred context on the recommendation process and its precision and recall. We use behaviour of news readers to predict their interest in news. We present context-aware recommendation which is supported by our method for context inference.Correlation; Recommender systems; Context; Vectors; Humans; context; machine learning; prediction; behaviour; Global Positioning System; Meteorology2012 EN yes primary No duplicate / newest version yes only news recommendation no reject
VBFZTRV3 Trend-Aware User Modeling with Location-Aware Trends on Twitter Kanta, Marcel; Simko, Marián; Bieliková, Mária10.1109/SMAP.2012.20conferencePaper 2012 Seventh International Workshop on Semantic and Social Media Adaptation and PersonalizationMicroblogs are a phenomenon of modern social media. As there is much real-time social information in there, they are candidates to be used as a source for mining important information enhancing user experience in variety of web applications, especially those related with content adaptation and recommendation. In this paper we deal with microblog-based user models. We propose trend-aware user model with location-aware trends, which focuses on location aspects and trends. It is a general model, which can be used in various domains. We evaluated the model in a domain of news recommendations and we showed that recommendation based on this model outperforms state-of-the-art approaches.Computational modeling; Data models; Twitter; user modeling; microblog; Mobile radio mobility management; Market research; Mathematical model; Adaptation models; location; trends2012 EN yes primary No duplicate / newest version yes only news recommendation no reject
E7K3QKL5 Tracking the Evolution of Social Emotions: A Time-Aware Topic Modeling Perspective Zhu, Chen; Zhu, Hengshu; Ge, Yong; Chen, Enhong; Liu, Qi10.1109/ICDM.2014.121conferencePaper 2014 IEEE International Conference on Data Mining Many of today's online news websites have enabled users to specify different types of emotions (e.g., Angry and shocked) they have after reading news. Compared with traditional user feedbacks such as comments and ratings, these specific emotion annotations are more accurate for expressing users' personal emotions. In this paper, we propose to exploit these users' emotion annotations for online news in order to track the evolution of emotions, which plays an important role in various online services. A critical challenge is how to model emotions with respect to time spans. To this end, we propose a time-aware topic modeling perspective for solving this problem. Specifically, we first develop a model named emotion-Topic over Time (eToT), in which we represent the topics of news as a Beta distribution over time and a multinomial distribution over emotions. Whilee ToT can uncover the latent relationship among news, emotion and time directly, it cannot capture the dynamics of topics. Therefore, we further develop another model named emotion based Dynamic Topic Model (eDTM), where we explore the state space model for tracking the dynamics of topics. In addition, we demonstrate that both eToT and eDTM could enable several potential applications, such as emotion prediction, emotion-based news recommendations and emotion anomaly detections. Finally, we validate the proposed models with extensive experiments with a real-world data set.Data models; Predictive models; Semantics; Sentiment analysis; Vectors; Analytical models; Joints2014 EN yes primary No duplicate / newest version no reject
HH9HYC9V Personalised Reranking of Paper Recommendations Using Paper Content and User Behavior Li, Xinyi; Chen, Yifan; Pettit, Benjamin; Rijke, Maarten De10.1145/3312528journalArticle ACM Trans. Inf. Syst. Academic search engines have been widely used to access academic papers, where users' information needs are explicitly represented as search queries. Some modern recommender systems have taken one step further by predicting users' information needs without the presence of an explicit query. In this article, we examine an academic paper recommender that sends out paper recommendations in email newsletters, based on the users' browsing history on the academic search engine. Specifically, we look at users who regularly browse papers on the search engine, and we sign up for the recommendation newsletters for the first time. We address the task of reranking the recommendation candidates that are generated by a production system for such users.We face the challenge that the users on whom we focus have not interacted with the recommender system before, which is a common scenario that every recommender system encounters when new users sign up. We propose an approach to reranking candidate recommendations that utilizes both paper content and user behavior. The approach is designed to suit the characteristics unique to our academic recommendation setting. For instance, content similarity measures can be used to find the closest match between candidate recommendations and the papers previously browsed by the user. To this end, we use a knowledge graph derived from paper metadata to compare entity similarities (papers, authors, and journals) in the embedding space. Since the users on whom we focus have no prior interactions with the recommender system, we propose a model to learn a mapping from users' browsed articles to user clicks on the recommendations. We combine both content and behavior into a hybrid reranking model that outperforms the production baseline significantly, providing a relative 13% increase in Mean Average Precision and 28% in Precision@1.Moreover, we provide a detailed analysis of the model components, highlighting where the performance boost comes from. The obtained insights reveal useful components for the reranking process and can be generalized to other academic recommendation settings as well, such as the utility of graph embedding similarity. Also, recent papers browsed by users provide stronger evidence for recommendation than historical ones.paper recommendation; Academic search; reranking 2019 EN yes primary No duplicate / newest version yes other reject

LMEZC2YV
The Hybrid Recommendation of Digital Educational Resources in a Distance Learning 
Environment: The Case of MOOC Slimani, Hamid; Hamal, Oussama; El faddouli, Nour-eddine; Bennani, Samir; Amrous, Naila10.1145/3419604.3419621conferencePaper Proceedings of the 13th International Conference on Intelligent Systems: Theories and ApplicationsThe accompaniment and the follow-up of the learners in an online training aim at helping the learner to carry out his or her training and to guarantee an adapted and quality learning. During a learning process, personalized search and recommendation of digital educational resources form aspects of this accompaniment. This article presents a search engine and a hybrid recommendation of digital educational resources. This engine allows for filtering and personalized search by providing adapted resources to the users' profiles on the one hand; on the other hand, to making a combination of the collaborative, the content-based and the semantic filtering to propose other additional resources. The semantic filtering is based on the exploitation of SPARQL queries from the system that we propose. They are executed on a remote server containing reusable vocabularies and formalized according to the linked data principles and technologies, such as the Lod Cloud. The result obtained is a set of linked terms to the keywords specified in the search query. These terms are then used to extend the search. We used a search test-set by keywords entered via a form and then we manually analyzed the linked terms obtained and the documents returned. The results obtained by our approach are satisfactory.Recommendation system; linked data; semantic web; digital educational resources; Jaccard Index/Similarity Coefficient; Salton's Cosine; SPARQL; TF-IDF2020 EN yes primary No duplicate / newest version no reject

T7R476FQ
Design Science Research to Design a Conceptual Model about Prosopographic Information 
Related to Politicians Barroso, José S; Pimentel, Mariano; Nunes, Vanessa; Cappelli, Claudia10.1145/3330204.3330233conferencePaper Proceedings of the XV Brazilian Symposium on Information Systems The growing demand for information about politicians and the speed with which news is propagated by media and social networks reveals in contemporary times a more participatory view of the citizen in politics and social control in government actions. Speculation about information about politicians and their respective parties have become more constant, such as in electoral periods, investigations on processes, journalistic interest, etc. This can be observed during the electoral period of 2018 in which the search for information about the candidates and their respective parties was notorious. Given that information transparency is paramount for a democratic regime, the organization and consolidation of data from official sources is a reliable tool for consultation and dissemination of knowledge. According to this period, this work sought to understand some cognitive models that explain electoral behavior, which led to the investigation of factors that influence the decision to vote. The observed cognitive models indicate some attitudes, opinions, satisfactions, events and government assessments that interfere to some degree in the choice of vote, approval or disapproval for some purpose. Among the factors of influence observed, there are prosopographic information, which deals with the biography of politicians, and which are available in the various transparency portals. However, the data contained in these platforms are not organized in such a way as to make the information more intelligible and more reliable to the citizen. In this sense, this research is interested in the prosopographic information content, which would be better evaluated if the data of the politicians were organized according to a conceptual model of knowledge. The methodological approach adopted in this research is the Design Science Reserch (DSR), which directs the construction of an artifact in a given context, whose theoretical conjectures are based on the search and production of knowledge. As a result, research contributes to the knowledge base, as it discusses the evolution of cognitive models and through the design of the artifact, delivers reliable and relevant information about the life of a politician.Conceptual Modeling; Data Transparency; Organized Information; Prosopography Politicial2019 EN yes primary No duplicate / newest version no reject

WAJG6GR8 Using Contemporary Constraints to Ensure Data Consistency Abián, David; Bernad, Jorge; Trillo-Lado, Raquel10.1145/3297280.3297509conferencePaper Proceedings of the 34th ACM/SIGAPP Symposium on Applied Computing Concern about the propagation of fake news and data grow every day. At the same time, the analysis and mining of large data sets have become essential in the decision-making processes, in which incorrect data bring misleading insights. However, there is no general-purpose, automatic mechanism to effectively ensure the consistency of temporal data in Linked Data sources such as Wikidata, Wikimedia's free knowledge base.In this paper, an approach based on cross-comparing date values to discover inconsistent data is proposed. Besides, the concept of contemporary constraint, on which this approach is based, is defined and formalized in order to show how to find inconsistencies in a wide range of data sources. Our experimental results show that contemporary constraints are effective and can be used with multiple purposes for data curation and data quality analysis. As a success story, the contemporary constraint has been implemented in Wikidata.DBpedia; linked open data; data quality; temporal constraints; wikidata2019 EN yes primary No duplicate / newest version no reject
56R8XNQR Learning to Extract Events from Knowledge Base Revisions Konovalov, Alexander; Strauss, Benjamin; Ritter, Alan; O'Connor, Brendan10.1145/3038912.3052646conferencePaper Proceedings of the 26th International Conference on World Wide Web Broad-coverage knowledge bases (KBs) such as Wikipedia, Freebase, Microsoft's Satori and Google's Knowledge Graph contain structured data describing real-world entities. These data sources have become increasingly important for a wide range of intelligent systems: from information retrieval and question answering, to Facebook's Graph Search, IBM's Watson, and more. Previous work on learning to populate knowledge bases from text has, for the most part, made the simplifying assumption that facts remain constant over time. But this is inaccurate – we live in a rapidly changing world. Knowledge should not be viewed as a static snapshot, but instead a rapidly evolving set of facts that must change as the world changes.In this paper we demonstrate the feasibility of accurately identifying entity-transition-events, from real-time news and social media text streams, that drive changes to a knowledge base. We use Wikipedia's edit history as distant supervision to learn event extractors, and evaluate the extractors based on their ability to predict online updates. Our weakly supervised event extractors are able to predict 10 KB revisions per month at 0.8 precision. By lowering our confidence threshold, we can suggest 34.3 correct edits per month at 0.4 precision. 64% of predicted edits were detected before they were added to Wikipedia. The average lead time of our forecasted knowledge revisions over Wikipedia's editors is 40 days, demonstrating the utility of our method for suggesting edits that can be quickly verified and added to the knowledge graph.natural language processing; information extraction; database management; knowledge base population2017 EN yes primary No duplicate / newest version no reject
26EIP9HH Pangloss: Fast Entity Linking in Noisy Text Environments Conover, Michael; Hayes, Matthew; Blackburn, Scott; Skomoroch, Pete; Shah, Sam10.1145/3219819.3219899conferencePaper Proceedings of the 24th ACM SIGKDD International Conference on Knowledge Discovery & Data MiningEntity linking is the task of mapping potentially ambiguous terms in text to their constituent entities in a knowledge base like Wikipedia. This is useful for organizing content, extracting structured data from textual documents, and in machine learning relevance applications like semantic search, knowledge graph construction, and question answering. Traditionally, this work has focused on text that has been well-formed, like news articles, but in common real world datasets such as messaging, resumes, or short-form social media, non-grammatical, loosely-structured text adds a new dimension to this problem. This paper presents Pangloss, a production system for entity disambiguation on noisy text. Pangloss combines a probabilistic linear-time key phrase identification algorithm with a semantic similarity engine based on context-dependent document embeddings to achieve better than state-of-the-art results (>5% in F1) compared to other research or commercially available systems. In addition, Pangloss leverages a local embedded database with a tiered architecture to house its statistics and metadata, which allows rapid disambiguation in streaming contexts and on-device disambiguation in low-memory environments such as mobile phones.entity linking; knowledge bases; natural language understanding 2018 EN yes primary No duplicate / newest version no reject
9WLNR3L6 The Linked Media Framework: Integrating and Interlinking Enterprise Media Content and Data Schaffert, Sebastian; Bauer, Christoph; Kurz, Thomas; Dorschel, Fabian; Glachs, Dietmar; Fernandez, Manuel10.1145/2362499.2362504conferencePaper Proceedings of the 8th International Conference on Semantic Systems This article presents the Linked Media Framework (LMF), a platform for integrating and interlinking structured data and media content in enterprises and on the Web. The Linked Media Framework is based on the Linked Data principles, but extends these on two important aspects: resource-centric updating and uniform management of resource content and metadata. Both aspects are important for enterprise information integration but not implemented by current Linked Data servers. In addition, the LMF offers the query language LD Path, a path-based language that allows intuitive resource-centric querying and traversal over distributed Linked Data resources and is thus more suitable for querying Linked Data than SPARQL. Finally, we describe two real-world scenarios where the LMF is already used or will be used for interlinking and semantic search: interlinking of multimedia fragments at the Red Bull Content Pool, and interlinking of news archive material at the Austrian Television.2012 EN yes primary No duplicate / newest version no reject
7BEP5H8T Explainable Sequential Recommendation Using Knowledge Graphs Hou, Hao; Shi, Chongyang10.1145/3338188.3338208conferencePaper Proceedings of the 5th International Conference on Frontiers of Educational TechnologiesKnowledge Graphs have proven to be extremely valuable to recommender systems in recent years. By exploring the links within a knowledge graph, the connectivity between users and items can be discovered as paths, which provide rich and complementary information to user-item interactions. Leveraging this wealth of heterogeneous information for sequential recommendation is a challenging task, as it requires the ability to effectively encoding a diversity of semantic relations and connectivity patterns. To address the limitations of existing embedding-based and path-based methods for KG-aware recommendation, our work proposes a novel hybrid framework that naturally incorporates path representations with attentive weights derived from the knowledge graphs and sequential preference which links items with existing knowledge base into recommender systems to effectively recommend next item to a user. Our proposed model further employs a deep neural network to predict the interaction probabilities of a user and unseen items. Extensive experiments on real-world datasets illustrate that our approaches can give large performance improvements in a variety of scenarios, including movie, music and book recommendation.Knowledge Graph; Explainable Recommendation; Neural Attention Network; Sequential Recommendation2019 EN yes primary No duplicate / newest version yes other reject
MRCT8GJ9 Recommendations Using Linked Data Meymandpour, Rouzbeh; Davis, Joseph G10.1145/2389686.2389701conferencePaper Proceedings of the 5th Ph.D. Workshop on Information and Knowledge Linked Data offers new opportunities for Semantic Web-based application development by connecting structured information from various domains. These technologies allow machines and software agents to automatically interpret and consume Linked Data and provide users with intelligent query answering services. In order to enable advanced and innovative semantic applications of Linked Data such as recommendation, social network analysis, and information clustering, a fundamental requirement is systematic metrics that allow comparison between resources. In this research, we develop a hybrid similarity metric based on the characteristics of Linked Data. In particular, we develop and demonstrate metrics for providing recommendations of closely related resources. The results of our preliminary experiments and future directions are also presented.recommendation; linked data; semantic web; partitioned information content; similarity metrics; web of data2012 EN yes primary No duplicate / newest version yes other reject
QDMMUABA Linked Enterprise Data for Fine Grained Named Entity Linking and Web Intelligence Weichselbraun, Albert; Streiff, Daniel; Scharl, Arno10.1145/2611040.2611052conferencePaper Proceedings of the 4th International Conference on Web Intelligence, Mining and Semantics (WIMS14)To identify trends and assign metadata elements such as location and sentiment to the correct entities, Web intelligence applications require methods for linking named entities and revealing relations between organizations, persons and products. For this purpose we introduce Recognyze, a named entity linking component that uses background knowledge obtained from linked data repositories. This paper outlines the underlying methods, provides insights into the migration of proprietary knowledge sources to linked enterprise data, and discusses the lessons learned from adapting linked data for named entity linking. A large dataset obtained from Orell Füssli, the largest Swiss business information provider, serves as the main showcase. This dataset includes more than nine million triples on companies, their contact information, management, products and brands. We identify major challenges towards applying this data for named entity linking and conduct a comprehensive evaluation based on several news corpora to illustrate how Recognyze helps address them, and how it improves the performance of named entity linking components drawing upon linked data rather than machine learning techniques.linked open data; business news; linked enterprise data; named entity linking; Web intelligence2014 EN yes primary No duplicate / newest version no reject

EFYYZ8RN
Knowledge Graph-Based Event Embedding Framework for Financial Quantitative 
Investments Cheng, Dawei; Yang, Fangzhou; Wang, Xiaoyang; Zhang, Ying; Zhang, LiqingbookSection Proceedings of the 43rd International ACM SIGIR Conference on Research and Development in Information RetrievalEvent representative learning aims to embed news events into continuous space vectors for capturing syntactic and semantic information from text corpus, which is benefit to event-driven quantitative investments. However, the financial market reaction of events is also influenced by the lead-lag effect, which is driven by internal relationships. Therefore, in this paper, we present a knowledge graph-based event embedding framework for quantitative investments. In particular, we first extract structured events from raw texts, and construct the knowledge graph with the mentioned entities and relations simultaneously. Then, we leverage a joint model to merge the knowledge graph information into the objective function of an event embedding learning model. The learned representations are fed as inputs of downstream quantitative trading methods. Extensive experiments on real-world dataset demonstrate the effectiveness of the event embeddings learned from financial news and knowledge graphs. We also deploy the framework for quantitative algorithm trading. The accumulated portfolio return contributed by our method significantly outperforms other baselines.2020 EN yes primary No duplicate / newest version no reject

YYKA7MUF A Provenance-Aware Linked Data Application for Trip Management and Organization Garijo, Daniel; Villazón-Terrazas, Boris; Corcho, Oscar10.1145/2063518.2063554conferencePaper Proceedings of the 7th International Conference on Semantic Systems We present El Viajero, an application for exploiting, managing and organizing Linked Data in the domain of news and blogs about travelling. El Viajero makes use of several heterogeneous datasets to help users to plan future trips, and relies on the Open Provenance Model for modeling the provenance information of the resources.news; linked data; blog; provenance 2011 EN yes primary No duplicate / newest version no reject
QHSUNLRU Introducing Inference-Driven OWL ABox Enrichment Canito, Alda; Maio, Paulo; Silva, Nuno10.1145/2539150.2539191conferencePaper Proceedings of International Conference on Information Integration and Web-Based Applications & ServicesPublically available text-based documents (e.g. news, meeting transcripts) are a very important source of knowledge for organizations and individuals. These documents refer domain entities such as persons, places, professional positions, decisions, actions, etc. Querying these documents (instead of browsing, searching and finding) is a very relevant task for any person in general, and particularly for professionals dealing with intensive knowledge tasks. Querying text-based documents' data, however, is not supported by common technology. For that, such documents' content has to be explicitly and formally captured into knowledge base facts. Making use of automatic NLP processes for capturing such facts is a common approach, but their relatively low precision and recall give rise to data quality problems. Further, facts existing in the documents are often insufficient to answer complex queries and, therefore, it is often necessary to enrich the captured facts with facts from third-party repositories (e.g. public LOD, private IS databases). This paper describes the adopted process to identify what data is currently missing from the knowledge base repository and which is desirable to collect from external repositories. The proposed process aims to foster and is driven by OWL DL inference-based instance (ABox) classification, which is supported by the constraints of the TBox.Ontology; OWL; ABox; Enrichment; Inference; Knowledge Base; TBox 2013 EN yes primary No duplicate / newest version no reject

4ZLS37AC
Knowledge-Driven Stock Trend Prediction and Explanation via Temporal Convolutional 
Network Deng, Shumin; Zhang, Ningyu; Zhang, Wen; Chen, Jiaoyan; Pan, Jeff Z; Chen, Huajun10.1145/3308560.3317701conferencePaper Companion Proceedings of The 2019 World Wide Web Conference Deep neural networks have achieved promising results in stock trend prediction. However, most of these models have two common drawbacks, including (i) current methods are not sensitive enough to abrupt changes of stock trend, and (ii) forecasting results are not interpretable for humans. To address these two problems, we propose a novel Knowledge-Driven Temporal Convolutional Network (KDTCN) for stock trend prediction and explanation. Firstly, we extract structured events from financial news, and utilize external knowledge from knowledge graph to obtain event embeddings. Then, we combine event embeddings and price values together to forecast stock trend. We evaluate the prediction accuracy to show how knowledge-driven events work on abrupt changes. We also visualize the effect of events and linkage among events based on knowledge graph, to explain why knowledge-driven events are common sources of abrupt changes. Experiments demonstrate that KDTCN can (i) react to abrupt changes much faster and outperform state-of-the-art methods on stock datasets, as well as (ii) facilitate the explanation of prediction particularly with abrupt changes.event extraction; explanation; Knowledge-driven; predictive analytics; stock trend prediction; structured; unstructured2019 EN yes primary No duplicate / newest version no reject

88NCDNKS
Computational Fact Validation from Knowledge Graph Using Structured and Unstructured 
Information Khandelwal, Saransh; Kumar, Dhananjay10.1145/3371158.3371187conferencePaper Proceedings of the 7th ACM IKDD CoDS and 25th COMAD In today's world, data or information is increasing at an exponential rate, and so is the fake news. Traditional fact-checking methods like fake news detection by experts, analysts, or some organizations do not match with the volume of information available. This is where the problem of computational fact-checking or validation becomes relevant. Given a Knowledge Graph, a knowledge corpus, and a fact (triple statement), the goal of fact-checking is to decide whether the fact or knowledge is correct or not. Existing approaches extensively used several structural features of the input Knowledge Graph to address the mentioned problem. In this work, our primary focus would be to leverage the unstructured information along with the structured ones. Our approach considers finding evidence from Wikipedia and structured information from Wikidata, which helps in determining the validity of the input facts. As features from the structured domain, we have used TransE embedding considering components of the input fact. The similarity of input fact with elements of relevant Wikipedia pages has been used as unstructured features. The experiments with a dataset consisting of nine relations of Wikidata has established the advantage of combining unstructured features with structured features for the given task.Data Mining; Knowledge representation; Knowledge Graph; Fact validation; RDF triples; Supervised Learning; Unstructured information2020 EN yes primary No duplicate / newest version no reject
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CZYCWENN Automatic Synonym Discovery with Knowledge Bases Qu, Meng; Ren, Xiang; Han, Jiawei10.1145/3097983.3098185conferencePaper Proceedings of the 23rd ACM SIGKDD International Conference on Knowledge Discovery and Data MiningRecognizing entity synonyms from text has become a crucial task in many entity-leveraging applications. However, discovering entity synonyms from domain-specific text corpora (e.g., news articles, scientific papers) is rather challenging. Current systems take an entity name string as input to find out other names that are synonymous, ignoring the fact that often times a name string can refer to multiple entities (e.g., "apple" could refer to both Apple Inc. and the fruit apple). Moreover, most existing methods require training data manually created by domain experts to construct supervised-learning systems. In this paper, we study the problem of automatic synonym discovery with knowledge bases, that is, identifying synonyms for knowledge base entities in a given domain-specific corpus. The manually-curated synonyms for each entity stored in a knowledge base not only form a set of name strings to disambiguate the meaning for each other, but also can serve as "distant" supervision to help determine important features for the task. We propose a novel framework, called DPE, to integrate two kinds of mutually-complementing signals for synonym discovery, i.e., distributional features based on corpus-level statistics and textual patterns based on local contexts. In particular, DPE jointly optimizes the two kinds of signals in conjunction with distant supervision, so that they can mutually enhance each other in the training stage. At the inference stage, both signals will be utilized to discover synonyms for the given entities. Experimental results prove the effectiveness of the proposed framework.knowledge base; distant supervision; distributional based approach; pattern based approach; synonym discovery2017 EN yes primary No duplicate / newest version no reject
8BMRAASU Tracking and Analyzing TV Content on the Web through Social and Ontological Knowledge Antonini, Alessio; Pensa, Ruggero G; Sapino, Maria Luisa; Schifanella, Claudio; Teraoni Prioletti, Raffaele; Vignaroli, Luca10.1145/2465958.2465978conferencePaper Proceedings of the 11th European Conference on Interactive TV and Video People on the Web talk about television. TV users' social activities implicitly connect the concepts referred to by videos, news, comments, and posts. The strength of such connections may change as the perception of users on the Web changes over time. With the goal of leveraging users' social activities to better understand how TV programs are perceived by the TV public and how the users' interests evolve in time, we introduce a knowledge graph to model the integration of the heterogeneous and dynamic data coming from different information sources, including broadcasters' archives, online newspapers, blogs, web encyclopedias, social media platforms, and social networks, which play a role in what we call the "extended life" of TV content. We show how our graph model captures multiple aspects of the television domain, from the semantic characterization of the TV content, to the temporal evolution of its social characterization and of its social perception. Through a real use-case analysis, based on the instance of our knowledge graph extracted from (the analysis of) a set of episodes of an Italian TV talk show, we discuss the involvement of the public of the considered program.social networks; information integration; interactive television; social television2013 EN yes primary No duplicate / newest version no reject
J2CLYRT9 Near Real-Time Atrocity Event Coding Solaimani, Mohiuddin; Salam, Sayeed; Mustafa, Ahmad M; Khan, Latifur; Brandt, Patrick T; Thuraisingham, Bhavani10.1109/ISI.2016.7745457conferencePaper 2016 IEEE Conference on Intelligence and Security Informatics (ISI) In recent years, mass atrocities, terrorism, and political unrest have caused much human suffering. Thousands of innocent lives have been lost to these events. With the help of advanced technologies, we can now dream of a tool that uses machine learning and natural language processing (NLP) techniques to warn of such events. Detecting atrocities demands structured event data that contain metadata, with multiple fields and values (e.g. event date, victim, perpetrator). Traditionally, humans apply common sense and encode events from news stories but this process is slow, expensive, and ambiguous. To accelerate it, we use machine coding to generate an encoded event. In this paper, we develop a near-real-time supervised machine coding technique with an external knowledge base, WordNet, to generate a structured event. We design a Spark-based distributed framework with a web scraper to gather news reports periodically, process, and generate events. We use Spark to reduce the performance bottleneck while processing raw text news using CoreNLP.2016 EN yes primary No duplicate / newest version no reject
CJXUICFB EEQuest: An Event Extraction and Query System Jain, Prerit; Bendapudi, Haripriya; Rao, Shrisha10.1145/2998476.2998482conferencePaper Proceedings of the 9th Annual ACM India Conference We present EEQuest, an application that extracts events from text using natural language processing (NLP) and supervised machine-learning techniques, and provides a system to query events extracted from a text corpus.We provide a use case for the application wherein we extract business-related events from news articles. The extracted events are then categorized based on the business organization/company that they are related to. Finally, the events are added to a knowledge base using which a query system is built. The system can be used to display events related to a particular organization or a group of organizations. Although we are using the system to extract business-related events, the event extraction mechanism can be used in a more general sense with any available textual data, to extract any kind of events that have a structure that can answer the question: Who did what, when and where?natural language processing; information extraction; event extraction; artificial intelligence; supervised learning2016 EN yes primary No duplicate / newest version no reject

CU8WIY2A
Enhancing Semantic Image Retrieval by Query Expansion Using User-Specific Annotation 
Profiles Vompras, Johanna; Conrad, Stefan conferencePaper Proceedings of the IASTED International Conference on Internet and Multimedia Systems and ApplicationsThe assignment of annotations still forms the basis for conceptual queries in large image/text repositories by facilitating data classification at semantic level. However, the varying users' perception of image contents and the usage of different retrieval aspects make it necessary to develop methods for the unification and integration of different annotation schemes. In this paper we present the IKONA Retrieval and Annotation System with its main focus on the transformation of the subjective annotations assigned by different users into a unified knowledge base. For that purpose, the conducted queries are adjusted to user-dependent preferences by finding correspondences between the used vocabulary and the system's 'core' annotation ontology. The introduced method is evaluated on a large collection of news data including both images and the corresponding textual data. The experiments show that our approach significantly increases the retrieval quality, particularly when users are faced with a data repository whose content is unknown and has not been made completely semantically accessible.semantic annotation; digital libraries; image retrieval; information access; information retrieval2008 EN yes primary No duplicate / newest version no reject

F423UH3L NeuPL: Attention-Based Semantic Matching and Pair-Linking for Entity Disambiguation Phan, Minh C; Sun, Aixin; Tay, Yi; Han, Jialong; Li, ChenliangbookSection Proceedings of the 2017 ACM on Conference on Information and Knowledge ManagementEntity disambiguation, also known as entity linking, is the task of mapping mentions in text to the corresponding entities in a given knowledge base, e.g. Wikipedia. Two key challenges are making use of mention's context to disambiguate (i.e. local objective), and promoting coherence of all the linked entities (i.e. global objective). In this paper, we propose a deep neural network model to effectively measure the semantic matching between mention's context and target entity. We are the first to employ the long short-term memory (LSTM) and attention mechanism for entity disambiguation. We also propose Pair-Linking, a simple but effective and significantly fast linking algorithm. Pair-Linking iteratively identifies and resolves pairs of mentions, starting from the most confident pair. It finishes linking all mentions in a document by scanning the pairs of mentions at most once. Our neural network model combined with Pair-Linking, named NeuPL, outperforms state-of-the-art systems over different types of documents including news, RSS, and tweets.2017 EN yes primary No duplicate / newest version no reject
7PUKELGL Wikidata Based Location Entity Linking Shanaz, Fathima; Ragel, Roshan G10.1145/3384544.3384592conferencePaper Proceedings of the 2020 9th International Conference on Software and Computer ApplicationsOnline news reading has become general among people and suggesting relevant news articles to readers is a non-trivial task. News recommender systems (NRS) are built to provide appropriate stories to readers based on their interest. News articles usually contain mentions of persons, locations and other named entities which are excellent resources for making sense of readers' news interest. However, entity mentions are often ambiguous. It can make readers retrieve stories that are not relevant to them, impacting the performance of NRS. Entity linking (EL) is a task to extract mentions in documents, and then link them to their corresponding entities in a knowledge base (KB). This task is challenging due to name variations, high ambiguity of entity mentions and incompleteness of the KB. Several approaches have been proposed to tackle these challenges. However, current systems do not focus on improving the performance of EL on location entity mentions which are identified as far more informative entities in news article for user interest profiling. The goal of this paper is to present the design of location entity linking algorithms based on Wikidata KB. We propose new approaches to candidate entity generation and candidate entity ranking of the location EL task. We extensively evaluate the performance of our EL algorithms over a manually annotated AIDA-CoNLL testb news corpus. Experimental results show that our location EL method achieves top-1 precision of 95.58% which is much higher than the state-of-the-art results obtained on the same dataset by collective EL methods.Wikidata; Entity Linking; Entity Relatedness 2020 EN yes primary No duplicate / newest version no reject
PIHW4946 Democratizing Mobile App Development for Disaster Management Shih, Fuming; Seneviratne, Oshani; Liccardi, Ilaria; Patton, Evan; Meier, Patrick; Castillo, Carlos10.1145/2516911.2516915conferencePaper Joint Proceedings of the Workshop on AI Problems and Approaches for Intelligent Environments and Workshop on Semantic CitiesSmartphones are being used for a wide range of activities including messaging, social networking, calendar and contact management as well as location and context-aware applications. The ubiquity of handheld computing technology has been found to be especially useful in disaster management and relief operations. Our focus is to enable developers to quickly deploy applications that take advantage of key sources that are fundamental for today's networked citizens, including Twitter feeds, Facebook posts, current news releases, and government data. These applications will also have the capability of empowering citizens involved in crisis situations to contribute via crowdsourcing, and to communicate up-to-date information to others. We will leverage several technologies to develop this application framework, namely (i) Linked Data principles for structured data, (ii) existing data sources and ontologies for disaster management, and (iii) App Inventor, which is a mobile application development framework for non-programmers. In this paper, we describe our motivating use cases, our architecture, and our prototype implementation.2013 EN yes primary No duplicate / newest version no reject
2JCN4XXJ Relative Temporal Constraints in the Rete Algorithm for Complex Event Detection Walzer, Karen; Breddin, Tino; Groch, Matthias10.1145/1385989.1386008conferencePaper Proceedings of the Second International Conference on Distributed Event-Based SystemsComplex Event Processing is an important technology for information systems with a broad application space ranging from supply chain management, systems monitoring, and stock market analysis to news services. Its purpose is the identification of event patterns with logical, temporal or causal relationships within multiple occurring events.The Rete algorithm is commonly used in rule-based systems to trigger certain actions if a corresponding rule holds. Its good performance for a high number of rules in the rulebase makes it ideally suited for complex event detection. However, the traditional Rete algorithm is limited to operations such as unification and the extraction of predicates from a knowledge base. There is no support for temporal operators.We propose an extension of the Rete algorithm to support the detection of relative temporal constraints. Further, we propose an efficient means to perform the garbage collection in the Rete algorithm in order to discard events after they can no longer fulfill their temporal constraints. Finally, we present an extension of Allen's thirteen operators for time-intervals with quantitative constraints to deal with too restrictive or too permissive operators by introducing tolerance limits or restrictive conditions for them.event; Rete algorithm; rule-based; temporal 2008 EN yes primary No duplicate / newest version no reject
SXUVSXHJ A Semantics-Based Measure of Emoji Similarity Wijeratne, Sanjaya; Balasuriya, Lakshika; Sheth, Amit; Doran, Derek10.1145/3106426.3106490conferencePaper Proceedings of the International Conference on Web Intelligence Emoji have grown to become one of the most important forms of communication on the web. With its widespread use, measuring the similarity of emoji has become an important problem for contemporary text processing since it lies at the heart of sentiment analysis, search, and interface design tasks. This paper presents a comprehensive analysis of the semantic similarity of emoji through embedding models that are learned over machine-readable emoji meanings in the EmojiNet knowledge base. Using emoji descriptions, emoji sense labels and emoji sense definitions, and with different training corpora obtained from Twitter and Google News, we develop and test multiple embedding models to measure emoji similarity. To evaluate our work, we create a new dataset called EmoSim508, which assigns human-annotated semantic similarity scores to a set of 508 carefully selected emoji pairs. After validation with EmoSim508, we present a real-world use-case of our emoji embedding models using a sentiment analysis task and show that our models outperform the previous best-performing emoji embedding model on this task. The EmoSim508 dataset and our emoji embedding models are publicly released with this paper and can be downloaded from http://emojinet.knoesis.org/.semantic similarity; emoji analysis and search; emoji similarity 2017 EN yes primary No duplicate / newest version no reject
2NCK9U6F A Generic Semantic-Based Framework for Cross-Domain Recommendation Fernández-Tob\'ıas, Ignacio; Cantador, Iván; Kaminskas, Marius; Ricci, Francesco10.1145/2039320.2039324conferencePaper Proceedings of the 2nd International Workshop on Information Heterogeneity and Fusion in Recommender SystemsIn this paper, we present an ongoing research work on the design and development of a generic knowledge-based description framework built upon semantic networks. It aims at integrating and exploiting knowledge on several domains to provide cross-domain item recommendations. More specifically, we propose an approach that automatically extracts information about two different domains, such as architecture and music, which are available in Linked Data repositories. This enables to link concepts in the two domains by means of a weighted directed acyclic graph, and to perform weight spreading on such graph to identify items in the target domain (music artists) that are related to items of the source domain (places of interest).recommender systems; DBpedia; linked data; cross-domain recommendation; knowledge extraction; semantic networks2011 EN yes primary No duplicate / newest version no reject
I8QU6XJY Understanding the Message of Images with Knowledge Base Traversals Weiland, Lydia; Hulpus, Ioana; Ponzetto, Simone Paolo; Dietz, Laura10.1145/2970398.2970414conferencePaper Proceedings of the 2016 ACM International Conference on the Theory of Information RetrievalThe message of news articles is often supported by the pointed use of iconic images. These images together with their captions encourage emotional involvement of the reader. Current algorithms for understanding the semantics of news articles focus on its text, often ignoring the image. On the other side, works that target the semantics of images, mostly focus on recognizing and enumerating the objects that appear in the image. In this work, we explore the problem from another perspective: Can we devise algorithms to understand the message encoded by images and their captions? To answer this question, we study how well algorithms can describe an image-caption pair in terms of Wikipedia entities, thereby casting the problem as an entity-ranking task with an image-caption pair as query. Our proposed algorithm brings together aspects of entity linking, subgraph selection, entity clustering, relatedness measures, and learning-to-rank. In our experiments, we focus on media-iconic image-caption pairs which often reflect complex subjects such as sustainable energy and endangered species. Our test collection includes a gold standard of over 300 image-caption pairs about topics at different levels of abstraction. We show that with a MAP of 0.69, the best results are obtained when aggregating content-based and graph-based features in a Wikipedia-derived knowledge base.entity ranking; image understanding; media-iconic images 2016 EN yes primary No duplicate / newest version no reject
P3XS3MWI A User-Centered Concept Mining System for Query and Document Understanding at Tencent Liu, Bang; Guo, Weidong; Niu, Di; Wang, Chaoyue; Xu, Shunnan; Lin, Jinghong; Lai, Kunfeng; Xu, Yu10.1145/3292500.3330727conferencePaper Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery & Data MiningConcepts embody the knowledge of the world and facilitate the cognitive processes of human beings. Mining concepts from web documents and constructing the corresponding taxonomy are core research problems in text understanding and support many downstream tasks such as query analysis, knowledge base construction, recommendation, and search. However, we argue that most prior studies extract formal and overly general concepts from Wikipedia or static web pages, which are not representing the user perspective.In this paper, we describe our experience of implementing and deploying ConcepT in Tencent QQ Browser. It discovers user-centered concepts at the right granularity conforming to user interests, by mining a large amount of user queries and interactive search click logs. The extracted concepts have the proper granularity, are consistent with user language styles and are dynamically updated. We further present our techniques to tag documents with user-centered concepts and to construct a topic-concept-instance taxonomy, which has helped to improve search as well as news feeds recommendation in Tencent QQ Browser. We performed extensive offline evaluation to demonstrate that our approach could extract concepts of higher quality compared to several other existing methods.Our system has been deployed in Tencent QQ Browser. Results from online A/B testing involving a large number of real users suggest that the Impression Efficiency of feeds users increased by 6.01% after incorporating the user-centered concepts into the recommendation framework of Tencent QQ Browser.concept mining; concept tagging; document understanding; query understanding; taxonomy construction2019 EN yes primary No duplicate / newest version no reject
SN8VB8BU Gem-Based Entity-Knowledge Maintenance Taneva, Bilyana; Weikum, Gerhard10.1145/2505515.2505715conferencePaper Proceedings of the 22nd ACM International Conference on Information & Knowledge ManagementKnowledge bases about entities have become a vital asset for Web search, recommendations, and analytics. Examples are Freebase being the core of the Google Knowledge Graph and the use of Wikipedia for distant supervision in numerous IR and NLP tasks. However, maintaining the knowledge about not so prominent entities in the long tail is often a bottleneck as human contributors face the tedious task of continuously identifying and reading relevant sources. To overcome this limitation and accelerate the maintenance of knowledge bases, we propose an approach that automatically extracts, from the Web, key contents for given input entities.Our method, called GEM, generates salient contents about a given entity, using minimal assumptions about the underlying sources, while meeting the constraint that the user is willing to read only a certain amount of information. Salient content pieces have variable length and are computed using a budget-constrained optimization problem which decides upon which sub-pieces of an input text should be selected for the final result. GEM can be applied to a variety of knowledge-gathering settings including news streams and speech input from videos. Our experimental studies show the viability of the approach, and demonstrate improvements over various baselines, in terms of precision and recall.relatedness; novelty; emerging entities; knowledge acceleration; knowledge maintenance; long-tail entities2013 EN yes primary No duplicate / newest version no reject

68G88PUZ
Same but Different: Distant Supervision for Predicting and Understanding Entity Linking 
Difficulty João, Renato Stoffalette; Fafalios, Pavlos; Dietze, Stefan10.1145/3297280.3297381conferencePaper Proceedings of the 34th ACM/SIGAPP Symposium on Applied Computing Entity Linking (EL) is the task of automatically identifying entity mentions in a piece of text and resolving them to a corresponding entity in a reference knowledge base like Wikipedia. There is a large number of EL tools available for different types of documents and domains, yet EL remains a challenging task where the lack of precision on particularly ambiguous mentions often spoils the usefulness of automated disambiguation results in real applications. A priori approximations of the difficulty to link a particular entity mention can facilitate flagging of critical cases as part of semi-automated EL systems, while detecting latent factors that affect the EL performance, like corpus-specific features, can provide insights on how to improve a system based on the special characteristics of the underlying corpus. In this paper, we first introduce a consensus-based method to generate difficulty labels for entity mentions on arbitrary corpora. The difficulty labels are then exploited as training data for a supervised classification task able to predict the EL difficulty of entity mentions using a variety of features. Experiments over a corpus of news articles show that EL difficulty can be estimated with high accuracy, revealing also latent features that affect EL performance. Finally, evaluation results demonstrate the effectiveness of the proposed method to inform semi-automated EL pipelines.entity linking; distant supervision; named entity recognition and disambiguation; supervised classification2019 EN yes primary No duplicate / newest version no reject

L5Q6WZF9
High Order Semantic Relations-Based Temporal Recommendation Model by Collaborative 
Knowledge Graph Learning Qiao, Yongwei; Sun, Leilei; Xiao, Chunjing10.1007/978-3-030-60259-8_25/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Knowledge graph (KG) as the source of side information has been proven to be useful to alleviate the data sparsity and cold start. Existing methods usually exploit the semantic relations between entities by learning structural or semantic paths information. However, they ignore the difficulty of information fusion and network alignment when constructing knowledge graph from different domains, and do not take temporal context into account. To address the limitations of existing methods, we propose a novel High-order semantic Relations-based Temporal Recommendation (HRTR), which captures the joint effects of high-order semantic relations in Collaborative Knowledge Graph (CKG) and temporal context. Firstly, it automatically extracts different order connectivities to represent semantic relations between entities from CKG. Then, we define a joint learning model to capture high-quality representations of users, items, and their attributes by employing TransE and recurrent neural network, which captures not only structural information, but also sequence information by encoding semantic paths, and to take their representations as the users'/items' long-term static features. Next, we respectively employ LSTM and attention machine to capture the users' and items' short-term dynamic preferences. At last, the long-short term features are seamlessly fused into recommender system. We conduct extensive experiments on real-world datasets and the evaluation results show that HRTR achieves significant superiority over several state-of-the-art baselines.Collaborative knowledge graph; High-order semantic relation; Structural information; Temporal recommendation2020 EN yes primary No duplicate / newest version yes other recommendation yes reject

LKN8KEGG Fine-Grained Evaluation of Knowledge Graph Embedding Models in Downstream Tasks Zhang, Yuxin; Li, Bohan; Gao, Han; Ji, Ye; Yang, Han; Wang, Meng10.1007/978-3-030-60259-8_19/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Knowledge graph (KG) embedding models are proposed to encode entities and relations into a low-dimensional vector space, in turn, can support various machine learning models on KG completion with good performance and robustness. However, the current entity ranking protocol about KG completion cannot adequately evaluate the impacts of KG embedding models in real-world applications. However, KG embeddings is not widely used as word embeddings. An asserted powerful KG embedding model may not be effective in downstream tasks. So in this paper, we commit to finding the answers by using downstream tasks instead of entity ranking protocol to evaluate the effectiveness of KG embeddings. Specifically, we conduct comprehensive experiments on different KG embedding models in KG based recommendation and question answering tasks. Our findings indicate that: 1) Modifying embeddings by considering more complex KG structural information may not achieve improvements in practical applications, such as updating TransE to TransR. 2) Modeling KG embeddings in non-euclidean space can effectively improve the performance of downstream tasks.Knowledge graph; Embedding model; Evaluation 2020 EN yes primary No duplicate / newest version yes news and other recommendation yes interconnected evaluated reject The paper compares multiple KG embeddings on different downstream tasks, but doesn't propose a new recommendation model
VFJ2AGTE Feeding a hybrid recommendation framework with linked open data and graph-based features Musto, Cataldo; Lops, Pasquale; De Gemmis, Marco; Semeraro, Giovanni10.1007/978-3-319-70169-1_17/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In this article we propose a hybrid recommendation framework based on classification algorithms such as Random Forests and Naive Bayes, which are fed with several heterogeneous groups of features. We split our features into two classes: classic features, as popularity-based, collaborative and content-based ones, and extended features gathered from the LOD cloud, as basic ones (i.e. genre of a movie or the writer of a book) and graph-based features calculated on the ground of the different topological characteristics of the tripartite representation connecting users, items and properties in the LOD cloud. In the experimental session we evaluate the effectiveness of our framework on varying of different groups of features, and results show that both LOD-based and graph-based features positively affect the overall performance of the algorithm, especially in highly sparse recommendation scenarios. Our approach also outperforms several state-of-the-art recommendation techniques, thus confirming the insights behind this research.Machine learning; Recommender systems; Linked open data 2017 EN yes primary No duplicate / newest version yes other recommendation yes reject

HXGQPTX5
An interpretable recommendations approach based on user preferences and knowledge 
graph Zhong, Yanru; Song, Xiulai; Yang, Bing; Jiang, Chaohao; Luo, Xiaonan10.1007/978-3-030-26354-6_33/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In recent years, how to accurately recommend and solve the opacity of the recommendation system has received more and more attention. Some researchers introduced some auxiliary information into the recommendation system, such as Knowledge Graph (KG). This method improves the accuracy of the recommendation, but there is still the problem of opacity of the recommendation system. In this paper, we propose a Knowledge-aware Path Model Based On User Preferences (KPUP), using knowledge map paths for interpretative recommendations. KPUP forms a preference distribution of users relative to candidates by exploring chain links in the KG. The KPUP can generate path representations by combining the semantics of entities and relationships. By using sequential dependencies in paths, we allow valid reasoning of paths to infer the interaction principle of user items and can be used to predict the final click probability (CTR). In addition, we set up a weighted pool operation to distinguish the contribution points of different paths to the preferences, so that the recommendations are better interpreted. We obtained two data sets, which reflected people's preferences for movies and books, and conducted a lot of experiments. Compared with the most advanced Baseline, our results are better.Recommender systems; Knowledge graph; Interpretability; User preferences2019 EN yes primary No duplicate / newest version yes other recommendation yes reject

3CY7JS5I Using DBpedia as a knowledge source for culture-related user modelling questionnaires Thakker, Dhavalkumar; Lau, Lydia; Denaux, Ronald; Dimitrova, Vania; Brna, Paul; Steiner, Christina10.1007/978-3-319-08786-3_18journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In the culture domain, questionnaires are often used to obtain profiles of users for adaptation. Creating questionnaires requires subject matter experts and diverse content, and often does not scale to a variety of cultures and situations. This paper presents a novel approach that is inspired by crowdwisdom and takes advantage of freely available structured linked data. It presents a mechanism for extracting culturally-related facts from DBpedia, utilised as a knowledge source in an interactive user modelling system. A user study, which examines the system usability and the accuracy of the resulting user model, demonstrates the potential of using DBpedia for generating culture-related user modelling questionnaires and points at issues for further investigation.Culture-related user model; Linked data; Questionnaire generation 2014 EN yes primary No duplicate / newest version no reject
BDL7Q5U3 Semantics-enabled user interest mining Zarrinkalam, Fattane 10.1007/978-3-319-18818-8_54/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Microblogging services such as Twitter allow users to express their feelings and views in real-time through microposts. This provides a wealth of information both collectively and individually that can be effectively mined so as to facilitate personalization, recommendation and customized search. A fundamental task with this respect would be to extract users' interests. This has been mainly done using probabilistic models that rely on measures such as frequency of co-occurrence of important phrases, which forgoes the underlying semantics of the phrases in favor of highlighting the role of syntactical repetition of content. Some recent works have considered the role of semantics by using knowledge bases such as DBPedia and Freebase. However, they limit the topics of interest to be a set of individual concepts extracted from the microposts in isolation, i.e. without considering the relationships of the microposts to each other or to other users. This proposal seeks to further build on these works by introducing a definition of topical interest, which enables the identification of more specific and semantically complex topics involving multiple interrelated concepts. Based on this definition, methods will be introduced for the detection of both explicitly observed and implicitly implied user interests, in addition to the identification of user interest shifts based on the temporal clues.#eswcphd2015zarrinkalam; Microblogging service; Semantics-enabled; User interest detection2015 EN yes primary No duplicate / newest version no reject
UY33V4XH Leveraging Knowledge Context Information to Enhance Personalized Recommendation Wang, Jiong; Kou, Yingshuai; Zhang, Yifei; Gao, Neng; Tu, Chen Yang10.1007/978-3-030-63836-8_39/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Knowledge graphs (KGs) have proven to be effective to improve the performance of recommendation. However, with the tremendous increase of users and items, existing methods still face several challenging problems: (1) path-based methods rely heavily on manually designed meta-path; (2) embedding-based methods lack sufficient considerations of user personality. To overcome the shortcomings of previous works, we propose a novel model, named KCER, short for leveraging Knowledge Context to Enhance Recommendation. Firstly, KCER generates the representation of knowledge context associating with specific user-item pairs. Then to obtain enriched user representations, we leverage a gated attention network to extracted meaningful information from the associated knowledge context and user dedicated ID embedding. We conduct extensive experiments on three real-world datasets to evaluate the model. The experimental results show the superiority of KCER compared with other state-of-the-art methods.Recommender system; Knowledge graph; Collaborative filtering; Gated attention network2020 EN yes primary No duplicate / newest version yes other recommendation yes reject
8KZF2P92 Extracting semantic user networks from informal communication exchanges Gentile, Anna Lisa; Lanfranchi, Vitaveska; Mazumdar, Suvodeep; Ciravegna, Fabio10.1007/978-3-642-25073-6_14journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Nowadays communication exchanges are an integral and time consuming part of people's job, especially for the so called knowledge workers. Contents discussed during meetings, instant messaging exchanges, email exchanges therefore constitute a potential source of knowledge within an organisation, which is only shared with those immediately involved in the particular communication act. This poses a knowledge management issue, as this kind of contents become "buried knowledge". This work uses semantic technologies to extract buried knowledge, enabling expertise finding and topic trends spotting. Specifically we claim it is possible to automatically model people's expertise by monitoring informal communication exchanges (email) and semantically annotating their content to derive dynamic user profiles. Profiles are then used to calculate similarity between people and plot semantic knowledge-based networks. The major contribution and novelty of this work is the exploitation of semantic concepts captured from informal content to build a semantic network which reflects people expertise rather than capturing social interactions. We validate the approach using contents from a research group internal mailing list, using email exchanges within the group collected over a ten months period. © 2011 Springer-Verlag.2011 EN yes primary No duplicate / newest version no reject

FUI3XE8R
Challenges in using linked data within a social web recommendation application to 
semantically annotate and discover venues Dzikowski, Jakub; Kaczmarek, Monika; Lazaruk, Szymon; Abramowicz, Witold10.1007/978-3-642-32498-7_27journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)This paper focuses on a semantically-enhanced Social Web Recommendation application, called Taste It! Try It! It is a mobile restaurants' review and recommendation application based on a Linked Data source and integrated with a social network. The application is consuming Linked Data (while creating the reviews), producing semantic annotations (about the reviewed entities) and then, querying the gathered data in order to offer personalized recommendations. In this paper, we focus only on the consumption and usage of Linked Data for the needs of social recommendation system and point out the challenges and shortcomings that need to be addressed. © 2012 IFIP International Federation for Information Processing.Linked data application; semantic annotations; semantic content creation tool2012 EN yes primary No duplicate / newest version yes other recommendation yes reject

DND7VAKD An analysis of topical proximity in the twitter social graph Schaal, Markus; O'Donovan, John; Smyth, Barry10.1007/978-3-642-35386-4_18journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Standard approaches of information retrieval are increasingly complemented by social search even when it comes to rational information needs. Twitter, as a popular source of real-time information, plays an important role in this respect, as both the follower-followee graph and the many relationships among users provide a rich set of information pieces about the social network. However, many hidden factors must be considered if social data are to successfully support the search for high-quality information. Here we focus on one of these factors, namely the relationship between content similarity and social distance in the social network. We compared two methods to compute content similarity among twitter users in a one-per-user document collection, one based on standard term frequency vectors, the other based on topic associations obtained by Latent Dirichlet Allocation (LDA). By comparing these metrics at different hop distances in the social graph we investigated the utility of prominent features such as Retweets and Hashtags as predictors of similarity, and demonstrated the advantages of topical proximity vs. textual similarity for friend recommendations.Friend recommendation; Micro blogs; Social network distance; Topical proximity2012 EN yes primary No duplicate / newest version yes other recommendation reject

RD6KBLEA
Contextual EVSM: A content-based context-aware recommendation framework based on 
distributional semantics Musto, Cataldo; Semeraro, Giovanni; Lops, Pasquale; de Gemmis, Marco10.1007/978-3-642-39878-0_12journalArticle Lecture Notes in Business Information Processing In several domains contextual information plays a key role in the recommendation task, since factors such as user location, time of the day, user mood, weather, etc., clearly affect user perception for a particular item. However, traditional recommendation approaches do not take into account contextual information, and this can limit the goodness of the suggestions. In this paper we extend the enhanced Vector Space Model (eVSM) framework in order to model contextual information as well. Specifically, we propose two different context-aware approaches: in the first one we adapt the microprofiling technique, already evaluated in collaborative filtering, to content-based recommendations. Next, we define a contextual modeling technique based on distributional semantics: it builds a context-aware user profile that merges user preferences with a semantic vector space representation of the context itself. In the experimental evaluation we carried out an extensive series of tests in order to determine the best-performing configuration among the proposed ones. We also evaluated Contextual eVSM against a state of the art dataset, and it emerged that our framework overcomes all the baselines in most of the experimental settings. © Springer-Verlag Berlin Heidelberg 2013.User modeling; Context-aware recommendations; Filtering; Content-based recommenders2013 EN yes primary No duplicate / newest version yes no reject

NLWA48HJ A live comparison of methods for personalized article recommendation at Forbes.com Kirshenbaum, Evan; Forman, George; Dugan, Michael10.1007/978-3-642-33486-3_4journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)We present the results of a multi-phase study to optimize strategies for generating personalized article recommendations at the Forbes.com web site. In the first phase we compared the performance of a variety of recommendation methods on historical data. In the second phase we deployed a live system at Forbes.com for five months on a sample of 82,000 users, each randomly assigned to one of 20 methods. We analyze the live results both in terms of click-through rate (CTR) and user session lengths. The method with the best CTR was a hybrid of collaborative-filtering and a content-based method that leverages Wikipedia-based concept features, post-processed by a novel Bayesian remapping technique that we introduce. It both statistically significantly beat decayed popularity and increased CTR by 37%. © 2012 Springer-Verlag.recommender systems; collaborative filtering; personalization; content analysis; live user trial2012 EN yes primary No duplicate / newest version yes only news recommendation can't tell can't tell evaluated reject It evaluates several strategies for generating personalized article recommendations. 
TKLPY4X8 A mobile context-aware proactive recommendation approach Akermi, Imen; Faiz, Rim 10.1007/978-3-319-24069-5_38journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)The Proactive Context Aware Recommender Systems aim at combining a set of technologies and knowledge about the user context not only in order to deliver the most appropriate information to the user need at the right time but also to recommend it without a user query. In this paper, we propose a contextualized proactive multi-domain recommendation approach for mobile devices. Its objective is to efficiently recommend relevant items that match users' personal interests at the right time without waiting for users to initiate any interaction. Our contribution is divided into two main areas: The modeling of a situational user profile and the definition of an aggregation frame for contextual dimensions combination.User modelling; Context modelling; Context-aware recommendation; Proactive recommendation2015 EN yes primary No duplicate / newest version yes no reject
DA6CP3ZP Event-oriented Keyphrase extraction based on bi-clustering model Zhao, Lin; Zang, Liangjun; Huang, Longtao; Han, Jizhong; Hu, Songlin10.1007/978-3-030-22750-0_16/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Keyphrase extraction, as a basis for many natural language processing and information retrieval tasks, can help people efficiently discover their interested information from vast streams of online documents. Previous methods are mostly proposed in general purpose, where keyphrases that represent the main topics are extracted. However, such keyphrases can hardly distinguish events from massive streams of long text documents that share similar topics and contain highly redundant information. In this paper, we address the task of keyphrase extraction for event-oriented retrieval. We propose a novel bi-clustering model for clustering the documents and keyphrases simultaneously. The model consequently makes the extracted keyphrases more specific and related to the event. We conduct a series of experiments on a real-world dataset. The experimental results demonstrate the better performance of our approach than other unsupervised approaches.Information retrieval; Keyphrase extraction; Bi-clustering model; Event-oriented; Simultaneous learning2019 EN yes primary No duplicate / newest version no reject
CI8J7ZCU Personalized access to scientific publications: From recommendation to explanation De Nart, Dario; Ferrara, Felice; Tasso, Carlo10.1007/978-3-642-38844-6_26journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Several recommender systems have been proposed in the literature for adaptively suggesting useful references to researchers with different interests. However, in order to access the knowledge contained in the recommended papers, the users need to read the publications for identifying the potentially interesting concepts. In this work we propose to overcome this limitation by utilizing a more semantic approach where concepts are extracted from the papers for generating and explaining the recommendations. By showing the concepts used to find the recommended articles, users can have a preliminary idea about the filtered publications, can understand the reasons why the papers were suggested and they can also provide new feedback about the relevance of the concepts utilized for generating the recommendations. © 2013 Springer-Verlag.2013 EN yes primary No duplicate / newest version yes other recommendation yes interconnected can't tell reject
5NASMVKT Cross media recommendation in digital library Zhang, Jia; Yuan, Zhenming; Yu, Kai10.1007/978-3-319-12823-8_21journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Rapidly increasing volumes of heterogeneous media digital contents are produced into the digital library by the forms of the digital books, videos, images, etc. However, traditional recommendation approaches in the digital library cannot support the potential semantic connections across different types of media data. In this paper, a cross-media recommendation algorithm for the digital library is proposed, in which the retrieved items may come from different data sources, and the results do not need to be of the same media type the user ever read or tagged. Firstly, a fused user-item-feature tensor is used to represent the cross-media data set. Then the item-context latent space and item-user rating latent space are reconstructed by TUCKER based tensor decomposition. And the structural grouping sparsity approach is used to select the feature groups and the subset of homogeneous features in one group, which can deal with the difficulty of sparse and high dimension of the big feature matrix. Finally, the Top-n items are recommended according to the prediction probability estimated. Experiments conducted on a crossmedia dataset based on China Academic Digital Associative Library (CADAL). The performances evaluation is based on the recall precision and diversity score. The experiment results show that our approach has good recommendation accuracy as well as good diversity.CADAL; Cross-media recommendation; Feature selection; Sparse representation2014 EN yes primary No duplicate / newest version yes other recommendation no reject
RP2NDT2R TRUPI: Twitter recommendation based on users' personal interests Elmongui, Hicham G.; Mansour, Riham; Morsy, Hader; Khater, Shaymaa; El-Sharkasy, Ahmed; Ibrahim, Rania10.1007/978-3-319-18117-2_20journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Twitter has emerged as one of the most powerful microbloggingservices for real-time sharing of information on the web. Thelarge volume of posts in several topics is overwhelming to twitter userswho might be interested in only few topics. To this end, we proposeTRUPI, a personalized recommendation system for the timelines of twitterusers where tweets are ranked by the user's personal interests. Theproposed system combines the user social features and interactions aswell as the history of her tweets content to attain her interests. Thesystem captures the users interests dynamically by modeling them asa time variant in different topics to accommodate the change of theseinterests over time. More specifically, we combine a set of machine learningand natural language processing techniques to analyze the topics ofthe various tweets posted on the user's timeline and rank them basedon her dynamically detected interests. Our extensive performance evaluationon a publicly available dataset demonstrates the effectiveness ofTRUPI and shows that it outperforms the competitive state of the artby 25% on nDCG@25, and 14% on MAP.Twitter; Dynamic interests; Personalized recommendation 2015 EN yes primary No duplicate / newest version yes other recommendation no reject
AEU6WAMM A multi-view content-based user recommendation scheme for following users in twitter Chechev, Milen; Georgiev, Petko10.1007/978-3-642-35386-4_32journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)This paper describes recommendation techniques that help users to find potentially interesting people to follow at Twitter. The explored techniques are based on a confirmed assumption that the recent activity of users is indicative of their latest friend preferences. Several content-based recommendation strategies are explored, compared and tested. Among them the foundations for a novel hybridization framework are provided and a multi-view approach towards modeling user profiles is considered. The training and test database is crawled with real users and tweets from the Twitter network. A non-standard evaluation scheme is applied in an offline testing context for the various algorithms. Conclusions are drawn as to the viability, relative predictive power and accuracy of the recommendation approaches.Recommendation system; Twitter; Social network; Content-based; Multi-view hybridization2012 EN yes primary No duplicate / newest version yes other no reject
SNZBKP36 Follow my friends this Friday! An analysis of human-generated friendship recommendations Gavilanes, Ruth Garcia; O'Hare, Neil; Aiello, Luca Maria; Jaimes, Alejandro10.1007/978-3-319-03260-3_5journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Online social networks support users in a wide range of activities, such as sharing information and making recommendations. In Twitter, the hashtag #ff, or #followfriday, arose as a popular convention for users to create contact recommendations for others. Hitherto, there has not been any quantitative study of the effect of such human-generated recommendations. This paper is the first study of a large-scale corpus of human friendship recommendations based on such hashtags, using a large corpus of recommendations gathered over a 24 week period and involving a set of nearly 6 million users. We show that these explicit recommendations have a measurable effect on the process of link creation, increasing the chance of link creation between two and three times on average, compared with a recommendation-free scenario. Also, ties created after such recommendations have up to 6% more longevity than other Twitter ties. Finally, we build a supervised system to rank user-generated recommendations, surfacing the most valuable ones with high precision (0.52 MAP), and we find that features describing users and the relationships between them, are discriminative for this task. © 2013 Springer International Publishing.2013 EN yes primary No duplicate / newest version yes other no reject
TNQB5N5J Property-based interest propagation in ontology-based user model Cena, Federica; Likavec, Silvia; Osborne, Francesco10.1007/978-3-642-31454-4_4journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)We present an approach for propagation of user interests in ontology-based user models taking into account the properties declared for the concepts in the ontology. Starting from initial user feedback on an object, we calculate user interest in this particular object and its properties and further propagate user interest to other objects in the ontology, similar or related to the initial object. The similarity and relatedness of objects depends on the number of properties they have in common and their corresponding values. The approach we propose can support finer recommendation modalities, considering the user interest in the objects, as well as in singular properties of objects in the recommendation process. We tested our approach for interest propagation with a real adaptive application and obtained an improvement with respect to IS-A-propagation of interest values. © 2012 Springer-Verlag.2012 EN yes primary No duplicate / newest version yes other yes reject
R26U3PLD User interaction based community detection in online social networks Dev, Himel; Ali, Mohammed Eunus; Hashem, Tanzima10.1007/978-3-319-05813-9_20journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Discovering meaningful communities based on the interactions of different people in online social networks (OSNs) is an active research topic in recent years. However, existing interaction based community detection techniques either rely on the content analysis or only consider underlying structure of the social network graph, while identifying communities in OSNs. As a result, these approaches fail to identify active communities, i.e., communities based on actual interactions rather than mere friendship. To alleviate the limitations of existing approaches, we propose a novel solution of community detection in OSNs. The key idea of our approach comes from the following observations: (i) the degree of interaction between each pair of users can widely vary, which we term as the strength of ties, and (ii) for each pair of users, the interactions with mutual friends, which we term the group behavior, play an important role to determine their belongingness to the same community. Based on these two observations, we propose an efficient solution to detect communities in OSNs. The detailed experimental study shows that our proposed algorithm significantly outperforms state-of-the-art techniques for both real and synthetic datasets © 2014 Springer International Publishing Switzerland.2014 EN yes primary No duplicate / newest version no reject
G3YINSN6 A Passage-Level Text Similarity Calculation Liu, Ming; Zheng, Zihao; Qin, Bing; Liu, Yitong10.1007/978-3-030-60450-9_17/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Along with the explosion of web information, information flow service has attracted the attentions of users. In this kind of service, how to measure the similarity between texts and further filter the redundant information collected from multiple sources becomes the key solution to meet user's desire. One text often mentions several events. The core event mostly decides the main content carried by the text. It should take the pivotal position. For this reason, this paper aims to construct a passage-level event connection graph to model the relations among the events mentioned by one text. The core event can be revealed and is further chosen to measure the similarity between two texts. As shown by experimental results, after measuring text similarity from a passage-level event representation perspective, our unsupervised measuring method acquires superior results than unsupervised methods by a large margin and even comparable results with some popular supervised neuron based methods.Event connection graph; Passage-level event representation; Text similarity calculation; Vector tuning2020 EN yes primary No duplicate / newest version no reject
AETJV2JV A graph-based push service platform Guo, Huifeng; Tang, Ruiming; Ye, Yunming; Li, Zhenguo; He, Xiuqiang10.1007/978-3-319-55699-4_40/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Learning users' preference and making recommendations is critical in information-exploded environment. There are two typical modes for recommendation, known as pull and push, which respectively account for recommendation inside and outside the item market. While previously most recommender systems adopt only pull-mode, push-mode becomes popular in today's mobile environment. This paper presents a push recommendation platform successfully deployed for Huawei App Store, which has reached 0.3 billion registered users and 1.2 million Apps by 2016. Among the various modules in developing this push platform, we recognized the task of target user group discovery to be most essential in terms of CTR. We explored various algorithmic choices for mining target user group, and highlighted one based on recent advance in graph mining, the Partially Absorbing Random Walk [13], which leads to substantial improvement for our push recommendation, compared to the state-of-the-art including the popular PageRank. We also covered our practice in deploying our push platform in both single server and distributed cluster.Partially absorbing random walk; Push recommendation 2017 EN yes primary No duplicate / newest version yes other no reject

ZGUVTPF5
A dynamic mining algorithm for multi-granularity user's learning preference based on ant 
colony optimization Liu, Shengjun; Chen, Shengbing; Meng, Hu10.1007/978-3-319-68121-4_14/FULLTEXT.HTMLjournalArticle IFIP Advances in Information and Communication Technology Mining user's learning preference is one of the key issues in the personalized online learning system, which is of great significance technology for modern educational. In this paper, using the hierarchical characteristics of the knowledge points in the course domain, we defined the equivalence relation and equivalence of knowledge points, and defined the structure of the knowledge points quotient space. Then, the functions of support, pheromone concentration and preference were defined on various levels, and an improved ant colony optimization was proposed to handle the multi granularity data structure of quotient space. An algorithm of multi-granularity Learning Preference Mining based on Ant Colony Optimization (ACO-LPM) was proposed to address the problems about too many learning knowledge points and too few user's test data in the online personalized learning system. The pheromone has the characteristic of dynamic evaporation, so, the preference patterns mined by ACO-LPM can be changed with the change of user interest in real time. The experimental results show that the algorithm can mining the user's learning preferences in online learning system effectively and efficiently.Ant colony optimization; Granular computing; Personalized learning; Preference mining; Quotient space2017 EN yes primary No duplicate / newest version no reject

XJ8HA7HS Infrequent item-to-item recommendation via invariant random fields Daróczy, Bálint; Ayala-Gómez, Frederick; Benczúr, András10.1007/978-3-030-04491-6_20/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Web recommendation services bear great importance in e-commerce and social media, as they aid the user in navigating through the items that are most relevant to her needs. In a typical web site, long history of previous activities or purchases by the user is rarely available. Hence in most cases, recommenders propose items that are similar to the most recent ones viewed in the current user session. The corresponding task is called session based item-to-item recommendation. Generating item-to-item recommendations by “people who viewed this, also viewed” lists works fine for popular items. These recommender systems rely on item-to-item similarities and item-to-item transitions for building next-item recommendations. However, the performance of these methods deteriorates for rare (i.e., infrequent) items with short transaction history. Another difficulty is the cold-start problem, items that recently appeared and had no time yet to accumulate a sufficient number of transactions. In this paper, we describe a probabilistic similarity model based on Random Fields to approximate item-to-item transition probabilities. We give a generative model for the item interactions based on arbitrary distance measures over the items including explicit, implicit ratings and external metadata. We reach significant gains in particular for recommending items that follow rare items. Our experiments on various publicly available data sets show that our new model outperforms both simple similarity baseline methods and recent item-to-item recommenders, under several different performance metrics.Recommender systems; Fisher information; Markov random fields 2018 EN yes primary No duplicate / newest version yes other recommendation no reject

XUQLPXJM
The representation for all model: An agent-based collaborative method for more meaningful 
citizen participation in urban planning Marsal-Llacuna, Maria Lluïsa; De La Rosa-Esteva, Josep Lluís10.1007/978-3-642-39646-5_24journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Our Model is designed to greatly increase public participation in urban planning and make it more citizen-friendly. We use an agent technology consisting of a pair of opinion-miner recommender agents which, through mining of the opinions of citizens, make recommendations to planners on the design of the master plan. The advantages of using recommender agent technology in our DSS Model are that it accelerates acceptance of planning proposals and creates more participatory urban planning. A particularly innovative feature of our Model is that public participation occurs both before and during the development of the master plan, and in a citizen-friendly way. With our Model, planners come up with citizen-sensitive proposals and are able to more accurately predict the reaction of citizens to them. The case of the redesign of the Diagonal Avenue in Barcelona is provided as a concluding example. © 2013 Springer-Verlag Berlin Heidelberg.decision support system; opinion-miner recommender agents; public participation; urban planning2013 EN yes primary No duplicate / newest version yes other recommendation reject

TLYCZPFV Stream-based recommendation for enterprise social media streams Lunze, Torsten; Katz, Philipp; Röhrborn, Dirk; Schill, Alexander10.1007/978-3-642-38366-3_15journalArticle Lecture Notes in Business Information Processing Social media streams can be used for aggregating heterogeneous information sources into a single representation. In Enterprise Social Media Streams, employees interact with the stream and with other employees producing a constantly growing amount of new information. For avoiding an information overload, a recommendation engine must help the user to filter important information. This paper uses a Stream Recommender System (SRS) and presents an algorithm for an SRS to work within an enterprise context. The algorithms makes use of different social media specific features, including a feature that maintains a content-based user model. The algorithm has been evaluated against ratings, which have been collected within an existing productive Enterprise 2.0 system.Information retrieval; Stream-based recommender; Enterprise 2.0; Enterprise social media streams2013 EN yes primary No duplicate / newest version yes other recommendation no reject

CFJ6J8NJ
My personal user interface: A semantic user-centric approach to manage and share user 
information Plumbaum, Till; Schulz, Katja; Kurze, Martin; Albayrak, Sahin10.1007/978-3-642-21793-7_66journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)With the growing impact of the Web 2.0 on our every day life, people start to use more and more different web based services like Facebook or Twitter. Thereby, they generate and distribute personal and social information such as interests, preferences and goals that are stored in a user profile. This leads to open challenges regarding the users ability to keep track of their personal information but it also offers chances to use this data to enhance personalization and recommendations of existing services. This paper presents a user-centric, thus privacy preserving, system to cope with these challenges and a personal user interface (UI) that allows users to manage and share personal data. © 2011 Springer-Verlag.recommender systems; data mining; user modeling; information visualization; ontological engineering; semantic mapping; user-centered design2011 EN yes primary No duplicate / newest version no reject

YNF5TWZQ Personalized book recommendations created by using social media data Pera, Maria Soledad; Condie, Nicole; Ng, Yiu Kai10.1007/978-3-642-24396-7_31journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Book recommendation systems can benefit commercial websites, social media sites, and digital libraries, to name a few, by alleviating the knowledge acquisition process of users who look for books that are appealing to them. Even though existing book recommenders, which are based on either collaborative filtering, text content, or the hybrid approach, aid users in locating books (among the millions available), their recommendations are not personalized enough to meet users' expectations due to their collective assumption on group preference and/or exact content matching, which is a failure. To address this problem, we have developed PBRecS, a book recommendation system that is based on social interactions and personal interests to suggest books appealing to users. PBRecS relies on the friendships established on a social networking site, such as LibraryThing, to generate more personalized suggestions by including in the recommendations solely books that belong to a user's friends who share common interests with the user, in addition to applying word-correlation factors for partially matching book tags to disclose books similar in contents. The conducted empirical study on data extracted from LibraryThing has verified (i) the effectiveness of PBRecS using social-media data to improve the quality of book recommendations and (ii) that PBRecS outperforms the recommenders employed by Amazon and LibraryThing. © 2011 Springer-Verlag.2011 EN yes primary No duplicate / newest version yes other recommendation no reject
WTJZS98F Utilizing microblogs for web page relevant term acquisition Uherčík, Tomáš; Šimko, Marián; Bieliková, Mária10.1007/978-3-642-35843-2_39journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)To allow advanced processing of information available on the Web, the web content necessitates semantic descriptions (metadata) processable by machines. Manual creation of metadata even in a lightweight form such as (web page) relevant terms is for us humans demanding and almost an impossible task, especially when considering open information space such as the Web. New approaches are devised continuously to automate the process. In the age of the Social Web an important new source of data to mine emerges - social annotations of web content. In this paper we utilize microblogs in particular. We present a method for relevant domain terms extraction for web resources based on processing of the biggest microblogging service to date - Twitter. The method leverages social characteristics of the Twitter network to consider different relevancies of Twitter posts assigned to the web resources. We evaluated the method in a user experiment while observing its performance for different types of web content. © 2013 Springer-Verlag Berlin Heidelberg.twitter; automatic term recognition; keyword extraction; microblog; social annotations; user-generated content2013 EN yes primary No duplicate / newest version no reject
9GPSR59Z Similitude: Decentralised adaptation in large-scale P2P recommenders Frey, Davide; Kermarrec, Anne Marie; Maddock, Christopher; Mauthe, Andreas; Roman, Pierre Louis; Taïani, François10.1007/978-3-319-19129-4_5journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Decentralised recommenders have been proposed to deliver privacy-preserving, personalised and highly scalable on-line recommendations. Current implementations tend, however, to rely on a hard-wired similarity metric that cannot adapt. This constitutes a strong limitation in the face of evolving needs. In this paper,we propose a framework to develop dynamically adaptive decentralised recommendation systems. Our proposal supports a decentralised form of adaptation, in which individual nodes can independently select, and update their own recommendation algorithm, while still collectively contributing to the overall system's mission.Collaborative Filtering; Adaptation; Decentralised Systems; Distributed Computing; Recommendation Systems2015 EN yes primary No duplicate / newest version yes other no reject
FHUIFSAD Study of Priority Recommendation Method Based on Cognitive Diagnosis Model Zhang, Suojuan; Liu, Jiao; Huang, Song; Song, Jinyu; Yu, Xiaohan; Liao, Xianglin10.1007/978-981-15-7984-4_46/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science In the context of personalized learning, the recommendation method aims to provide appropriate exercises for each student. And individualized knowledge status may give more effective recommendation. In this study, a priority recommendation method based on cognitive diagnosis model is proposed, and cosine similarity algorithm is applied to improve the accuracy and interpretability of recommendation. Then the performance of the methods was compared under cognitive diagnosis models. The experimental results show that the method proposed achieves more accurate results and better performance.Cognitive diagnosis; Knowledge mastery; Priority recommendation; Similarity2020 EN yes primary No duplicate / newest version yes recommendation no reject
S9B7FKH8 A non-intrusive movie recommendation system Farinella, Tania; Bergamaschi, Sonia; Po, Laura10.1007/978-3-642-33615-7_19journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Several recommendation systems have been developed to support the user in choosing an interesting movie from multimedia repositories. The widely utilized collaborative-filtering systems focus on the analysis of user profiles or user ratings of the items. However, these systems decrease their performance at the start-up phase and due to privacy issues, when a user hides most of his personal data. On the other hand, content-based recommendation systems compare movie features to suggest similar multimedia contents; these systems are based on less invasive observations, however they find some difficulties to supply tailored suggestions. In this paper, we propose a plot-based recommendation system, which is based upon an evaluation of similarity among the plot of a video that was watched by the user and a large amount of plots that is stored in a movie database. Since it is independent from the number of user ratings, it is able to propose famous and beloved movies as well as old or unheard movies/programs that are still strongly related to the content of the video the user has watched. We experimented different methodologies to compare natural language descriptions of movies (plots) and evaluated the Latent Semantic Analysis (LSA) to be the superior one in supporting the selection of similar plots. In order to increase the efficiency of LSA, different models have been experimented and in the end, a recommendation system that is able to compare about two hundred thousands movie plots in less than a minute has been developed. © 2012 Springer-Verlag.Recommendation; Latent Semantic Analysis; Movie; Personalized Content2012 EN yes primary No duplicate / newest version yes other recommendation reject
2QH5PYZF Learning to find comparable entities on the web Huang, Xiaojiang; Wan, Xiaojun; Xiao, Jianguo10.1007/978-3-642-35063-4_2journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Comparison is a popular way for people to discover the commonality and difference between two entities (e.g. product, person, company, event, etc.). It would be very useful to automatically provide comparison results for the user. The prerequisite step of this task is to find comparable entities. In this paper, we propose a novel Web mining system to address the task of finding comparable entities for a given single entity. First, the system uses a bootstrapping method to find candidate entities for the given entity through natural language analysis in the snippets of search engine results. Then, the system uses set expansion techniques to find more candidate entities though semi-structured HTML analysis in the downloaded web pages. Finally, the system uses a supervised learning method to classify the candidate entities into either comparable or incomparable by incorporating linguistic, statistical and semantic features. Experimental results demonstrate that our proposed framework can outperform the baseline systems. © 2012 Springer-Verlag.Comparable Entity Finding; Set Expansion; Web Mining 2012 EN yes primary No duplicate / newest version no reject
EG9I96S5 DECiSION: Data-drivEn Customer Service InnovatiON Esposito, Dario; Polignano, Marco; Basile, Pierpaolo; de Gemmis, Marco; Primiceri, Davide; Lisi, Stefano; Casaburi, Mauro; Basile, Giorgio; Mennitti, Matteo; Carella, Valentina; Manzari, Vito10.1007/978-3-030-58811-3_7/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)The paper presents DECiSION, an innovative framework in the field of Information Seeking Support Systems, able to retrieve all the data involved in a decision-making process, and to process, categorize and make them available in a useful form for the ultimate purpose of the user request. The platform is equipped with natural language understanding capabilities, allowing the interpretation of user requests and the identification of information sources from which to independently retrieve the information needed for the sensemaking task. The project foresees the implementation of a chatbot, which acts as a virtual assistant, and a conversational recommender system, able to dialogue with the user to discover their preferences and orient their answers in a personalized way. The goal is therefore to create an intelligent system to answer autonomously and comprehensively questions posed in natural language about a specific reference domain, to support the decision-making process. The paper describes the general architecture of the framework and then focuses on the key component that automatically translate the natural language user query into a machine-readable query for the service repository.Natural language processing; Information Filtering; Information Seeking Support Systems2020 EN yes primary No duplicate / newest version no reject
FZH62S3A Malware phylogenetics based on the multiview graphical lasso Anderson, Blake; Lane, Terran; Hash, Curtis10.1007/978-3-319-12571-8journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Malware phylogenetics has gained a lot of traction over the past several years. More recently, researchers have begun looking at directed acyclic graphs (DAG) to model the evolutionary relationships between samples of malware. Phylogenetic graphs offer analysts a better understanding of how malware has evolved by clearly illustrating the lineage of a given family. In this paper, we present a novel algorithm based on graphical lasso. We extend graphical lasso to incorporate multiple views, both static and dynamic, of malware. For each program family, a convex combination of the views is found such that the objective function of graphical lasso is maximized. Learning the weights of each view on a per-family basis, as opposed to treating all views as an extended feature vector, is essential in the malware domain because different families employ different obfuscation strategies which limits the information of different views. We demonstrate results on three malicious families and two benign families where the ground truth is known.Gaussian graphical models; Malware; Multiview learning 2014 EN yes primary No duplicate / newest version no reject
TKDNX4GR Contextual information search based on ontological user profile Mohammed, Nazim Uddin; Duong, Trong Hai; Jo, Geun Sik10.1007/978-3-642-16732-4_52journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Internet users use the web to search for information they need. Every user has some particular interests and preferences when he/she searches information on the web. It is challenging to trace the exact interests of a user by a system to provide the information he/she wants. Personalization is a popular technique in information retrieval to present information based on an individual user's needs. The main challenges of effective personalization are to model the users and identify the users' context for accessing information. In this paper, we propose a framework to model the user details and context for personalized web search. We construct an ontological user profile describing the users preferences based on the users context. Finally, we use a semantic analysis of the log files approach for the initial construction of the ontological users profile and learn the profile over time. Web information can be accessed based on the ontological user profiles, re-ranking the searched results considering the users' context. Experiments show that our ontological approach to modeling users and context enables us to tailor the web search results for users based on users' interests and preferences. © 2010 Springer-Verlag Berlin Heidelberg.Personalization; Ontology; Context; Ontology-based User Profile; User Profile2010 EN yes primary No duplicate / newest version yes other recommendation yes can't tell reject
32YAZW3S Learning to rank for personalised fashion recommender systems via implicit feedback Nguyen, Hai Thanh; Almenningen, Thomas; Havig, Martin; Schistad, Herman; Kofod-Petersen, Anders; Langseth, Helge; Ramampiaro, Heri10.1007/978-3-319-13817-6_6journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Fashion e-commerce is a fast growing area in online shopping. The fashion domain has several interesting properties, which make personalised recommendations more difficult than in more traditional domains. To avoid potential bias when using explicit user ratings, which are also expensive to obtain, this work approaches fashion recommendations by analysing implicit feedback from users in an app. A user's actual behaviour, such as Clicks, Wants and Purchases, is used to infer her implicit preference score of an item she has interacted with. This score is then blended with information about the item's price and popularity as well as the recentness of the user's action wrt. the item. Based on these implicit preference scores, we infer the user's ranking of other fashion items by applying different recommendation algorithms. Experimental results show that the proposed method outperforms the most popular baseline approach, thus demonstrating its effectiveness and viability.2014 EN yes primary No duplicate / newest version yes other recommendation no reject

IWCKKI2W
iSCUR: Interest and sentiment-based community detection for user recommendation on 
twitter Gurini, Davide Feltoni; Gasparetti, Fabio; Micarelli, Alessandro; Sansonetti, Giuseppe10.1007/978-3-319-08786-3_27journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)The increasing popularity of social networks has encouraged a large number of significant research works on community detection and user recommendation. The idea behind this work is that taking into account peculiar users' attitudes (i.e., sentiments, opinions or ways of thinking) toward their own interests can bring benefits in performing such tasks. In this paper we describe (i) a novel method to infer sentimentbased communities without the requirement of obtaining the whole social structure, and (ii) a community-based approach to user recommendation. We take advantage of the SVO (sentiment-volume-objectivity) user profiling and the Tanimoto similarity to evaluate user similarity for each topic. Afterwards we employ a clustering algorithm based on modularity optimization to find densely connected users and the Adamic-Adar tie strength to finally suggest the most relevant users to follow. Preliminary experimental results on Twitter reveal the benefits of our approach compared to some state-of-the-art user recommendation techniques.2014 EN yes primary No duplicate / newest version yes other recommendation no reject

IWJPS2Q6 Social analytics for personalization in work environments Wang, Qihua; Jin, Hongxia10.1007/978-3-642-23535-1_28journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)A user's context in work environments, or work context, provides fine-grained knowledge on the user's skills, projects, and collaborators. Such work context is valuable to personalize many web applications, such as search and various recommendation tasks. In this paper, we explore the use of work contexts derived from users' various online social activities, such as tagging and blogging, for personalization purposes. We describe a system for building user work context profiles, including methods for cleaning source data, integrating information from multiple sources, and performing semantic enrichment on user data. We have evaluated the quality of the created work-context profiles through simulations on personalizing two common web applications, namely tag recommendation and search, using real-world data collected from large-scale social systems. © 2011 Springer-Verlag.2011 EN yes primary No duplicate / newest version yes other recommendation no reject
G2DBYJZF Smarter mobile apps through integrated natural language processing services Sateli, Bahar; Cook, Gina; Witte, René10.1007/978-3-642-40276-0_15journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Smartphones are fast becoming ever-present personal assistants. Third-party 'apps' provide users with nearly unlimited customization options. A large amount of content read on these devices is text based - such as emails, web pages, or documents. Natural Language Processing (NLP) can help to make apps smarter, by automatically analyzing the meaning of content and taking appropriate actions on behalf of their users. However, due to its complexity, NLP has yet to find widespread adoption in smartphone or tablet applications. We present a novel way of integrating NLP into Android applications. It is based on a library that can be integrated into any app, allowing it to execute remote NLP pipelines (e.g., for information extraction, summarization, or question-answering) through web service calls. Enabling a separation of concerns, our architecture makes it possible for smartphone developers to make use of any NLP pipeline that has been developed by a language engineer. We demonstrate the applicability of these ideas with our open source Android library, based on the Semantic Assistants framework, and a prototype application 'iForgotWho' that detects names, numbers and organizations in user content and automatically enters them into the contact book. © 2013 Springer-Verlag.2013 EN yes primary No duplicate / newest version no reject
9SV72VLM Towards a novel and timely search and discovery system using the real-time social web Phelan, Owen; McCarthy, Kevin; Smyth, Barry10.1007/978-3-642-37401-2_72journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)The world of web search is changing. Mainstream search engines like Google and Bing are adding social signals to conventional query-based services while social networks like Twitter and Facebook are adding query-based search to sharing-based services. Our search and discovery system, Yokie, harnesses the wisdom of the crowd of communities of Twitter users to create indexes of proto-content (or recently shared content) that is typically not yet indexed by mainstream search engines. The system includes an architecture [13] for a range of contextual queries and ranking strategies beyond standard relevance. In this paper, we focus on evaluating Yokie's ability to retrieve timely, relevant and exclusive results with which users interacted and found useful, compared to other standard web services. © 2013 Springer-Verlag.2013 EN yes primary No duplicate / newest version no reject
P9JQUGV8 Implicit feedback mining for recommendation Song, Yan; Yang, Ping; Zhang, Chunhong; Ji, Yang10.1007/978-3-319-22047-5_30journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Social media creates valuable feedback, either explicitly or implicitly, which can be used to develop an effective recommendation. Explicit feedback, like rating, allows users to explicitly express their preference on items. However, the reluctance of users to provide explicit feedback makes it difficult to get sufficient and representative explicit feedback. In contrast, implicit feedback has the advantage of being collected at much lower cost, in much larger quantities, and without burden on users. Thus, we mine the implicit feedback, including tweets and tags, to provide virtual rating and user similarity for recommendation. Taking the factor that tweets reflect users' sentiment on some item into consideration, we use sentiment analysis score as the virtual rating, and propose a Weighted Semantic Tag Similarity Method (WSTSM) to get user similarity. Experimental on a real SINA microblog dataset demonstrates that our method outperforms the traditional PMF in terms of RMSE by 8.55% due to the informative implicit feedback embedded in tweets and tags.Implicit feedback; Sentiment analysis; Recommend; Tag 2015 EN yes primary No duplicate / newest version yes other recommendation no reject
EVUTXKPX A mobile-based system for context-aware music recommendations Karlsson, Börje F.; Okada, Karla; Noleto, Tomaz10.1007/978-3-642-33412-2_53journalArticle IFIP Advances in Information and Communication Technology As mobile devices are always with users and music listening is a very personal and situational behaviour, contextual information could be used to greatly enhance music recommendations. However, making such use of context, while learning user profiles, is still a challenging problem. We present a system for collecting context and usage data from mobile devices, but targeted at recommending music according to learned user profiles and specific situations. The developed data flow system requires supporting both short enough response times and longer asynchronous reasoning on the collected data. Furthermore, the mobile phone acts not only as sensor, but is directly related to the effectiveness of the music service experience. Thus, this paper provides a description of our approach to the system and the initial results of a usability test of the mobile application and its backend system. © 2012 IFIP International Federation for Information Processing.recommender systems; context-aware systems; data flow; Music 2012 EN yes primary No duplicate / newest version yes other recommendation no reject
XNNA2TQZ A novel KNN approach for session-based recommendation Guo, Huifeng; Tang, Ruiming; Ye, Yunming; Liu, Feng; Zhang, Yuzhou10.1007/978-3-030-16145-3_30/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)The KNN approach, which is widely used in recommender systems because of its efficiency, robustness and interpretability, is proposed for session-based recommendation recently and outperforms recurrent neural network algorithms. It captures the most recent co-occurrence information of items by considering the interaction time. However, it neglects the co-occurrence information of items in the historical behavior which is interacted earlier than others and cannot discriminate the impact of vertices with different popularity. Due to these observations, this paper presents a novel KNN approach to address these issues for session-based recommendation. Specifically, a diffusion-based similarity method is proposed for incorporating the popularity of items, and the candidate selection method is proposed to capture more co-occurrence information of items in the same session efficiently. Comprehensive experiments are conducted to demonstrate the effectiveness of our KNN approach over the state-of-the-art KNN approach for session-based recommendation on three benchmark datasets.Session-based recommendation; Diffusion model; Nearest neighbor 2019 EN yes primary No duplicate / newest version yes no reject
5PUARC98 Enhancing social recommendation with sentiment communities Gurini, Davide Feltoni; Gasparetti, Fabio; Micarelli, Alessandro; Sansonetti, Giuseppe10.1007/978-3-319-26187-4_28/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Among the various recommender systems proposed in the literature, there is an increase in relevance and number of those that suggest users of possible interest to the target user. In this article, we propose a new algorithm for realizing user recommenders, named SCORES (Sentiment Communities Recommender System). This algorithm relies on the identification of sentiment communities in which, for each topic cited by the user, we consider not only the relative sentiment, but also the volume and the objectivity of contents generated by him. The graph related to each topic is obtained by considering the Tanimoto similarity between users. The recommendation process occurs by clustering the obtained graph to detect latent communities, and suggesting to the target user the most similar K users based on tie strength measures. A comparative analysis between SCORES and some state-of-the-art approaches shows the benefits in term of performance.Recommender system; Sentiment analysis; Community detection 2015 EN yes primary No duplicate / newest version yes other recommendation no reject
4AUC453Y Time-aware recommender systems: A systematic mapping de Borba, Eduardo José; Gasparini, Isabela; Lichtnow, Daniel10.1007/978-3-319-58077-7_38/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)A Recommender System (RS) provides personalized suggestions of objects of users' interest or that they may like. Traditional RS techniques consider only aspects related to users and items to recommend and ignore contextual information. Context-Aware RS (CARS) consider information about the user's context to improve the recommendation process. Time is adimension of context that has the advantage of being easy to collect, since almost any system can record the interaction timestamp. Moreover, time can serve as valuable input for improving recommendation quality. Therefore, this work aims to investigate how time is being applied in CARS and, for this purpose, we used a Systematic Mapping methodology. In total, 88 papers were considered to answer the research questions defined. Initially we observed that the papers' distribution by year have been increased in the last years. As a result, we also defined seven categories of how CARS uses the time in recommendation process.Recommender system; Context-aware; Time-aware; Systematic mapping2017 EN yes secondary No duplicate / newest version reject
NBLQAJC4 A framework for research publication recommendation system Maleszka, Bernadetta 10.1007/978-3-030-28377-3_14/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Information overload is one of the main problem of nowadays information retrieval systems. To obtain relevant information or items, many users use recommendation systems which are commonly available: for products in Internet stores, musics, books, etc. Also in the field of research papers it is hard to find relevant items. There exists many scientific search engines that retrieve huge databases to find best papers but it would be comfortable to have an ability to find the best journal or conference where to publish current paper. Every researcher receive many “calls for papers” but many times the propositions are rather random and a little correlated with our research. In this paper we explore possibilities of collaborative filtering and content-based approaches to Publication Recommender System. We have presented a simple case study for a selected group of users.Collaborative filtering; Conference recommendation system; Content-based methods; Journal recommendation system2019 EN yes primary No duplicate / newest version yes other recommendation no reject
RKQY5MPC A web browsing behavior recording system Ohmura, Hayato; Kitasuka, Teruaki; Aritsugi, Masayoshi10.1007/978-3-642-23866-6_6journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In this paper, we introduce a Web browsing behavior recording system for research. Web browsing behavior data can help us to provide sophisticated services for human activities, because the data must indicate characteristics of Web users. We discuss the necessity of the data with potential benefits, and develop a system for collecting the data as an add-on for Firefox. We also report some results of preliminary experiments to test its usefulness in analyses on human activities in this paper. © 2011 Springer-Verlag.browser; browsing behavior; Web browsing 2011 EN yes primary No duplicate / newest version no reject
4PPDVV9M Building context-aware group recommendations in E-learning systems Zakrzewska, Danuta 10.1007/978-3-642-23935-9_13journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Building group recommendations for students enables to suggest colleagues of similar features, with whom they can learn together by using the same teaching materials. Recommendations should depend on the context of use of an e-learning environment. In the paper, it is considered building context-aware recommendations, which aims at indicating suitable learning resources. It is assumed that learners are modeled by attributes of nominal values. It is proposed to use the method based on the Bayes formula. The performance of the technique is validated on the basis of data of students, who are described by cognitive traits such as dominant learning style dimensions. Experiments are done for real data of different groups of similar students as well as of individual learners.E-learning; Bayesian classifier; Context recommendations 2011 EN yes primary No duplicate / newest version yes other recommendation no reject
FDVPUAFM Toward building a content-based video recommendation system based on low-level features Deldjoo, Yashar; Elahi, Mehdi; Quadrana, Massimo; Cremonesi, Paolo10.1007/978-3-319-27729-5_4/FULLTEXT.HTMLjournalArticle Lecture Notes in Business Information Processing One of the challenges in video recommendation systems is the New Item problem, which happens when the system is unable to recommend video items, that no information is available about them. For example, in the popular movie-sharing websites, such as Youtube, every-day, hundred millions of hours of videos are uploaded and big portion of these videos may not contain any meta-data, to be used by the system to generate recommendations. In this paper, we address this problem by proposing a method, that is based on automatic analysis of the video content in order to extract a number representative low-level visual features. Such features are then used to generate personalized content-based recommendations. Our evaluation shows that our proposed method can outperform the baselines, by producing more relevant recommendations. Hence, a set low-level features extracted automatically can be more descriptive and informative of the video content than a set of high-level expert annotated features.Recommender systems; Content based; Low level; Video 2015 EN yes primary No duplicate / newest version yes other recommendation reject
3RZ8SPLH Temporal Aspects of Content Recommendation on a Microblog Corpus Ramos Casimiro, Caio; Paraboni, Ivandré10.1007/978-3-319-09761-9_20journalArticle 2014 EN yes primary accessible No duplicate / newest version yes other recommendation no reject
VKQ8EUB3 Graph Embedding Based Recommendation Techniques on the Knowledge Graph Grad-Gyenge, László; Kiss, Attila; Filzmoser, Peter10.1145/3099023.3099096conferencePaper Adjunct Publication of the 25th Conference on User Modeling, Adaptation and PersonalizationThis paper presents a novel, graph embedding based recommendation technique. The method operates on the knowledge graph, an information representation technique alloying content-based and collaborative information. To generate recommendations, a two dimensional embedding is developed for the knowledge graph. As the embedding maps the users and the items to the same vector space, the recommendations are then calculated on a spatial basis. Regarding to the number of cold start cases, precision, recall, normalized Cumulative Discounted Gain and computational resource need, the evaluation shows that the introduced technique delivers a higher performance compared to collaborative filtering on top-n recommendation lists. Our further finding is that graph embedding based methods show a more stable performance in the case of an increasing amount of user preference information compared to the benchmark method.recommender system; knowledge graph; graph embedding; graph layout; recommendation technique2017 EN yes primary No duplicate / newest version yes other recommendation yes reject
3EBIHELV Jointly Non-Sampling Learning for Knowledge Graph Enhanced Recommendation Chen, Chong; Zhang, Min; Ma, Weizhi; Liu, Yiqun; Ma, ShaopingbookSection Proceedings of the 43rd International ACM SIGIR Conference on Research and Development in Information RetrievalKnowledge graph (KG) contains well-structured external information and has shown to be effective for high-quality recommendation. However, existing KG enhanced recommendation methods have largely focused on exploring advanced neural network architectures to better investigate the structural information of KG. While for model learning, these methods mainly rely on Negative Sampling (NS) to optimize the models for both KG embedding task and recommendation task. Since NS is not robust (e.g., sampling a small fraction of negative instances may lose lots of useful information), it is reasonable to argue that these methods are insufficient to capture collaborative information among users, items, and entities.In this paper, we propose a novel Jointly Non-Sampling learning model for Knowledge graph enhanced Recommendation (JNSKR). Specifically, we first design a new efficient NS optimization algorithm for knowledge graph embedding learning. The subgraphs are then encoded by the proposed attentive neural network to better characterize user preference over items. Through novel designs of memorization strategies and joint learning framework, JNSKR not only models the fine-grained connections among users, items, and entities, but also efficiently learns model parameters from the whole training data (including all non-observed data) with a rather low time complexity. Experimental results on two public benchmarks show that JNSKR significantly outperforms the state-of-the-art methods like RippleNet and KGAT. Remarkably, JNSKR also shows significant advantages in training efficiency (about 20 times faster than KGAT), which makes it more applicable to real-world large-scale systems.2020 EN yes primary No duplicate / newest version yes other recommendation yes reject
PW8JMQ4P Feedback Knowledge Graph for Recommendation Zang, Zhenyu; Yang, Xiaohui10.1145/3440054.3440061conferencePaper 2020 2nd International Conference on Big-Data Service and Intelligent ComputationKnowledge graph is wildly used in recommendation system to deal with the sparsity and lack of interactive information. The negative samples in most recommendation systems are obtained by negative sampling from the no interactive data. There are some false marks in negative sampling, and lack reasonable explanation. The real negative examples should exist in the user's interaction history, and user's preferences can be obtained from the feedback data (i.e.: ratings, reviews). In this paper, we use feedback data to find the negative samples, and propose a Feedback Knowledge Graph (FKG) which can give good explanation for the results. Specifically, the interactive data is divided into positive and negative samples by feedback information, and attention mechanism is introduced to aggregate information from different neighbors. Finally, we use a neural network to make interactive prediction of user items. Extensive experiments on two real-world datasets show that our model achieves good results.Recommendation system; Knowledge graph; Distinguishing samples; Feedback information2020 EN yes primary No duplicate / newest version yes other recommendation yes reject
W53SBMD4 Session-Based Recommendation with Context-Aware Attention Network Wu, Jinsheng; Ou, Zhonghong; Song, Meina10.1145/3377170.3377269conferencePaper Proceedings of the 2019 7th International Conference on Information Technology: IoT and Smart CitySession-based recommendation aims to generate recommendation results based on user's anonymous session. Previous studies model the session as a sequence and use Recursive Neural Network (RNN) to represent user behavior for recommendations. Although achieved promising result, previous studies ignore the relationship between session's items and external context of session, which fails in revealing the intrinsic relation between them. To tackle the problem mentioned above, we propose a novel method, i.e., Session-based Recommendation with Context-Aware Attention Network, SR-CAAN, which enhances the ability of modeling the user preference by combining sequence prediction with session external context aware method. In the proposed method, we incorporate external knowledge with Knowledge Graph (KG) to obtain the external context of session by using attention mechanism. Each session is presented as a composition of the external context of session and user's long-short term interest is obtained by Recurrent Neural Networks (RNNs). Experiments conducted on real word datasets demonstrate that SR-CAAN outperform the state-of-the-art significantly.Deep Neural Networks; Session-based Recommendation; Attention Mode; Knowledge Graph Representation2019 EN yes primary No duplicate / newest version yes other recommendation yes interconnected evaluated reject
H5Z6E9WF Hybrid Event Recommendation Using Linked Data and User Diversity Khrouf, Houda; Troncy, Raphaël10.1145/2507157.2507171conferencePaper Proceedings of the 7th ACM Conference on Recommender Systems An ever increasing number of social services offer thousands of diverse events per day. Users tend to be overwhelmed by the massive amount of information available, especially with limited browsing options perceived in many event web services. To alleviate this information overload, a recommender system becomes a vital component for assisting users selecting relevant events. However, such system faces a number of challenges owed to the the inherent complex nature of an event. In this paper, we propose a novel hybrid approach built on top of Semantic Web. On the one hand, we use a content-based system enriched with Linked Data to overcome the data sparsity, a problem induced by the transiency of events. On the other hand, we incorporate a collaborative filtering to involve the social aspect, an influential feature in decision making. This hybrid system is enhanced by the integration of a user diversity model designed to detect user propensity towards specific topics. We show how the hybridization of CB+CF systems and the integration of interest diversity features are important to improve predictions. Experimental results demonstrate the effectiveness of our approach using precision and recall measures.linked data; event recommendation; lode ontology; user diversity 2013 EN yes primary No duplicate / newest version yes other recommendation yes reject
8WBHMRD9 Know Thy Neighbors, and More! Studying the Role of Context in Entity Recommendation Bhatia, Sumit; Vishwakarma, Harit10.1145/3209542.3209548conferencePaper Proceedings of the 29th on Hypertext and Social Media Knowledge Graphs capture the semantic relations between real-world entities and can thus, allow end-users to explore different aspects of an entity of interest by traversing through the edges in the graph. Most of the state-of-the-art methods in entity recommendation are limited in the sense that they allow users to search only in the immediate neighborhood of the entity of interest. This is majorly due to efficiency reasons as the search space increases exponentially as we move further away from the entity of interest in the graph. Often, users perform the search task in the context of an information need and we investigate the role this context can play in overcoming the scalability issue and improving knowledge graph exploration. Intuitively, only a small subset of entities in the graph are relevant to a users' interest. We show how can we efficiently select this sub-set by utilizing contextual clues and using graph-theoretic measures to further re-rank this set to offer highly relevant graph exploration capabilities to end-users.entity retrieval; entity recommendation; contextual entity recommendation; contextual exploration; entity search; information discovery; knowledge graph exploration2018 EN yes primary No duplicate / newest version no reject
CD8WH5EK Reinforcement Knowledge Graph Reasoning for Explainable Recommendation Xian, Yikun; Fu, Zuohui; Muthukrishnan, S; de Melo, Gerard; Zhang, Yongfeng10.1145/3331184.3331203conferencePaper Proceedings of the 42nd International ACM SIGIR Conference on Research and Development in Information RetrievalRecent advances in personalized recommendation have sparked great interest in the exploitation of rich structured information provided by knowledge graphs. Unlike most existing approaches that only focus on leveraging knowledge graphs for more accurate recommendation, we aim to conduct explicit reasoning with knowledge for decision making so that the recommendations are generated and supported by an interpretable causal inference procedure. To this end, we propose a method called Policy-Guided Path Reasoning (PGPR), which couples recommendation and interpretability by providing actual paths in a knowledge graph. Our contributions include four aspects. We first highlight the significance of incorporating knowledge graphs into recommendation to formally define and interpret the reasoning process. Second, we propose a reinforcement learning (RL) approach featured by an innovative soft reward strategy, user-conditional action pruning and a multi-hop scoring function. Third, we design a policy-guided graph search algorithm to efficiently and effectively sample reasoning paths for recommendation. Finally, we extensively evaluate our method on several large-scale real-world benchmark datasets, obtaining favorable results compared with state-of-the-art methods.knowledge graphs; recommendation system; explainability; reinforcement learning2019 EN yes primary No duplicate / newest version yes other recommendation can't tell reject
Z5IYC9QQ Recommendation Through Mixtures of Heterogeneous Item Relationships Kang, Wang-Cheng; Wan, Mengting; McAuley, Julian10.1145/3269206.3271792conferencePaper Proceedings of the 27th ACM International Conference on Information and Knowledge ManagementRecommender Systems have proliferated as general-purpose approaches to model a wide variety of consumer interaction data. Specific instances make use of signals ranging from user feedback, item relationships, geographic locality, social influence (etc.). Typically, research proceeds by showing that making use of a specific signal (within a carefully designed model) allows for higher-fidelity recommendations on a particular dataset. Of course, the real situation is more nuanced, in which a combination of many signals may be at play, or favored in different proportion by individual users. Here we seek to develop a framework that is capable of combining such heterogeneous item relationships by simultaneously modeling (a) what modality of recommendation is a user likely to be susceptible to at a particular point in time; and (b) what is the best recommendation from each modality. Our method borrows ideas from mixtures-of-experts approaches as well as knowledge graph embeddings. We find that our approach naturally yields more accurate recommendations than alternatives, while also providing intuitive 'explanations' behind the recommendations it provides.item relationships; next-item recommendation 2018 EN yes primary No duplicate / newest version yes other recommendation can't tell reject
4S4YUVF8 Self-attention Based Collaborative Neural Network for Recommendation Ma, Shengchao; Zhu, Jinghua10.1007/978-3-030-23597-0_19/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)With the rapid development of e-commerce, various types of recommendation systems have emerged in an endless stream. Collaborative filtering based recommendation methods are either based on user similarity or item similarity. Neural network as another choice of recommendation method is also based on item similarity. In this paper, we propose a new model named Self Attention based Collaborative Neural Network (SATCoNN) to combine both user similarity and item similarity. SATCoNN is an extension of Recurrent Neural Network (RNN). SATCoNN model uses self-attention mechanism to compute the weight of products in multi aspects from user purchase history which form a user purchase history vector. Borrowing the idea of image style transfer, we model the users' shopping style by gram matrix. We exploit the max-pooling technique to extract users style as a style vector in gram matrix. The experimental results show that our model has better performance by comparison with other recommendation algorithms.Collaborative filtering; Recommendation; Deep neural network; Self-attention; User style2019 EN yes primary No duplicate / newest version yes recommendation no reject
S8HTE5DG Facebook single and cross domain data for recommendation systems Shapira, Bracha; Rokach, Lior; Freilikhman, Shirley10.1007/S11257-012-9128-XjournalArticle User Modeling and User-Adapted Interaction The emergence of social networks and the vast amount of data that they contain about their users make them a valuable source for personal information about users for recommender systems. In this paper we investigate the feasibility and effectiveness of utilizing existing available data from social networks for the recommendation process, specifically from Facebook. The data may replace or enrich explicit user ratings. We extract from Facebook content published by users on their personal pages about their favorite items and preferences in the domain of recommendation, and data about preferences related to other domains to allow cross-domain recommendation. We study several methods for integrating Facebook data with the recommendation process and compare the performance of these methods with that of traditional collaborative filtering that utilizes user ratings. In a field study that we conducted, recommendations obtained using Facebook data were tested and compared for 95 subjects and their crawled Facebook friends. Encouraging results show that when data is sparse or not available for a new user, recommendation results relying solely on Facebook data are at least equally as accurate as results obtained from user ratings. The experimental study also indicates that enriching sparse rating data by adding Facebook data can significantly improve results. Moreover, our findings highlight the benefits of utilizing cross domain Facebook data to achieve improvement in recommendation performance. © 2012 Springer Science+Business Media B.V.Recommender systems; Evaluation; Collaborative filtering; Cross-Domain recommendations; Facebook2013 EN yes primary No duplicate / newest version yes no reject

ZX5S3GFR
What is of interest for tourists in an alpine destination: personalized recommendations for 
daily activities based on view data Majeed, Tahir; Stämpfli, Aline; Liebrich, Andreas; Meier, René10.1007/S12652-019-01619-1/FULLTEXT.HTMLjournalArticle Journal of Ambient Intelligence and Humanized Computing Smartphones are nowadays important tools for tourists. For instance, while on the go in a destination, tourists can use smartphones to find places of interest and to identify activities that might be of interest, as well as a wealth of related information and even special offers in real-time. However, it is time consuming and not easy for tourists in an unknown destination to choose among the numerous options available. Recommendations for instance from other tourists with similar interests would help immensely. Indeed, places and activities are often reviewed and rated by other tourists, however, this information is typically not personalized. This article proposes a recommender system as part of an evolving mobile destination app. Our recommender app is capable of providing personalized recommendations to tourists thereby facilitating and enriching tourists' experience and stay. This work is based on two qualitative studies towards exploring the information needs of tourists in an alpine destination. These studies were conducted using the mobile ethnography approach and semi-structured interviews. A hybrid recommender system is proposed that uses implicit user feedback in the form of view duration. The proposed system was tested using real data derived from tourists using the mobile app in a Swiss alpine destination. The results of these experiments demonstrate that the system is capable of providing high-quality and diverse recommendations. The core contribution of this work lies in the transformation of the viewing durations to a set of preference values and in learning the optimized weights of the parameters of a hybrid system utilizing an energy minimization framework.Recommender system; Collaborative filtering; Implicit feedback; Personalized; Tourism2020 EN yes primary No duplicate / newest version yes other recommendation reject

XUG9QUTM
What recommenders recommend: an analysis of recommendation biases and possible 
countermeasures Jannach, Dietmar; Lerche, Lukas; Kamehkhosh, Iman; Jugovac, Michael10.1007/S11257-015-9165-3/FULLTEXT.HTMLjournalArticle User Modeling and User-Adapted Interaction Most real-world recommender systems are deployed in a commercial context or designed to represent a value-adding service, e.g., on shopping or Social Web platforms, and typical success indicators for such systems include conversion rates, customer loyalty or sales numbers. In academic research, in contrast, the evaluation and comparison of different recommendation algorithms is mostly based on offline experimental designs and accuracy or rank measures which are used as proxies to assess an algorithm's recommendation quality. In this paper, we show that popular recommendation techniques—despite often being similar when compared with the help of accuracy measures—can be quite different with respect to which items they recommend. We report the results of an in-depth analysis in which we compare several recommendations strategies from different perspectives, including accuracy, catalog coverage and their bias to recommend popular items. Our analyses reveal that some recent techniques that perform well with respect to accuracy measures focus their recommendations on a tiny fraction of the item spectrum or recommend mostly top sellers. We analyze the reasons for some of these biases in terms of algorithmic design and parameterization and show how the characteristics of the recommendations can be altered by hyperparameter tuning. Finally, we propose two novel algorithmic schemes to counter these popularity biases.Recommender systems; Evaluation; Bias 2015 EN yes primary No duplicate / newest version yes other recommendation no reject

355JJS8W Sound and Music Recommendation with Knowledge Graphs Oramas, Sergio; Ostuni, Vito Claudio; Noia, Tommaso Di; Serra, Xavier; Sciascio, Eugenio Di10.1145/2926718journalArticle ACM Trans. Intell. Syst. Technol. The Web has moved, slowly but steadily, from a collection of documents towards a collection of structured data. Knowledge graphs have then emerged as a way of representing the knowledge encoded in such data as well as a tool to reason on them in order to extract new and implicit information. Knowledge graphs are currently used, for example, to explain search results, to explore knowledge spaces, to semantically enrich textual documents, or to feed knowledge-intensive applications such as recommender systems. In this work, we describe how to create and exploit a knowledge graph to supply a hybrid recommendation engine with information that builds on top of a collections of documents describing musical and sound items. Tags and textual descriptions are exploited to extract and link entities to external graphs such as WordNet and DBpedia, which are in turn used to semantically enrich the initial data. By means of the knowledge graph we build, recommendations are computed using a feature combination hybrid approach. Two explicit graph feature mappings are formulated to obtain meaningful item feature representations able to catch the knowledge embedded in the graph. Those content features are further combined with additional collaborative information deriving from implicit user feedback. An extensive evaluation on historical data is performed over two different datasets: a dataset of sounds composed of tags, textual descriptions, and user's download information gathered from Freesound.org and a dataset of songs that mixes song textual descriptions with tags and user's listening habits extracted from Songfacts.com and Last.fm, respectively. Results show significant improvements with respect to state-of-the-art collaborative algorithms in both datasets. In addition, we show how the semantic expansion of the initial descriptions helps in achieving much better recommendation quality in terms of aggregated diversity and novelty.recommender systems; Knowledge graphs; diversity; entity linking; music; novelty2016 EN yes primary No duplicate / newest version yes other recommendation yes reject

WTFMRRQU
SPrank: Semantic Path-Based Ranking for Top-<i>N</i> Recommendations Using Linked 
Open Data Noia, Tommaso Di; Ostuni, Vito Claudio; Tomeo, Paolo; Sciascio, Eugenio Di10.1145/2899005journalArticle ACM Trans. Intell. Syst. Technol. In most real-world scenarios, the ultimate goal of recommender system applications is to suggest a short ranked list of items, namely top-N recommendations, that will appeal to the end user. Often, the problem of computing top-N recommendations is mainly tackled with a two-step approach. The system focuses first on predicting the unknown ratings, which are eventually used to generate a ranked recommendation list. Actually, the top-N recommendation task can be directly seen as a ranking problem where the main goal is not to accurately predict ratings but to directly find the best-ranked list of items to recommend. In this article we present SPrank, a novel hybrid recommendation algorithm able to compute top-N recommendations exploiting freely available knowledge in the Web of Data. In particular, we employ DBpedia, a well-known encyclopedic knowledge base in the Linked Open Data cloud, to extract semantic path-based features and to eventually compute top-N recommendations in a learning-to-rank fashion. Experiments with three datasets related to different domains (books, music, and movies) prove the effectiveness of our approach compared to state-of-the-art recommendation algorithms.Learning to rank; DBpedia; hybrid recommender systems 2016 EN yes primary No duplicate / newest version yes other recommendation yes reject

NAMYAWB8 Entity-Based Query Recommendation for Long-Tail Queries Huang, Zhipeng; Cautis, Bogdan; Cheng, Reynold; Zheng, Yudian; Mamoulis, Nikos; Yan, Jing10.1145/3233186journalArticle ACM Trans. Knowl. Discov. Data Query recommendation, which suggests related queries to search engine users, has attracted a lot of attention in recent years. Most of the existing solutions, which perform analysis of users' search history (or query logs), are often insufficient for long-tail queries that rarely appear in query logs. To handle such queries, we study the use of entities found in queries to provide recommendations. Specifically, we extract entities from a query, and use these entities to explore new ones by consulting an information source. The discovered entities are then used to suggest new queries to the user. In this article, we examine two information sources: (1) a knowledge base (or KB), such as YAGO and Freebase; and (2) a click log, which contains the URLs accessed by a query user. We study how to use these sources to find new entities useful for query recommendation. We further study a hybrid framework that integrates different query recommendation methods effectively. As shown in the experiments, our proposed approaches provide better recommendations than existing solutions for long-tail queries. In addition, our query recommendation process takes less than 100ms to complete. Thus, our solution is suitable for providing online query recommendation services for search engines.knowledge base; entity; Query recommendation 2018 EN yes primary No duplicate / newest version yes other recommendation yes reject

3P4D976N
When Recommendation Goes Wrong: Anomalous Link Discovery in Recommendation 
Networks Perozzi, Bryan; Schueppert, Michael; Saalweachter, Jack; Thakur, Mayur10.1145/2939672.2939734conferencePaper Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data MiningWe present a secondary ranking system to find and remove erroneous suggestions from a geospatial recommendation system. We discover such anomalous links by "double checking" the recommendation system's output to ensure that it is both structurally cohesive, and semantically consistent.Our approach is designed for the Google Related Places Graph, a geographic recommendation system which provides results for hundreds of millions of queries a day. We model the quality of a recommendation between two geographic entities as a function of their structure in the Related Places Graph, and their semantic relationship in the Google Knowledge Graph.To evaluate our approach, we perform a large scale human evaluation of such an anomalous link detection system. For the long tail of unpopular entities, our models can predict the recommendations users will consider poor with up to 42% higher mean precision (29 raw points) than the live system.Results from our study reveal that structural and semantic features capture different facets of relatedness to human judges. We characterize our performance with a qualitative analysis detailing the categories of real-world anomalies our system is able to detect, and provide a discussion of additional applications of our method.knowledge graph; link prediction; recommendation systems; anomaly detection2016 EN yes primary No duplicate / newest version yes other recommendation yes reject

WZNRN5TV CKAN: Collaborative Knowledge-Aware Attentive Network for Recommender Systems Wang, Ze; Lin, Guangyan; Tan, Huobin; Chen, Qinghong; Liu, XiyangbookSection Proceedings of the 43rd International ACM SIGIR Conference on Research and Development in Information RetrievalSince it can effectively address the problem of sparsity and cold start of collaborative filtering, knowledge graph (KG) is widely studied and employed as side information in the field of recommender systems. However, most of existing KG-based recommendation methods mainly focus on how to effectively encode the knowledge associations in KG, without highlighting the crucial collaborative signals which are latent in user-item interactions. As such, the learned embeddings underutilize the two kinds of pivotal information and are insufficient to effectively represent the latent semantics of users and items in vector space.In this paper, we propose a novel method named Collaborative Knowledge-aware Attentive Network (CKAN) which explicitly encodes the collaborative signals by collaboration propagation and proposes a natural way of combining collaborative signals with knowledge associations together. Specifically, CKAN employs a heterogeneous propagation strategy to explicitly encode both kinds of information, and applies a knowledge-aware attention mechanism to discriminate the contribution of different knowledge-based neighbors. Compared with other KG-based methods, CKAN provides a brand-new idea of combining collaborative information with knowledge information together. We apply the proposed model on four real-world datasets, and the empirical results demonstrate that CKAN significantly outperforms several compelling state-of-the-art baselines.2020 EN yes primary No duplicate / newest version yes other recommendation yes reject
QTBX9SCD Jointly Learning Explainable Rules for Recommendation with Knowledge Graph Ma, Weizhi; Zhang, Min; Cao, Yue; Jin, Woojeong; Wang, Chenyang; Liu, Yiqun; Ma, Shaoping; Ren, Xiang10.1145/3308558.3313607conferencePaper The World Wide Web Conference Explainability and effectiveness are two key aspects for building recommender systems. Prior efforts mostly focus on incorporating side information to achieve better recommendation performance. However, these methods have some weaknesses: (1) prediction of neural network-based embedding methods are hard to explain and debug; (2) symbolic, graph-based approaches (e.g., meta path-based models) require manual efforts and domain knowledge to define patterns and rules, and ignore the item association types (e.g. substitutable and complementary). In this paper, we propose a novel joint learning framework to integrate induction of explainable rules from knowledge graph with construction of a rule-guided neural recommendation model. The framework encourages two modules to complement each other in generating effective and explainable recommendation: 1) inductive rules, mined from item-centric knowledge graphs, summarize common multi-hop relational patterns for inferring different item associations and provide human-readable explanation for model prediction; 2) recommendation module can be augmented by induced rules and thus have better generalization ability dealing with the cold-start issue. Extensive experiments1 show that our proposed method has achieved significant improvements in item recommendation over baselines on real-world datasets. Our model demonstrates robust performance over “noisy” item knowledge graphs, generated by linking item names to related entities.2019 EN yes primary No duplicate / newest version yes other other reject
VECNQLE6 Auto-Encoding User Ratings via Knowledge Graphs in Recommendation Scenarios Bellini, Vito; Anelli, Vito Walter; Di Noia, Tommaso; Di Sciascio, Eugenio10.1145/3125486.3125496conferencePaper Proceedings of the 2nd Workshop on Deep Learning for Recommender SystemsIn the last decade, driven also by the availability of an unprecedented computational power and storage capabilities in cloud environments, we assisted to the proliferation of new algorithms, methods, and approaches in two areas of artificial intelligence: knowledge representation and machine learning. On the one side, the generation of a high rate of structured data on the Web led to the creation and publication of the so-called knowledge graphs. On the other side, deep learning emerged as one of the most promising approaches in the generation and training of models that can be applied to a wide variety of application fields. More recently, autoencoders have proven their strength in various scenarios, playing a fundamental role in unsupervised learning. In this paper, we instigate how to exploit the semantic information encoded in a knowledge graph to build connections between units in a Neural Network, thus leading to a new method, SEM-AUTO, to extract and weight semantic features that can eventually be used to build a recommender system. As adding content-based side information may mitigate the cold user problems, we tested how our approach behaves in the presence of a few ratings from a user on the Movielens 1M dataset and compare results with BPRSLIM.Linked Open Data; Recommender Systems; DBpedia; Knowledge graphs; Autoencoders; Deep Learning2017 EN yes primary No duplicate / newest version yes other recommendation yes reject
ADHAIF62 Towards Knowledge Assisted Agile Requirements Evolution Kumar, Manish; Ajmeri, Nirav; Ghaisas, Smita10.1145/1808920.1808924conferencePaper Proceedings of the 2nd International Workshop on Recommendation Systems for Software EngineeringThis paper presents work on a recommendation system for Knowledge assisted Agile Requirements Evolution (K-gileRE). We treat requirements engineering as a special case of knowledge engineering and emphasize the fact that providing a domain knowledge edge can impart agility to the requirements definition exercise. The approach differs from existing agile methods in that it seamlessly incorporates a domain knowledge base into an agile requirements definition framework and explicitly provides to requirement analysts, relevant online domain specific recommendations based on underlying ontologies. The framework presents a 'domain knowledge seed' to requirement analysts. The seed provides a view of core features in a given domain and associated knowledge elements such as business processes, rules, policies, partial data models, use cases and test cases,. These in turn are mapped with agile requirements elements such as user stories, features, tasks, product backlog, sprints and prototype plans. The requirement analyst can evolve the seed to suit her specific project needs. As she modifies and evolves the seed specification, she receives domain-specific online recommendations to improve the correctness, consistency and completeness of her requirement specification documents and executable models. Using the domain knowledge seed as a point of departure provides a jump-start to her project. Each exercise of requirements definition thus becomes an evolution from the seed instead of the traditional 'clean slate' Requirements Engineering (RE) that typically starts from the scratch. Hence, the term K-gileRE. We elaborate how K-gileRE helps in practicing the essence of agile doctrines while defining software requirements by providing just-in-time recommendations.collaborative and semantic requirements definition; domain-specific recommendations; knowledge assisted agile2010 EN yes primary No duplicate / newest version yes other recommendation reject
JE36GJAW Translation-Based Factorization Machines for Sequential Recommendation Pasricha, Rajiv; McAuley, Julian10.1145/3240323.3240356conferencePaper Proceedings of the 12th ACM Conference on Recommender Systems Sequential recommendation algorithms aim to predict users' future behavior given their historical interactions. A recent line of work has achieved state-of-the-art performance on sequential recommendation tasks by adapting ideas from metric learning and knowledge-graph completion. These algorithms replace inner products with low-dimensional embeddings and distance functions, employing a simple translation dynamic to model user behavior over time.In this paper, we propose TransFM, a model that combines translation and metric-based approaches for sequential recommendation with Factorization Machines (FMs). Doing so allows us to reap the benefits of FMs (in particular, the ability to straightforwardly incorporate content-based features), while enhancing the state-of-the-art performance of translation-based models in sequential settings. Specifically, we learn an embedding and translation space for each feature dimension, replacing the inner product with the squared Euclidean distance to measure the interaction strength between features. Like FMs, we show that the model equation for TransFM can be computed in linear time and optimized using classical techniques. As TransFM operates on arbitrary feature vectors, additional content information can be easily incorporated without significant changes to the model itself. Empirically, the performance of TransFM significantly increases when taking content features into account, outperforming state-of-the-art models on sequential recommendation tasks for a wide variety of datasets.2018 EN yes primary No duplicate / newest version yes other recommendation reject
TNSRICZ5 KERL: A Knowledge-Guided Reinforcement Learning Model for Sequential Recommendation Wang, Pengfei; Fan, Yu; Xia, Long; Zhao, Wayne Xin; Niu, Shaozhang; Huang, JimmybookSection Proceedings of the 43rd International ACM SIGIR Conference on Research and Development in Information RetrievalFor sequential recommendation, it is essential to capture and predict future or long-term user preference for generating accurate recommendation over time. To improve the predictive capacity, we adopt reinforcement learning (RL) for developing effective sequential recommenders. However, user-item interaction data is likely to be sparse, complicated and time-varying. It is not easy to directly apply RL techniques to improve the performance of sequential recommendation.Inspired by the availability of knowledge graph (KG), we propose a novel Knowledge-guidEd Reinforcement Learning model (KERL for short) for fusing KG information into a RL framework for sequential recommendation. Specifically, we formalize the sequential recommendation task as a Markov Decision Process (MDP), and make three major technical extensions in this framework, including state representation, reward function and learning algorithm. First, we propose to enhance the state representations with KG information considering both exploitation and exploration. Second, we carefully design a composite reward function that is able to compute both sequence- and knowledge-level rewards. Third, we propose a new algorithm for more effectively learning the proposed model. To our knowledge, it is the first time that knowledge information has been explicitly discussed and utilized in RL-based sequential recommenders, especially for the exploration process. Extensive experiment results on both next-item and next-session recommendation tasks show that our model can significantly outperform the baselines on four real-world datasets.2020 EN yes primary No duplicate / newest version yes other recommendation yes reject

5L4NG2A6
Explainable Interaction-Driven User Modeling over Knowledge Graph for Sequential 
Recommendation Huang, Xiaowen; Fang, Quan; Qian, Shengsheng; Sang, Jitao; Li, Yan; Xu, Changsheng10.1145/3343031.3350893conferencePaper Proceedings of the 27th ACM International Conference on Multimedia Compared with the traditional recommendation system, sequential recommendation holds the ability of capturing the evolution of users' dynamic interests. Many previous studies in sequential recommendation focus on the accuracy of predicting the next item that a user might interact with, while generally ignore providing explanations why the item is recommended to the user. Appropriate explanations are critical to help users adopt the recommended item, and thus improve the transparency and trustworthiness of the recommendation system. In this paper, we propose a novel Explainable Interaction-driven User Modeling (EIUM) algorithm to exploit Knowledge Graph (KG) for constructing an effective and explainable sequential recommender. Qualified semantic paths between specific user-item pair are extracted from KG. Encoding those semantic paths and learning the importance scores for each path provides the path-wise explanation for the recommendation system. Different from traditional item- level sequential modeling methods, we capture the interaction-level user dynamic preferences by modeling the sequential interactions. It is a high- level representation which contains auxiliary semantic information from KG. Furthermore, we adopt a joint learning manner for better representation learning by employing multi-modal fusion, which benefits from the structural constraints in KG and involves three kinds of modalities. Extensive experiments on the large-scale dataset show the better performance of our approach in making sequential recommendations in terms of both accuracy and explainability.user modeling; knowledge graph; explainable recommendation; sequential recommendation2019 EN yes primary No duplicate / newest version yes other recommendation yes reject

IS7EHW7I An empirical study of vocabulary relatedness and its application to recommender systems Cheng, Gong; Gong, Saisai; Qu, Yuzhong10.1007/978-3-642-25073-6_7journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)When thousands of vocabularies having been published on the Semantic Web by various authorities, a question arises as to how they are related to each other. Existing work has mainly analyzed their similarity. In this paper, we inspect the more general notion of relatedness, and characterize it from four angles: well-defined semantic relatedness, lexical similarity in contents, closeness in expressivity and distributional relatedness. We present an empirical study of these measures on a large, real data set containing 2,996 vocabularies, and 15 million RDF documents that use them. Then, we propose to apply vocabulary relatedness to the problem of post-selection vocabulary recommendation. We implement such a recommender service as part of a vocabulary search engine, and test its effectiveness against a handcrafted gold standard. © 2011 Springer-Verlag.vocabulary; Ontology; recommendation; relatedness 2011 EN yes primary No duplicate / newest version yes other recommendation reject
H74U7SR3 Burst the filter bubble: Using semantic web to enable serendipity MacCatrozzo, Valentina 10.1007/978-3-642-35173-0_28journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Personalization techniques aim at helping people dealing with the ever growing amount of information by filtering it according to their interests. However, to avoid the information overload, such techniques often create an over-personalization effect, i.e. users are exposed only to the content systems assume they would like. To break this personalization bubble we introduce the notion of serendipity as a performance measure for recommendation algorithms. For this, we first identify aspects from the user perspective, which can determine level and type of serendipity desired by users. Then, we propose a user model that can facilitate such user requirements, and enables serendipitous recommendations. The use case for this work focuses on TV recommender systems, however the ultimate goal is to explore the transferability of this method to different domains. This paper covers the work done in the first eight months of research and describes the plan for the entire PhD trajectory. © 2012 Springer-Verlag Berlin Heidelberg.2012 EN yes primary No duplicate / newest version yes other other no reject
YJP9MWBK Content-based recommender system enriched with wordnet synsets Alharthi, Haifa; Inkpen, Diana10.1007/978-3-319-18117-2_22journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Content-based recommender systems can overcome many problemsrelated to collaborative filtering systems, such as the new-item issue. However,to make accurate recommendations, content-based recommenders require anadequate amount of content, and external knowledge sources are used toaugment the content. In this paper, we use Wordnet synsets to enrich a contentbasedjoke recommender system. Experiments have shown that content-basedrecommenders using K-nearest neighbors perform better than collaborativefiltering, particularly when synsets are used.2015 EN yes primary No duplicate / newest version yes other recommendation yes reject
PC8WLDG4 A semantic pattern-based recommender Maccatrozzo, Valentina; Ceolin, Davide; Aroyo, Lora; Groth, Paul10.1007/978-3-319-12024-9_24/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science This paper presents a novel approach for Linked Data-based recommender systems through the use of semantic patterns - generalized paths in a graph described through the types of the nodes and links involved. We apply this novel approach to the book dataset from the ESWC2014 recommender systems challenge. User profiles are built by aggregating ratings on patterns with respect to each book in provided user training set. Ratings are aggregated by estimating the expected value of a Beta distribution describing the rating given to each individual book. Our approach allows the determination of a rating for a book, even if the book is poorly connected with user profile. It allows for a “prudent” estimation thanks to smoothing. However, if many patterns are available, it considers all the contributions. Additionally, it allows for a lightweight computation of ratings as it exploits the knowledge encoded in the patterns. Our approach achieved a precision of 0.60 and an overall F-measure of about 0.52 on the ESWC2014 challenge.2014 EN yes primary No duplicate / newest version yes other recommendation yes reject
PFBWRV6Y Rule-Guided Graph Neural Networks for Recommender Systems Lyu, Xinze; Li, Guangyao; Huang, Jiacheng; Hu, Wei10.1007/978-3-030-62419-4_22/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)To alleviate the cold start problem caused by collaborative filtering in recommender systems, knowledge graphs (KGs) are increasingly employed by many methods as auxiliary resources. However, existing work incorporated with KGs cannot capture the explicit long-range semantics between users and items meanwhile consider various connectivity between items. In this paper, we propose RGRec, which combines rule learning and graph neural networks (GNNs) for recommendation. RGRec first maps items to corresponding entities in KGs and adds users as new entities. Then, it automatically learns rules to model the explicit long-range semantics, and captures the connectivity between entities by aggregation to better encode various information. We show the effectiveness of RGRec on three real-world datasets. Particularly, the combination of rule learning and GNNs achieves substantial improvement compared to methods only using either of them.Recommender system; Knowledge graph; Graph neural network; Rule learning2020 EN yes primary No duplicate / newest version yes other recommendation yes reject
BMF4F2AM MoSa: A modeling and sentiment analysis system for mobile application big data Zhang, Yaocheng; Ren, Wei; Zhu, Tianqing; Bi, Wei10.1007/978-3-030-05054-2_44/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)A large amount of data about ending users are generated in the interaction over mobile applications, which becomes a valuable data source for sensing human behaviors and public sentiment trends on some topics. Existing works concentrate on traditional feedback data from web sites, which usually come from desktops instead of from mobile terminals. Few studies have been conducted on interactive data from mobile applications such as news aggregation and recommendation applications. In this paper, we propose a system that can model feedback behaviors of mobile users, and can analyze sentiment trends in mobile feedbacks. The testing data are authentic and are dumped from the most frequently used mobile application in China called Toutiao. We propose several analysis methods on sentiment of comments, and modeling algorithms on feedback behaviors. We build a system called MoSa and by using the system, we discover several implicit behavior models and hidden sentiment trends as follows: During news spreading stage, the number of comments grow linearly per month with slope of 3 in 3 months; The dynamics of replying comments are positively correlated with personal daily routines in 24 h; Replying comment behaviors are much more rare than clicking agreement behaviors in mobile applications; The standard deviation of sentiment values in comments are highly influenced by timing stages. Our system and modeling methods provide empirical results for guiding interaction design in mobile Internet, social networks, and blockchain-based crowdsourcing.Sentiment analysis; Behavior modeling; Mobile applications; Mobile big data2018 EN yes primary No duplicate / newest version no reject
JE2Y4MK9 Explorative analysis of recommendations through interactive visualization Richthammer, Christian; Pernul, Günther10.1007/978-3-319-53676-7_4/FULLTEXT.HTMLjournalArticle Lecture Notes in Business Information Processing Even though today's recommender algorithms are highly sophisticated, they can hardly take into account the users' situational needs. An obvious way to address this is to initially inquire the users' momentary preferences, but the users' inability to accurately state them upfront may lead to the loss of several good alternatives. Hence, this paper suggests to generate the recommendations without such additional input data from the users and let them interactively explore the recommended items on their own. To support this explorative analysis, a novel visualization tool based on treemaps is developed. The analysis of the prototype demonstrates that the interactive treemap visualization facilitates the users' comprehension of the big picture of available alternatives and the reasoning behind the recommendations. This helps the users get clear about their situational needs, inspect the most relevant recommendations in detail, and finally arrive at informed decisions.Recommender systems; Explorative analysis; Interactive visualization; Search space2017 EN yes primary No duplicate / newest version no reject

GUKA6J66
Recursive RNN Based Shift Representation Learning for Dynamic User-Item Interaction 
Prediction Yin, Chengyu; Wang, Senzhang; Du, Jinlong; Zhang, Meiyue10.1007/978-3-030-65390-3_30/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Accurately predicting user-item interactions is critically important in many real applications including recommender systems and user behavior analysis in social networks. One limitation of most existing approaches is that they use the sparse user-item interaction relationships directly, but ignore the second order user-user and item-item relationships. Another limitation is that they generally embed users and items into different embedding spaces in a static way, but cannot capture the dynamic and evolving dependency between users and items and embed them into a unified latent space. In this paper, we aim to learn dynamic embedding vector trajectories rather than static embedding vectors for users and items simultaneously. A Recursive RNN based Shift embedding method called RRNN-S is proposed to learn the continuously evolving embeddings of users and items for more accurately predicting their future interactions. Specifically, we first propose to quantize the user-user and item-item relationships from the original user-item interaction graph, which can be used as auxiliary information to enrich the sparse user-item interaction graph. A recursive RNN is proposed to iteratively and mutually learn the dynamic user and item embeddings in the same latent space based on their historical interactions. A shift embedding module is next proposed to predict the future user embedding. To predict the item which a user will interact with, we innovatively output the item embedding instead of the pairwise interaction probability between users and items, which is much more efficient. Through extensive experiments on two real-world datasets, we demonstrate that RRNN-S achieves superior performance by comparison with several state-of-the-art baseline models.GCN; Recursive RNN; Shift embedding; User-item interaction 2020 EN yes primary No duplicate / newest version yes recommendation no reject

6HANAM7B
Personalized recommendation system based on support vector machine and particle swarm 
optimization Wang, Xibin; Wen, Junhao; Luo, Fengji; Zhou, Wei; Ren, Haijun10.1007/978-3-319-25159-2_44journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Personalized recommendation system (PRS) is an effective tool to automatically extract meaningful information from the big data of the users. Collaborative filtering is one of the most widely used personalized recommendation techniques to recommend the personalized products for users. In this paper, a PRS model based on the support vector machine (SVM) is proposed. The proposed model not only considers the items' content information, but also the users' demographic and behavior information to fully capture the users' interests and preferences. Meanwhile, an improved particle swarm optimization (PSO) algorithm is applied to optimize the SVM's learning parameters. The efficiency of the proposed method is verified by multiple benchmark datasets.Personalized recommendation; Particle swarm optimization; Support vector machine; User's demographic information2015 EN yes primary No duplicate / newest version yes recommendation no reject

KNQM8MZM Improving Rocchio algorithm for updating user profile in recommender systems Wang, Chong; Shen, Yao; Yang, Huan; Guo, Minyi10.1007/978-3-642-41230-1_14journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)The Rocchio algorithm is a widely used relevance feedback algorithm in Information Retrieval which helps refine queries. Rocchio algorithm is operated in the vector space model. Since in most content-based recommender systems, items and user profile are represented as vectors in a specific vector space, Rocchio algorithm is exploited for learning and updating user profile. In this paper we show how to improve the Rocchio algorithm by distinguishing recommended items from two aspects: 1) the similarity between an item and a user profile, 2) users' ratings on recommended items. We conducted experiments on MovieLens dataset and the results show that the improved Rocchio algorithm outperforms the original one. © 2013 Springer-Verlag.recommender system; Rocchio algorithm; user profile 2013 EN yes primary No duplicate / newest version yes other recommendation no reject

U5ZKBDE2
Student Academic Performance Prediction Using Deep Multi-source Behavior Sequential 
Network Li, Xiang; Zhu, Xinning; Zhu, Xiaoying; Ji, Yang; Tang, Xiaosheng10.1007/978-3-030-47426-3_44/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Online education is becoming increasingly popular and often combined with traditional place-based study to improve learning efficiency for university students. Since students have left a large amount of online learning data, it provides an effective way to predict students' academic performance and enable pre-intervention for at-risk students. Current data sources used to predict students' performance are limited to data just from the corresponding learning platform, from which only learning behaviors on that course can be observed. However, students' academic performance will be related to other behavioral factors, especially the patterns of using Internet. In this paper, we utilize two types of datasets from 505 university students, i.e., online learning records for a project-based course, and network logs of university campus network. A deep learning framework: Sequential Prediction based on Deep Network (SPDN) is proposed to predict students' performance in the course. SPDN models students' online behavioral sequences by utilizing multi-source fusion CNN technique, and incorporates static information based on bidirectional LSTM. Experiments demonstrate that the proposed SPDN model outperforms the baselines and has a significant improvement on early-warning. Furthermore, it can be learned that Internet access patterns even have a greater impact on students' academic performance than online learning activities.Educational data mining; Multi-source online behaviors; Student clustering; Student performance prediction2020 EN yes primary No duplicate / newest version yes other recommendation no reject

Q9SZUWX5 Recommendation of leaders in online social systems Liu, Hao; Yu, Fei; Zeng, An; Lü, Linyuan10.1007/978-3-642-34624-8_44journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)The online social systems are now playing a more and more important role in our daily life. Information coming from such systems is more personalized and preferable than those from search engines and portals. Those systems are normally described by directed networks where the nodes represent users and the information spreads from leaders to followers. Therefore, the selection of suitable leaders determines the quality of the coming information. In this paper, we propose a leader recommendation method based on a local structure consisting of 4 nodes and 3 directed links. The simulation results on real networks show that our method can accurately recommend the potential leaders. Moreover, further investigation on recommendation diversity indicates that our recommendation method is very personalized. Finally, we remark that our method can be easily extended to improve the existing link prediction algorithms in directed networks. © 2012 Springer-Verlag.Leader recommendation; Online social systems; Subgraph 2012 EN yes primary No duplicate / newest version yes other recommendation no reject
A6V4ZS38 On the effectiveness of punishments in a repeated epidemic dissemination game Vilaça, Xavier; Rodrigues, Luís10.1007/978-3-319-03089-0_15journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)This work uses Game Theory to study the effectiveness of punishments as an incentive for rational nodes to follow an epidemic dissemination protocol. The dissemination process is modeled as an infinite repetition of a stage game. At the end of each stage, a monitoring mechanism informs each player of the actions of other nodes. The effectiveness of a punishing strategy is measured as the range of values of the benefit-to-cost ratio that sustain cooperation. This paper studies both public and private monitoring. Under public monitoring, we show that direct reciprocity is not an effective incentive, whereas full indirect reciprocity provides a nearly optimal effectiveness. Under private monitoring, we identify necessary conditions regarding the topology of the graph in order for punishments to be effective. When punishments are coordinated, full indirect reciprocity is also effective under private monitoring. © Springer International Publishing 2013.Epidemic dissemination; Game theory; Peer-to-peer 2013 EN yes primary No duplicate / newest version no reject
MZA76WKX Expert2Vec: Distributed Expert Representation Learning in Question Answering Community Chen, Xiaocong; Huang, Chaoran; Zhang, Xiang; Wang, Xianzhi; Liu, Wei; Yao, Lina10.1007/978-3-030-35231-8_21/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Community question answering (CQA) has attracted increasing attention recently due to its potential as a de facto knowledge base. Expert finding in CQA websites also has considerably board applications. Stack Overflow is one of the most popular question answering platforms, which is often utilized by recent studies on the recommendation of the domain expert. Despite the substantial progress seen recently, it still lacks relevant research on the direct representation of expert users. Hence hereby we propose Expert2Vec, a distributed Expert Representation learning in question answering community to boost the recommendation of the domain expert. Word2Vec is used to preprocess the Stack Overflow dataset, which helps to generate representations of domain topics. Weight rankings are then extracted based on domains and variational autoencoder (VAE) is unitized to generate representations of user-topic information. This finally adopts the reinforcement learning framework with the user-topic matrix to improve it internally. Experiments show the adequate performance of our proposed approaches in the recommendation system.Recommendation system; Embedding; Reinforcement learning; Expertise finding; Question answering; Stack Overflow2019 EN yes primary No duplicate / newest version yes other recommendation no reject
WWSQN5YZ Telemedicine and telemonitoring in healthcare Alsgaer, Salmah F.A.; Tao, Xiaohui; Zhang, Ji; Wang, Hua; Guo, Zhi10.1007/978-3-319-02753-1_20journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Over the last decade, there has been an increasing demand of information technology, specifically, telemedicine and telemonitoring in healthcare. Many elderly and disabled people are unable to look after themselves. They also desire quality healthcare. If the healthcare can be provided at home instead of only hospitals, the service could be more affordable, and people would feel more comfortable. Aiming to help elderly and disabled people, technology has been developed to provide assistance in various ways. Consequently, telemedicine and telemonitoring have been deeply embedded in healthcare industry and made significant impact. This report has provided a comprehensive review covering current progress of research in telemedicine and telemonitoring and their applications to healthcare services. © Springer International Publishing 2013.2013 EN yes secondary No duplicate / newest version reject
FKD5RCEZ User message model: A new approach to scalable user modeling on microblog Wang, Quan; Xu, Jun; Li, Hang10.1007/978-3-319-12844-3_18journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Modeling users' topical interests on microblog is an important but challenging task. In this paper, we propose User Message Model (UMM), a hierarchical topic model specially designed for user modeling on microblog. In UMM, users and their messages are modeled by a hierarchy of topics. Thus, it has the ability to 1) deal with both the data sparseness and the topic diversity problems which previous methods suffer from, and 2) jointly model users and messages in a unified framework. Furthermore, UMM can be easily distributed to handle large-scale datasets. Experimental results on both Sina Weibo and Twitter datasets show that UMM can effectively model users' interests on microblog. It can achieve better results than previous methods in topic discovery and message recommendation. Experimental results on a large-scale Twitter dataset, containing about 2 million users and 50 million messages, further demonstrate the scalability and efficiency of distributed UMM.User modeling; Topic modeling; Microblog 2014 EN yes primary No duplicate / newest version no reject
34FT6N98 On a Novel Algorithm for Digital Resource Recommender Systems Borna, Keivan; Ghanbari, Reza10.1007/978-3-030-33495-6_32/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science By increasing the use of users from online resource websites, we need a promising smart recommendation system for high-volume data which has been provided by high-speed service. A lot of research has been done to improve this trend in recent years. Undoubtedly, machine learning has played a main role and has created growing trend in proposer systems evolution. We can point to hybrid recommender systems and content based and collaborative filtering. Different data structures may be used in these methods and we intend to present a new method based on a tree data structure called ckd-tree. We compare this algorithm to different models with different data sets and we got that this algorithm provides a better result for a large system with massive data sets in comparison with other methods. This can be more valuable and also it would be an alternative to common methods like kd-tree.Data structures; Recommender systems; Binary tree; Cdk-tree 2019 EN yes primary No duplicate / newest version yes other recommendation no reject
T223GBP6 Data poisoning attacks in contextual bandits Ma, Yuzhe; Jun, Kwang Sung; Li, Lihong; Zhu, Xiaojin10.1007/978-3-030-01554-1_11/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)We study offline data poisoning attacks in contextual bandits, a class of reinforcement learning problems with important applications in online recommendation and adaptive medical treatment, among others. We provide a general attack framework based on convex optimization and show that by slightly manipulating rewards in the data, an attacker can force the bandit algorithm to pull a target arm for a target contextual vector. The target arm and target contextual vector are both chosen by the attacker. That is, the attacker can hijack the behavior of a contextual bandit. We also investigate the feasibility and the side effects of such attacks, and identify future directions for defense. Experiments on both synthetic and real-world data demonstrate the efficiency of the attack algorithm.Adversarial attack; Contextual bandit; Data poisoning 2018 EN yes primary No duplicate / newest version no reject
4G55559X Accurate and efficient search prediction using fuzzy matching and outcome feedback Wagner, Christopher Shaun; Sedigh, Sahra; Hurson, Ali R.10.1007/978-3-642-41062-8_23journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)While search engines have demonstrated improvement in both speed and accuracy, the response time to queries is prohibitively long for applications that require immediate and accurate responses to search queries. Examples include identification of multimedia resources related to the subject matter of a particular class, as it is in session. This paper begins with a survey of recommendation and prediction algorithms, each of which applies a different method to predict future search activity based on the search history of a user. To address the shortcomings identified in existing techniques, we draw inspiration from bioinformatics and latent semantic indexing to propose a novel predictive approach based on local alignment and feedback-based neighborhood refinement. We validate our proposed approach with tests on real-world search data. The results support our hypothesis that a majority of users exhibit search behavior that is predictable. Modeling this behavior enables our predictive search engine to bypass the common query-response model and proactively deliver a list of resources to the user. © 2013 Springer-Verlag.2013 EN yes primary No duplicate / newest version no reject

D8Z9J4AJ
Ratings vs. Reviews in Recommender Systems: A Case Study on the Amazon Movies 
Dataset Stratigi, Maria; Li, Xiaozhou; Stefanidis, Kostas; Zhang, Zheying10.1007/978-3-030-30278-8_9/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science Together with the prevalence of e-commerce and online shopping, recommender systems have been playing an increasingly important role in people's daily lives in terms of discovering their potential preferences. Therein, users' preferences are mostly reflected by their online behaviors, specially their evaluation towards particular items, e.g., numeric ratings and textual reviews. Many existing recommender systems focus on using item ratings to determine users' preferences, while others provide approaches using textual reviews instead. In this work, via a case study on the Amazon movies data, we compare the recommendation results when using ratings or reviews, as well as that of combining both.Recommender systems; Ratings; Reviews 2019 EN yes primary No duplicate / newest version yes other recommendation no reject

VXUMZUE5
Classification of quantitative light-induced fluorescence images using convolutional neural 
network Imangaliyev, Sultan; Van Der Veen, Monique H.; Volgenant, Catherine M.C.; Loos, Bruno G.; Keijser, Bart J.F.; Crielaard, Wim; Levin, Evgeni10.1007/978-3-319-68612-7journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Images are an important data source for diagnosis of oral diseases. The manual classification of images may lead to suboptimal treatment procedures due to subjective errors. In this paper an image classification algorithm based on Deep Learning framework is applied to Quantitative Light-induced Fluorescence (QLF) images [4]. The Convolutional Neural Network [3] (CNN) outperforms other state of the art shallow classification models in predicting labels derived from three different dental plaque assessment scores. Such result is possible because our model directly learns invariant feature representations from raw pixel intensity values without any hand-crafted feature engineering. The model benefits from multi-channel representation of the images resulting in improved performance when, besides the Red colour channel, additional Green and Blue colour channels are used. Previous studies on this topic either focused on only single plaque scoring system without providing detailed analysis of results [1] or used a smaller dataset of non-QLF images and a shallow network architecture [2] to address the problem. We expect that Deep Learning of QLF-images can help dental practitioners to perform efficient plaque assessments and contribute to the improvement of patients' oral health. An extended version of the manuscript with detailed description of the experimental setup and the obtained results can be found at http://arxiv.org/abs/1705.09193 or http://learning-machines.com/.Deep learning; Quantitative light-induced fluorescence 2017 EN yes primary No duplicate / newest version no reject

NQEU323M Neural CTR Prediction for Native Ad An, Mingxiao; Wu, Fangzhao; Wang, Heyuan; Di, Tao; Huang, Jianqiang; Xie, Xing10.1007/978-3-030-32381-3_48/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Native ad is an important kind of online advertising which has similar form with the other content in the same platform. Compared with search ad, predicting the click-through rate (CTR) of native ad is more challenging, since there is no explicit user intent. Learning accurate representations of users and ads that can capture user interests and ad characteristics is critical to this task. Existing methods usually rely on single kind of user behavior for user modeling and ignore the textual information in ads and user behaviors. In this paper, we propose a neural approach for native ad CTR prediction which can incorporate different kinds of user behaviors to model user interests, and can fully exploit the textual information in ads and user behaviors to learn accurate ad and user representations. The core of our approach is an ad encoder and a user encoder. In the ad encoder we learn representations of ads from their titles and descriptions. In the user encoder we propose a mult-view framework to learn representations of users from both their search queries and their browsed webpages by regarding different kinds of behaviors as different views of users. In each view we learn user representations using a hierarchical model and use attention to select important words, search queries and webpages. Experiments on a real-world dataset validate that our approach can effectively improve the performance of native ad CTR prediction.User modeling; CTR prediction; Native ad 2019 EN yes primary No duplicate / newest version no reject

AR6MJZCF
Comparison of collaborative and content-based automatic recommendation approaches in a 
digital library of Serbian PhD dissertations Azzopardi, Joel; Ivanovic, Dragan; Kapitsaki, Georgia10.1007/978-3-319-53640-8_9/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Digital libraries have become an excellent information resource for researchers. However, users of digital libraries would be served better by having the relevant items ‘pushed' to them. In this research, we present various automatic recommendation systems to be used in a digital library of Serbian PhD Dissertations. We experiment with the use of Latent Semantic Analysis (LSA) in both content and collaborative recommendation approaches, and evaluate the use of different similarity functions. We find that the best results are obtained when using a collaborative approach that utilises LSA and Pearson similarity.2017 EN yes primary No duplicate / newest version yes other recommendation no reject

REMJ89UF Noise-tolerant approximate blocking for dynamic real-time entity resolution Liang, Huizhi; Wang, Yanzhe; Christen, Peter; Gayler, Ross10.1007/978-3-319-06605-9_37journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Entity resolution is the process of identifying records in one or multiple data sources that represent the same real-world entity. This process needs to deal with noisy data that contain for example wrong pronunciation or spelling errors. Many real world applications require rapid responses for entity queries on dynamic datasets. This brings challenges to existing approaches which are mainly aimed at the batch matching of records in static data. Locality sensitive hashing (LSH) is an approximate blocking approach that hashes objects within a certain distance into the same block with high probability. How to make approximate blocking approaches scalable to large datasets and effective for entity resolution in real-time remains an open question. Targeting this problem, we propose a noise-tolerant approximate blocking approach to index records based on their distance ranges using LSH and sorting trees within large sized hash blocks. Experiments conducted on both synthetic and real-world datasets show the effectiveness of the proposed approach. © 2014 Springer International Publishing.Entity Resolution; Indexing; Locality Sensitive Hashing; Real-time 2014 EN yes primary No duplicate / newest version no reject
43RC7Z5I Leveraging the dynamic changes from items to improve recommendation Jin, Zongze; Zhang, Yun; Mu, Weimin; Wang, Weiping; Jin, Hai10.1007/978-3-030-00847-5_37/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)User-generated reviews contain rich information, which has been ignored by most of recommender systems. Recently, some recommender systems using reviews with deep learning techniques have demonstrated that they can potentially alleviate the sparsity problem and improve the quality of recommendation. However, they only consider the dynamic interests from users but ignoring the changed properties of items. In this paper, we present a deep model which can capture not only the common users behaviors, the changed users interests and fundamental item properties, but also the changed properties of items. Experimental results conducted on a variety of datasets demonstrate that our model significantly outperforms all baseline recommender systems.Deep learning; Recommender system; Dynamic item reviews 2018 EN yes primary No duplicate / newest version yes other recommendation no reject

FH934RZ7
What recommenders recommend - An analysis of accuracy, popularity, and sales diversity 
effects Jannach, Dietmar; Lerche, Lukas; Gedikli, Fatih; Bonnin, Geoffray10.1007/978-3-642-38844-6_3journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In academic studies, the evaluation of recommender system (RS) algorithms is often limited to offline experimental designs based on historical data sets and metrics from the fields of Machine Learning or Information Retrieval. In real-world settings, however, other business-oriented metrics such as click-through-rates, customer retention or effects on the sales spectrum might be the true evaluation criteria for RS effectiveness. In this paper, we compare different RS algorithms with respect to their tendency of focusing on certain parts of the product spectrum. Our first analysis on different data sets shows that some algorithms - while able to generate highly accurate predictions - concentrate their top 10 recommendations on a very small fraction of the product catalog or have a strong bias to recommending only relatively popular items than others. We see our work as a further step toward multiple-metric offline evaluation and to help service providers make better-informed decisions when looking for a recommendation strategy that is in line with the overall goals of the recommendation service. © 2013 Springer-Verlag.2013 EN yes primary No duplicate / newest version yes other recommendation no reject

TWTCRC8M A semi-supervised solution for cold start issue on recommender systems Hao, Zhifeng; Cheng, Yingchao; Cai, Ruichu; Wen, Wen; Wang, Lijuan10.1007/978-3-319-25255-1_66journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)The recommender system is the most competitive solution to solve information overload problem, and has been extensively applied. The current collaborative filtering based recommender systems explore users' latent interest with their historical online behavior records. They are all facing the cold start issue. In this work, we proposed a background-based semi-supervised tritraining method named BSTM to tackle this problem. In detail, we capture finegrained users' background information by using a factorization model. By exploring these information, the performance of our recommendation can be significantly promoted. Besides, we proposed a semi-supervised ensemble algorithm, which got both labeled and unlabeled data involved. This algorithm assembled diverse weak prediction models which are generated by exploring samples with diverse background information and by tri-training tactic. The experimental results show that, with this solution, the accuracy of recommendation is significantly improved, and the cold-start issue is alleviated.Recommendation; Cold-start; Semi-supervised learning 2015 EN yes primary No duplicate / newest version yes other recommendation no reject
AIRDPKW4 Sequence-based recommendation with bidirectional LSTM network Fu, Hailin; Li, Jianguo; Chen, Jiemin; Tang, Yong; Zhu, Jia10.1007/978-3-030-00764-5_39/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In modern recommendation systems, most methods often neglect the sequential relationship between items. So we propose a novel Sequence-based Recommendation model with Bidirectional Long Short-Term Memory neural network (BiLSTM4Rec) which can capture the sequential feature of items to predict what a user will choose next. By collecting consumed items of a user in a sequence with time ascending order, fitting the model with the last item as the label, the rest items as the features, we regard this recommendation assignment as a super multiple classification task. Once trained well, the output layer of our model will export the probabilities of the next items with given sequence. In the experiments, we compare our approach with several commonly used recommendation methods on a real-world dataset. Experimental results indicate that our sequence-based recommender can perform well for short-term interest prediction on a sparse, large dataset.Deep learning; Recommendation system; Bidirectional recurrent neural network; Sequential prediction; Social media data mining2018 EN yes primary No duplicate / newest version yes other recommendation no reject
P45PW8HY Stock trend prediction by classifying aggregative web topic-opinion Xue, Li; Xiong, Yun; Zhu, Yangyong; Wu, Jianfeng; Chen, Zhiyuan10.1007/978-3-642-37456-2_15journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)According to the Efficient Market Hypothesis(EMH) theory, the stock market is driven mainly by overall information instead of individual event. Furthermore, the information about hot topics is believed to have more impact on stork market than that about ordinary events. Inspired by these ideas, we propose a novel stock market trend prediction method by Classifying Aggregative Web Topic-Opinion(CAWTO), which predicts stocks movement trend according to the aggregative opinions on hot topics mentioned by financial corpus on the web. Several groups of experiments were carried out using the data of Shanghai Stock Exchange Composite Index(SHCOMP) and 287,686 financial articles released on SinaFinance1, which prove the effectiveness of our proposed method. © Springer-Verlag 2013.Aggregative opinion; Opinion mining; Stock prediction 2013 EN yes primary No duplicate / newest version no reject
QLJEVWR3 Rating Prediction by Combining User Interest and Friendly Relationship Ambulgekar, H. P.; Kokare, Manesh B.10.1007/978-981-13-8300-7_14/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science Due to the popularity of social media, users of these sites are sharing what they're doing with their friends within numerous social sites. Now, we've an enormous quantity of explanations, ratings and comments for native facilities. The data is effective for fresh users to evaluate whether or not the facilities meet their needs before its use. During this paper, suggest an approach for rating prediction by combining user interest, friendly relationship info along with item reputation factor to improve the prediction accuracy. So as to predict ratings, we tend to concentrate on users' rating behaviors and reputation similarity between items. Within the proposed approach for rating prediction, we tend to fuse five factors like personal interest (items and user's topics related), similarity of social interest (user interest related), social rating behavior similarity (users' rating pattern habits related), social rating pattern diffusion (behavior of users diffusions related), and item similarity, this can be deduced by distributing the rating of a user set that represent customers evaluation—into a combined framework of matrix factorization. We tend to perform a number of experiments with the Yelp dataset. Figures in the results show that our approach is having good performance.Data mining; Recommender system; Collaborative filtering; Social user behavior2019 EN yes primary No duplicate / newest version no reject
PRNVT9EJ Facet-based user modeling in social media for personalized ranking Chen, Chen; Dongxing, Wu; Chunyan, Hou; Xiaojie, Yuan10.1007/978-3-319-06028-6_39journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Micro-blogging service has grown to a popular social media and provides a number of real-time messages for users. Although these messages allow users to access information on-the-fly, users often complain the problems of information overload and information shortage. Thus, a variety of methods of information filtering and recommendation are proposed, which are associated with user modeling. In this study, we propose an effective method of user modeling, facet-based user modeling, to capture user's interests in social media. We evaluate our models in the context of personalized ranking of microblogs. Experiments on real-world data show that facet-based user modeling can provide significantly better ranking than traditional ranking methods. We also shed some light on how different facets impact user's interest. © 2014 Springer International Publishing Switzerland.2014 EN yes primary No duplicate / newest version no reject
VDWY2EUM Design Insights for the next Wave Ontology Authoring Tools Vigo, Markel; Jay, Caroline; Stevens, Robert10.1145/2556288.2557284conferencePaper Proceedings of the SIGCHI Conference on Human Factors in Computing SystemsOntologies have been employed across scientific and business domains for some time, and the proliferation of linked data means the number and range of potential authors is set to increase significantly. Ontologies using the Web Ontology Language (OWL) are complex artefacts, however: the authoring process requires not only knowledge of the application domain, but also skills in programming and logics. To date, there has been no systematic attempt to understand the effectiveness of existing tools, or explore what users really require to build successful ontologies. Here we address this shortfall, presenting insights from an interview study with 15 ontology authors. We identify the problems reported by authors, and the strategies they employ to solve them. We map the data to a set of design recommendations, which describe how tools of the future can support ontology authoring. A key challenge is dealing with information overload: improving the user's ability to navigate, populate and debug large ontologies will revolutionise the engineering process, and open ontology authoring up to a new generation of users.semantic web; ontologies; authoring tools 2014 EN yes secondary No duplicate / newest version reject

J2PVHYYT
Leveraging Demonstrations for Reinforcement Recommendation Reasoning over Knowledge 
Graphs Zhao, Kangzhi; Wang, Xiting; Zhang, Yuren; Zhao, Li; Liu, Zheng; Xing, Chunxiao; Xie, XingbookSection Proceedings of the 43rd International ACM SIGIR Conference on Research and Development in Information RetrievalKnowledge graphs have been widely adopted to improve recommendation accuracy. The multi-hop user-item connections on knowledge graphs also endow reasoning about why an item is recommended. However, reasoning on paths is a complex combinatorial optimization problem. Traditional recommendation methods usually adopt brute-force methods to find feasible paths, which results in issues related to convergence and explainability. In this paper, we address these issues by better supervising the path finding process. The key idea is to extract imperfect path demonstrations with minimum labeling efforts and effectively leverage these demonstrations to guide path finding. In particular, we design a demonstration-based knowledge graph reasoning framework for explainable recommendation. We also propose an ADversarial Actor-Critic (ADAC) model for the demonstration-guided path finding. Experiments on three real-world benchmarks show that our method converges more quickly than the state-of-the-art baseline and achieves better recommendation accuracy and explainability.2020 EN yes primary No duplicate / newest version yes other recommendation can't tell reject

R5CSPLVV RECIPTOR: An Effective Pretrained Model for Recipe Representation Learning Li, Diya; Zaki, Mohammed J bookSection Proceedings of the 26th ACM SIGKDD International Conference on Knowledge Discovery & Data MiningRecipe representation plays an important role in food computing for perception, recognition, recommendation and other applications. Learning pretrained recipe embeddings is a challenging task, as there is a lack of high quality annotated food datasets. In this paper, we provide a joint approach for learning effective pretrained recipe embeddings using both the ingredients and cooking instructions. We present RECIPTOR, a novel set transformer-based joint model to learn recipe representations, that preserves permutation-invariance for the ingredient set and uses a novel knowledge graph (KG) derived triplet sampling approach to optimize the learned embeddings so that related recipes are closer in the latent semantic space. The embeddings are further jointly optimized by combining similarity among cooking instructions with a KG based triplet loss. We experimentally show that RECIPTOR's recipe embeddings outperform state-of-the-art baselines on two newly designed downstream classification tasks by a wide margin.2020 EN yes primary No duplicate / newest version no reject
JFJ23F7V Learning to Recommend Related Entities to Search Users Bi, Bin; Ma, Hao; Hsu, Bo-June (Paul); Chu, Wei; Wang, Kuansan; Cho, Junghoo10.1145/2684822.2685304conferencePaper Proceedings of the Eighth ACM International Conference on Web Search and Data MiningOver the past few years, major web search engines have introduced knowledge bases to offer popular facts about people, places, and things on the entity pane next to regular search results. In addition to information about the entity searched by the user, the entity pane often provides a ranked list of related entities. To keep users engaged, it is important to develop a recommendation model that tailors the related entities to individual user interests. We propose a probabilistic Three-way Entity Model (TEM) that provides personalized recommendation of related entities using three data sources: knowledge base, search click log, and entity pane log. Specifically, TEM is capable of extracting hidden structures and capturing underlying correlations among users, main entities, and related entities. Moreover, the TEM model can also exploit the click signals derived from the entity pane log. We further provide an inference technique to learn the parameters in TEM, and propose a principled preference learning method specifically designed for ranking related entities. Extensive experiments with two real-world datasets show that TEM with our probabilistic framework significantly outperforms a state of the art baseline, confirming the effectiveness of TEM and our probabilistic framework in related entity recommendation.recommender systems; entity pane; related entities; three-way entity model2015 EN yes primary No duplicate / newest version yes other recommendation yes reject
PEXUHRU3 Socially Interactive CDSS for U-Life Care Fatima, Iram; Fahim, Muhammad; Guan, Donghai; Lee, Young-Koo; Lee, Sungyoung10.1145/1968613.1968725conferencePaper Proceedings of the 5th International Conference on Ubiquitous Information Management and CommunicationClinical decision support system (CDSS) is an interactive decision support system computer software, which is designed to assist physicians and other health professionals with decision making tasks, such as determining diagnosis of patient data, disease prevention, and alerting adverse drug events. It links health observations with health knowledge to influence health choices by clinicians for improved health care. Different from conventional CDSSs which focus on diagnosis assistance, the focus of our CDSS is to provide recommendations and healthcare services for chronic disease patients by long term monitoring. To make our CDSS more intelligent, it induces the patients to interact with the system. By continuously learning and digesting patients' experience and knowledge, the knowledge base of our CDSS is self-evolutionary and dynamically enhanced. We mainly develop two modules to achieve the function of social interaction. Firstly, Knowledge Authority Module (KAM) is developed which is capable of manipulating and preprocessing social data. Secondly, to support self-evolutionary and dynamical learning, we designed the rough set based inference engine. Through social interaction, the patients can get continuous relevant medical recommendations from the system, so they can get a chance to improve their health conditions which in turns keeping on their quality of life.CDSS; inference engine; knowledge authority; rough set; self-evolutionary knowledgebase; social interaction2011 EN yes primary No duplicate / newest version no reject
AD33RPMR Geographical Entity Community Mining Based on Spatial and Semantic Association Yan, Mengyu; Jing, Ning; Zhong, Zhinong; Wu, Ye10.1145/3331453.3361652conferencePaper Proceedings of the 3rd International Conference on Computer Science and Application EngineeringThe relevance of geographic entities has always been the focus of research on geographic information retrieval, geographic knowledge graph and recommendation systems. Traditional research methods, which use spatial or semantic similarity to calculate the correlation between regions, have certain one-sidedness and limitations. The network topology can clearly represent the relationship between entities. However, semantic relationships are difficult to define, so there are few cases where network-related algorithms are used to solve the relevance of geographic entities. With the development of the Internet, web pages provide people with a huge amount of information, and geographical names as a key element are often ignored by researchers, and the rich semantic information contained in it needs further research. This study attempts to explore the geographic entity relevance of integrated semantics and spatial factors based on textual data from a network perspective. Based on the community mining algorithm, the experiment studies the aggregation characteristics of geographic entities and can find areas that are close to each other and tightly related, which is more satisfied with people's common sense.Semantic similarity; Community mining; Geographic entities; Louvain Algorithm; Spatial similarity2019 EN yes primary No duplicate / newest version no reject
25WTNWQZ Knowledge-Aware Autoencoders for Explainable Recommender Systems Bellini, Vito; Schiavone, Angelo; Di Noia, Tommaso; Ragone, Azzurra; Di Sciascio, Eugenio10.1145/3270323.3270327conferencePaper Proceedings of the 3rd Workshop on Deep Learning for Recommender SystemsRecommender Systems have been widely used to help users in finding what they are looking for thus tackling the information overload problem. After several years of research and industrial findings looking after better algorithms to improve accuracy and diversity metrics, explanation services for recommendation are gaining momentum as a tool to provide a human-understandable feedback to results computed, in most of the cases, by black-box machine learning techniques. As a matter of fact, explanations may guarantee users satisfaction, trust, and loyalty in a system. In this paper, we evaluate how different information encoded in a Knowledge Graph are perceived by users when they are adopted to show them an explanation. More precisely, we compare how the use of categorical information, factual one or a mixture of them both in building explanations, affect explanatory criteria for a recommender system. Experimental results are validated through an A/B testing platform which uses a recommendation engine based on a Semantics-Aware Autoencoder to build users profiles which are in turn exploited to compute recommendation lists and to provide an explanation.Recommender Systems; Deep Learning; Autoencoder Neural Networks; Explainable Models; Explanation2018 EN yes primary No duplicate / newest version yes other other yes reject
DZHN5BB8 KGAT: Knowledge Graph Attention Network for Recommendation Wang, Xiang; He, Xiangnan; Cao, Yixin; Liu, Meng; Chua, Tat-Seng10.1145/3292500.3330989conferencePaper Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery & Data MiningTo provide more accurate, diverse, and explainable recommendation, it is compulsory to go beyond modeling user-item interactions and take side information into account. Traditional methods like factorization machine (FM) cast it as a supervised learning problem, which assumes each interaction as an independent instance with side information encoded. Due to the overlook of the relations among instances or items (e.g., the director of a movie is also an actor of another movie), these methods are insufficient to distill the collaborative signal from the collective behaviors of users. In this work, we investigate the utility of knowledge graph (KG), which breaks down the independent interaction assumption by linking items with their attributes. We argue that in such a hybrid structure of KG and user-item graph, high-order relations — which connect two items with one or multiple linked attributes — are an essential factor for successful recommendation. We propose a new method named Knowledge Graph Attention Network (KGAT) which explicitly models the high-order connectivities in KG in an end-to-end fashion. It recursively propagates the embeddings from a node's neighbors (which can be users, items, or attributes) to refine the node's embedding, and employs an attention mechanism to discriminate the importance of the neighbors. Our KGAT is conceptually advantageous to existing KG-based recommendation methods, which either exploit high-order relations by extracting paths or implicitly modeling them with regularization. Empirical results on three public benchmarks show that KGAT significantly outperforms state-of-the-art methods like Neural FM and RippleNet. Further studies verify the efficacy of embedding propagation for high-order relation modeling and the interpretability benefits brought by the attention mechanism. We release the codes and datasets at https://github.com/xiangwang1223/knowledge_graph_attention_network.graph neural network; recommendation; collaborative filtering; knowledge graph; embedding propagation; higher-order connectivity2019 EN yes primary No duplicate / newest version yes other recommendation yes reject

6SD867A8
FML-Based Intelligent Adaptive Assessment Platform for Learning Materials 
Recommendation Lee, Chang-Shing; Wang, Mei-Hui; Yu, Jian-Lin; Lin, Koun-Hong; Lin, Ting-Tzu; Yang, Sheng-Chi; Cho, Sheng-Lun10.1109/FUZZ-IEEE.2015.7338100conferencePaper 2015 IEEE International Conference on Fuzzy Systems (FUZZ-IEEE) There are many students learning their academic studies via on-line education platform with many learning materials; however, how to select learning materials that exactly fit to their competence is not easy for them. This paper proposes an intelligent adaptive assessment platform (IAAP) to allow students to do adaptive testing to assess their learning ability. Additionally, this paper also proposes an FML-based fuzzy inference mechanism to infer the rank of the recommended learning materials based on the constructed fuzzy ontology, including knowledge base and rule base. The learning-material recommendation mechanism then outputs the recommended learning materials to the students based on the constructed ontologies and the inferred rank of the recommended learning materials. Finally, after learning, students provide a feedback to the IAAP and starts next learning iteration to achieve the goal of students' learning progress. Experimental results show that the developed IAAP is able to correctly estimate students' ability and the proposed approach is feasible for learning materials' recommendation and self-learning.2015 EN yes primary No duplicate / newest version yes other recommendation yes reject

FEHRJ6E4
Retrievability Based Document Selection for Relevance Feedback with Automatically 
Generated Query Variants Chakraborty, Anirban; Ganguly, Debasis; Conlan, OwenbookSection Proceedings of the 29th ACM International Conference on Information & Knowledge ManagementTo mitigate the problem of over-dependence of a pseudo-relevance feedback algorithm on the top-M document set, we make use of a set of equivalence classes of queries rather than one single query. These query equivalents are automatically constructed either from a) a knowledge base of prior distributions of terms with respect to the given query terms, or b) iteratively generated from a relevance model of term distributions in the absence of such priors. These query variants are then used to estimate the retrievability of each document with the hypothesis that documents that are more likely to be retrieved at top-ranks for a larger number of these query variants are more likely to be effective for relevance feedback. Results of our experiments show that our proposed method is able to achieve substantially better precision at top-ranks (e.g. higher nDCG@5 and P@5 values) for ad-hoc IR and points-of-interest (POI) recommendation tasks.2020 EN yes primary No duplicate / newest version yes other recommendation can't tell reject

8MEL7LFN An Ontology-Based Interactive Tool to Search Documents in the U.S. Patent System Taduri, Siddharth; Lau, Gloria T; Law, Kincho H; Yu, Hang; Kesan, Jay P10.1145/2037556.2037610conferencePaper Proceedings of the 12th Annual International Digital Government Research Conference: Digital Government Innovation in Challenging TimesThe past few years have seen an explosive growth in scientific and regulatory documents related to the patent system. Relevant information is siloed into many heterogeneous and distributed information sources making it very challenging to retrieve information across multiple domains. In this demonstration, we present a tool that enables users to simultaneously search multiple information domains in the patent system. The presented tool is built upon the Patent System Ontology, which provides both a standardized representation of the patent system domain and required semantics to integrate the various information domains [1], [2]. The tool provides features such as integration with a biomedical knowledge base and recommendations for related articles. Future additions to the tool will provide features to analyze the data both statistically and visually to aid in research. We demonstrate how this tool can be helpful in expediting search and information retrieval in an intelligent and convenient way through a use case in the bio domain – erythropoietin.ontology; information retrieval; court cases; file wrapper; knowledgebase; patent; search2011 EN yes primary No duplicate / newest version no reject
X4TPCM74 NAVIGATE: Explainable Visual Graph Exploration by Examples Namaki, Mohammad Hossein; Song, Qi; Wu, Yinghui10.1145/3299869.3320245conferencePaper Proceedings of the 2019 International Conference on Management of Data We demonstrate NAVIGATE, an explaiunderlineNA ble query engine for underlineVI sual underlineG runderlineA ph exploraunderlineT ion by underlineE xamples. NAVIGATE interleavesquery rewriting and query answering to help users (1) search graphs textslwithout writing complex queries, and (2) understand answers by providing intuitive explanations. Users can visually construct queries and specify missing or unwanted example entities to guide the exploration towards desired answers. NAVIGATE can rewrite queries with answers close to examples, by minimally altering their topological and semantic constraints. Another unique feature is its ability to explain query results by tracing the query manipulation operators that are responsible for transforming the original answers to desirable ones. In addition, NAVIGATE optimizes system response time by referring to dynamically cachedstar views to reduce both query evaluation and rewriting cost at run time. We also demonstrate its ease-of-use, efficiency, and explainable exploration in applications such as recommendation and knowledge base search.query suggestion; approximate algorithms; dynamic view management; graph query; property graphs; query by example; why-provenance2019 EN yes primary No duplicate / newest version no reject
W8IU4695 Transitioning to the next Generation (Nextgen) Defense Training Environment (DTE) Bizub, Warren; Brandt, Julia conferencePaper Proceedings of the Winter Simulation Conference Department of Defense (DoD) closed architectures and proprietary solutions limit the ability to provide the warfighter gaming, semantic reasoning and social networking capabilities employed by industry and readily available in the open source community. Exorbitant sustainment costs of legacy solutions are unjustifiable and significantly inhibit transition to enhanced solutions. Additionally, legacy solutions leave a dependence on an aging workforce of static-centric modeling & simulation (M&S) subject matter expertise (SME) to promote reuse, while budget cuts increase attrition among junior-level technical staff. This paper describes challenges and recommendations for changing the DoD M&S training paradigm to facilitate interoperability, incorporate emerging semantic web technologies, and provide a knowledge base to promote reuse. Two ongoing R&D projects will be used to illustrate innovative strategies and their potential to alleviate many legacy system interoperability issues while transitioning to a Defense Training Environment (DTE) where US and Coalition Command and Control (C2) and M&S systems seamlessly interoperate to train as we fight.2011 EN yes secondary No duplicate / newest version reject
9X828CZ5 Multi-Step Classification Approaches to Cumulative Citation Recommendation Balog, Krisztian; Ramampiaro, Heri; Takhirov, Naimdjon; Nørv\rag, KjetilconferencePaper Proceedings of the 10th Conference on Open Research Areas in Information RetrievalKnowledge bases have become indispensable sources of information. It is therefore critical that they rely on the latest information available and get updated every time new facts surface. Knowledge base acceleration (KBA) systems seek to help humans expand knowledge bases like Wikipedia by automatically recommending edits based on incoming content streams. A core step in this process is that of identifying relevant content, i.e., filtering documents that would imply modifications to the attributes or relations of a given target entity. We propose two multi-step classification approaches for this task that consist of two and three binary classification steps, respectively. Both methods share the same initial component, which is concerned with the identification of entity mentions in documents, while subsequent steps involve identification of documents being relevant and/or central to a given entity. Using the evaluation platform of the TREC 2012 KBA track and a rich feature set developed for this particular task, we show that both approaches deliver state-of-the-art performance.information filtering; cumulative citation recommendation; knowledge base acceleration2013 EN yes primary No duplicate / newest version no reject

X65M8ZGQ
Inferring Semantic Interest Profiles from Twitter Followees: Does Twitter Know Better than 
Your Friends? Besel, Christoph; Schlötterer, Jörg; Granitzer, Michael10.1145/2851613.2851819conferencePaper Proceedings of the 31st Annual ACM Symposium on Applied Computing Social media based recommendation systems infer users' interests from their social network activity in order to provide personalised recommendations. Typically, the user profiles are generated by analysing the users' posts or tweets. However, there might be a significant difference between what a user produces and what she consumes. We propose an approach for inferring user interests from followees (the accounts the user follows) rather than tweets. This is done by extracting named entities from a user's followees using the English Wikipedia as knowledge base and regarding them as interests. Afterwards, a spreading activation algorithm is performed on a Wikipedia category taxonomy to aggregate the various interests to a more abstract interest profile. With over 7 out of 10 items being relevant to the users in our evaluation, we show that this approach can compete with the state of the art and performs even better in predicting the users' interests than their human friends do.personalization; Twitter user profile 2016 EN yes primary No duplicate / newest version no reject

MD86FA9L
IRS-T2D: Individualize Recommendation System for Type2 Diabetes Medication Based on 
Ontology and SWRL Mahmoud, Nesma; Elbeh, Heba10.1145/2908446.2908495conferencePaper Proceedings of the 10th International Conference on Informatics and Systems Type 2 diabetes is a chronic and progressive disease with a large number of management strategies and treatment options. Doctors face a problem to concern many patients with different disease factors and many anti-diabetics drugs options to prescript treatment. Various researches have been considered the treatment of type 2 diabetes, but the individualization of the treatment that effectively control diabetes and avoids its complication has not been considered. In this paper, we present IRS-T2D, a recommendation system for individualizing the treatment of type 2 diabetes that utilized ontology and SWRL. The official documents management of type 2 diabetes were used as criteria and adapted to build ontologies. Thus, we built two OWL ontologies one for patient profiles and one for anti-diabetic drugs. The medication constraints were represented by Semantic Web Rule Language (SWRL). Finally, OWL/SWRL knowledge base is transformed to Jess reasoning engine format to build the IRS-T2D system.Ontology; Recommender System; OWL; Jess; SWRL; Type 2 Diabetes Mellitus (T2DM)2016 EN yes primary No duplicate / newest version yes other recommendation no reject

S3MC7BJB Towards Adding Linked Data to Ontology Learning Layers Booshehri, Meisam; Luksch, Peter10.1145/2684200.2684312conferencePaper Proceedings of the 16th International Conference on Information Integration and Web-Based Applications & ServicesManual creation of ontologies is a time-consuming, costly and complicated process. Consequently, over the past decade a significant number of methods have been proposed for (semi)automatic generation of ontologies from existing data, especially textual ones. However, there are still significant limitations in this area. This study is an early effort towards reusing the semantic knowledge freely available in Web of Linked Data to improve the results of ontology learning from text in terms of multilingual making of ontology terms, classification of dangling instances, recommending appropriate intensions for ontology concepts, and concept hierarchy enrichment. Actually, these are the tasks associated with the second, third and fourth layer of Ontology Learning Stack. In our first stage experimental efforts, Factforge was used to implement the research objectives. Then, the results gained by an expert were compared against those obtained automatically. Finally, the experimental results verified the importance of the proposed approach through the achieved improvements in most of the objectives mentioned.Ontology learning from text; Web of Linked Data; Classification of Dangling Instances; concept hierarchy enrichment; Concept Intension; Multilingual making of the Ontology2014 EN yes primary No duplicate / newest version no reject
WYQ3DFQ6 Robust Question Answering over the Web of Linked Data Yahya, Mohamed; Berberich, Klaus; Elbassuoni, Shady; Weikum, Gerhard10.1145/2505515.2505677conferencePaper Proceedings of the 22nd ACM International Conference on Information & Knowledge ManagementKnowledge bases and the Web of Linked Data have become important assets for search, recommendation, and analytics. Natural-language questions are a user-friendly mode of tapping this wealth of knowledge and data. However, question answering technology does not work robustly in this setting as questions have to be translated into structured queries and users have to be careful in phrasing their questions. This paper advocates a new approach that allows questions to be partially translated into relaxed queries, covering the essential but not necessarily all aspects of the user's input. To compensate for the omissions, we exploit textual sources associated with entities and relational facts. Our system translates user questions into an extended form of structured SPARQL queries, with text predicates attached to triple patterns. Our solution is based on a novel optimization model, cast into an integer linear program, for joint decomposition and disambiguation of the user question. We demonstrate the quality of our methods through experiments with the QALD benchmark.question answering; knowledge base; semantic search; disambiguation; usability2013 EN yes primary No duplicate / newest version no reject
T3SDYL8H Learner Modeling for Integration Skills Huang, Yun; Guerra-Hollstein, Julio; Barria-Pineda, Jordan; Brusilovsky, Peter10.1145/3079628.3079677conferencePaper Proceedings of the 25th Conference on User Modeling, Adaptation and PersonalizationComplex skill mastery requires not only acquiring individual basic component skills, but also practicing integrating such basic skills. However, traditional approaches to knowledge modeling, such as Bayesian knowledge tracing, only trace knowledge of each decomposed basic component skill. This risks early assertion of mastery or ineffective remediation failing to address skill integration. We introduce a novel integration-level approach to model learners' knowledge and provide fine-grained diagnosis: a Bayesian network based on a new kind of knowledge graph with progressive integration skills. We assess the value of such a model from multifaceted aspects: performance prediction, parameter plausibility, expected instructional effectiveness, and real-world recommendation helpfulness. Our experiments based on a Java programming tutor show that proposed model significantly improves two popular multiple-skill knowledge tracing models on all these four aspects.bayesian network; knowledge tracing; learner modeling; programming patterns; skill integration2017 EN yes primary No duplicate / newest version no reject
U6LRHHXT Ontology-Based Approach for Neighborhood and Real Estate Recommendations Laddada, Wissame; Duchateau, Fabien; Favetta, Franck; Moncla, Ludovic10.1145/3423334.3431452conferencePaper Proceedings of the 4th ACM SIGSPATIAL Workshop on Location-Based Recommendations, Geosocial Networks, and GeoadvertisingSuggesting services or products to people is a task that should be handled by recommendation systems due to the important increase of information and the multitude of user criteria. In fact, when expressing wishes for a product, a user is influenced by his/her tastes or priorities. These influential characteristics tend to be challenging regarding their integration into recommendation systems, because interaction between the products/services and the user has to be captured through its preferences. Recommendation systems for neighborhood and real estate search are no exception, and to achieve reliable recommendation, we developed an ontology NAREO (Neighborhood And Real Estate Ontology) where environment characteristics related to user preferences are modeled with other geo-semantic descriptions. This ontology can be enriched by SWRL (Semantic Web Rule Language) rules that enhance the semantics of our knowledge base and allow reasoning process through built-ins. To illustrate a use case, we provide a basic set of predefined rules for the recommendation context. User preferences are managed through SPARQL queries taking into account the result of inferences.Ontology; Recommendation Systems; Spatial modeling; SWRL reasoning2020 EN yes primary No duplicate / newest version yes other recommendation reject

LHF855YT
An Entity Class-Dependent Discriminative Mixture Model for Cumulative Citation 
Recommendation Wang, Jingang; Song, Dandan; Wang, Qifan; Zhang, Zhiwei; Si, Luo; Liao, Lejian; Lin, Chin-Yew10.1145/2766462.2767698conferencePaper Proceedings of the 38th International ACM SIGIR Conference on Research and Development in Information RetrievalThis paper studies Cumulative Citation Recommendation (CCR) for Knowledge Base Acceleration (KBA). The CCR task aims to detect potential citations of a set of target entities with priorities from a volume of temporally-ordered stream corpus. Previous approaches for CCR that build an individual relevance model for each entity fail to handle unseen entities without annotation. A baseline solution is to build a global entity-unspecific model for all entities regardless of the relationship information among entities, which cannot guarantee to achieve satisfactory result for each entity. In this paper, we propose a novel entity class-dependent discriminative mixture model by introducing a latent entity class layer to model the correlations between entities and latent entity classes. The model can better adjust to different types of entities and achieve better performance when dealing with a broad range of entities. An extensive set of experiments has been conducted on TREC-KBA-2013 dataset, and the experimental results demonstrate that the proposed model can achieve the state-of-the-art performance.information filtering; cumulative citation recommendation; knowledge base acceleration; mixture model2015 EN yes primary No duplicate / newest version yes other recommendation reject

FG6I87HE
Layered Graph Embedding for Entity Recommendation Using Wikipedia in the Yahoo! 
Knowledge Graph Ni, Chien-Chun; Sum Liu, Kin; Torzec, Nicolas10.1145/3366424.3383570conferencePaper Companion Proceedings of the Web Conference 2020 In this paper, we describe an embedding-based entity recommendation framework for Wikipedia that organizes Wikipedia into a collection of graphs layered on top of each others, learns complementary entity representations from their topology and content, and combines them with a lightweight learning-to-rank approach to recommend related entities on Wikipedia. Through offline and online evaluations, we show that the resulting embeddings and recommendations perform well in terms of quality and user engagement. Balancing simplicity and quality, this framework provides default entity recommendations for English and other languages in the Yahoo! Knowledge Graph, which Wikipedia is a core subset of.knowledge graph; graph embedding; representation learning; entity recommendation; learning-to-rank2020 EN yes primary No duplicate / newest version yes other recommendation can't tell reject

2TVH8C4Z Top-N Recommendations from Implicit Feedback Leveraging Linked Open Data Ostuni, Vito Claudio; Di Noia, Tommaso; Di Sciascio, Eugenio; Mirizzi, Roberto10.1145/2507157.2507172conferencePaper Proceedings of the 7th ACM Conference on Recommender Systems The advent of the Linked Open Data (LOD) initiative gave birth to a variety of open knowledge bases freely accessible on the Web. They provide a valuable source of information that can improve conventional recommender systems, if properly exploited. In this paper we present SPrank, a novel hybrid recommendation algorithm able to compute top-N item recommendations from implicit feedback exploiting the information available in the so called Web of Data. We leverage DBpedia, a well-known knowledge base in the LOD compass, to extract semantic path-based features and to eventually compute recommendations using a learning to rank algorithm. Experiments with datasets on two different domains show that the proposed approach outperforms in terms of prediction accuracy several state-of-the-art top-N recommendation algorithms for implicit feedback in situations affected by different degrees of data sparsity.learning to rank; linked data; implicit feedback; dbpedia; hybrid recommender system; top-n recommendations2013 EN yes primary No duplicate / newest version yes other recommendation yes reject
JIPN3GA6 A Distributed Fuzzy Recommendation System Ghasemi, Touhid; Abhari, Abdolreza conferencePaper Proceedings of the 15th Communications and Networking Simulation SymposiumIn this paper methods based on fuzzy logic are applied for the retrieval and analysis of data available on websites. As domains become more specific in web servers, fuzzy relations between words can be defined and used to direct users in sending more accurate search queries. The documents in each server is used for building a knowledge base that is employed by the recommendation system for the users of a P2P network containing that node. The large amount of perception-based data existing in the social networking websites (for example, user interests in Facebook), motivated us to propose this fuzzy-based retrieval system for Web2.0 social networking or other domain specific websites. Developing a scalable fuzzy logic based recommendation system for Web2.0 sites or digital libraries is a novel idea that has not been implemented before.2012 EN yes primary No duplicate / newest version yes other recommendation no reject
NI6QRTIS AKUPM: Attention-Enhanced Knowledge-Aware User Preference Model for Recommendation Tang, Xiaoli; Wang, Tengyun; Yang, Haizhi; Song, Hengjie10.1145/3292500.3330705conferencePaper Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery & Data MiningRecently, much attention has been paid to the usage of knowledge graph within the context of recommender systems to alleviate the data sparsity and cold-start problems. However, when incorporating entities from a knowledge graph to represent users, most existing works are unaware of the relationships between these entities and users. As a result, the recommendation results may suffer a lot from some unrelated entities.In this paper, we investigate how to explore these relationships which are essentially determined by the interactions among entities. Firstly, we categorize the interactions among entities into two types: inter-entity-interaction and intra-entity-interaction. Inter-entity-interaction is the interactions among entities that affect their importances to represent users. And intra-entity-interaction is the interactions within an entity that describe the different characteristics of this entity when involved in different relations.Then, considering these two types of interactions, we propose a novel model named Attention-enhanced Knowledge-aware User Preference Model (AKUPM) for click-through rate (CTR) prediction. More specifically, a self-attention network is utilized to capture the inter-entity-interaction by learning appropriate importance of each entity w.r.t the user. Moreover, the intra-entity-interaction is modeled by projecting each entity into its connected relation spaces to obtain the suitable characteristics. By doing so, AKUPM is able to figure out the most related part of incorporated entities (i.e., filter out the unrelated entities). Extensive experiments on two real-world public datasets demonstrate that AKUPM achieves substantial gains in terms of common evaluation metrics (e.g., AUC, ACC and Recall@top-K) over several state-of-the-art baselines.recommender system; knowledge graph; attention mechanism 2019 EN yes primary No duplicate / newest version yes other recommendation yes reject

P9XXSYR6
Unifying Knowledge Graph Learning and Recommendation: Towards a Better Understanding 
of User Preferences Cao, Yixin; Wang, Xiang; He, Xiangnan; Hu, Zikun; Chua, Tat-Seng10.1145/3308558.3313705conferencePaper The World Wide Web Conference Incorporating knowledge graph (KG) into recommender system is promising in improving the recommendation accuracy and explainability. However, existing methods largely assume that a KG is complete and simply transfer the ”knowledge” in KG at the shallow level of entity raw data or embeddings. This may lead to suboptimal performance, since a practical KG can hardly be complete, and it is common that a KG has missing facts, relations, and entities. Thus, we argue that it is crucial to consider the incomplete nature of KG when incorporating it into recommender system. In this paper, we jointly learn the model of recommendation and knowledge graph completion. Distinct from previous KG-based recommendation methods, we transfer the relation information in KG, so as to understand the reasons that a user likes an item. As an example, if a user has watched several movies directed by (relation) the same person (entity), we can infer that the director relation plays a critical role when the user makes the decision, thus help to understand the user's preference at a finer granularity. Technically, we contribute a new translation-based recommendation model, which specially accounts for various preferences in translating a user to an item, and then jointly train it with a KG completion model by combining several transfer schemes. Extensive experiments on two benchmark datasets show that our method outperforms state-of-the-art KG-based recommendation methods. Further analysis verifies the positive effect of joint training on both tasks of recommendation and KG completion, and the advantage of our model in understanding user preference. We publish our project at https://github.com/TaoMiner/joint-kg-recommender.Embedding; Knowledge Graph; Item Recommendation; Joint Model 2019 EN yes primary No duplicate / newest version yes other recommendation yes reject

H6KB87YF Spatiotemporal Representation Learning for Translation-Based POI Recommendation Qian, Tieyun; Liu, Bei; Nguyen, Quoc Viet Hung; Yin, Hongzhi10.1145/3295499journalArticle ACM Trans. Inf. Syst. The increasing proliferation of location-based social networks brings about a huge volume of user check-in data, which facilitates the recommendation of points of interest (POIs). Time and location are the two most important contextual factors in the user's decision-making for choosing a POI to visit. In this article, we focus on the spatiotemporal context-aware POI recommendation, which considers the joint effect of time and location for POI recommendation. Inspired by the recent advances in knowledge graph embedding, we propose a spatiotemporal context-aware and translation-based recommender framework (STA) to model the third-order relationship among users, POIs, and spatiotemporal contexts for large-scale POI recommendation. Specifically, we embed both users and POIs into a “transition space” where spatiotemporal contexts (i.e., a <time, location=""> pair) are modeled as translation vectors operating on users and POIs. We further develop a series of strategies to exploit various correlation information to address the data sparsity and cold-start issues for new spatiotemporal contexts, new users, and new POIs. We conduct extensive experiments on two real-world datasets. The experimental results demonstrate that our STA framework achieves the superior performance in terms of high recommendation accuracy, robustness to data sparsity, and effectiveness in handling the cold-start problem.POI recommendation; contextual modeling; location-based social networks; spatiotemporal aware2019 EN yes primary No duplicate / newest version yes other recommendation reject
HNP53KSQ PivotE: Revealing and Visualizing the Underlying Entity Structures for Exploration Han, Xueran; Chen, Jun; Lu, Jiaheng; Chen, Yueguo; Du, Xiaoyong10.14778/3352063.3352111journalArticle Proc. VLDB Endow. A Web-scale knowledge graph (KG) typically contains millions of entities and thousands of entity types. Due to the lack of a pre-defined data schema such as the ER model, entities in KGs are loosely coupled based on their relationships, which brings challenges for effective accesses of the KGs in a structured manner like SPARQL. This demonstration presents an entity-oriented exploratory search prototype system that is able to support search and explore KGs in a exploratory search manner, where local structures of KGs can be dynamically discovered and utilized for guiding users. The system applies a path-based ranking method for recommending similar entities and their relevant information as exploration pointers. The interface is designed to assist users to investigate a domain (particular type) of entities, as well as to explore the knowledge graphs in various relevant domains. The queries are dynamically formulated by tracing the users' dynamic clicking (exploration) behaviors.In this demonstration, we will show how our system visualize the underlying entity structures, as well as explain the semantic correlations among them in a unified interface, which not only assist users to learn about the properties of entities in many aspects but also guide them to further explore the information space.2019 EN yes primary No duplicate / newest version yes other recommendation can't tell reject
SLJXLYB2 A Hybrid Multigroup Coclustering Recommendation Framework Based on Information Fusion Huang, Shanshan; Ma, Jun; Cheng, Peizhe; Wang, Shuaiqiang10.1145/2700465journalArticle ACM Trans. Intell. Syst. Technol. Collaborative Filtering (CF) is one of the most successful algorithms in recommender systems. However, it suffers from data sparsity and scalability problems. Although many clustering techniques have been incorporated to alleviate these two problems, most of them fail to achieve further significant improvement in recommendation accuracy. First of all, most of them assume each user or item belongs to a single cluster. Since usually users can hold multiple interests and items may belong to multiple categories, it is more reasonable to assume that users and items can join multiple clusters (groups), where each cluster is a subset of like-minded users and items they prefer. Furthermore, most of the clustering-based CF models only utilize historical rating information in the clustering procedure but ignore other data resources in recommender systems such as the social connections of users and the correlations between items. In this article, we propose HMCoC, a Hybrid Multigroup CoClustering recommendation framework, which can cluster users and items into multiple groups simultaneously with different information resources. In our framework, we first integrate information of user–item rating records, user social networks, and item features extracted from the DBpedia knowledge base. We then use an optimization method to mine meaningful user–item groups with all the information. Finally, we apply the conventional CF method in each cluster to make predictions. By merging the predictions from each cluster, we generate the top-n recommendations to the target users for return. Extensive experimental results demonstrate the superior performance of our approach in top-n recommendation in terms of MAP, NDCG, and F1 compared with other clustering-based CF models.Recommender systems; collaborative filtering; coclustering; data sparsity; information fusion2015 EN yes primary No duplicate / newest version yes other recommendation yes reject
7XBWBLQW Improving Sequential Recommendation with Knowledge-Enhanced Memory Networks Huang, Jin; Zhao, Wayne Xin; Dou, Hongjian; Wen, Ji-Rong; Chang, Edward Y10.1145/3209978.3210017conferencePaper The 41st International ACM SIGIR Conference on Research & Development in Information RetrievalWith the revival of neural networks, many studies try to adapt powerful sequential neural models, ıe Recurrent Neural Networks (RNN), to sequential recommendation. RNN-based networks encode historical interaction records into a hidden state vector. Although the state vector is able to encode sequential dependency, it still has limited representation power in capturing complicated user preference. It is difficult to capture fine-grained user preference from the interaction sequence. Furthermore, the latent vector representation is usually hard to understand and explain. To address these issues, in this paper, we propose a novel knowledge enhanced sequential recommender. Our model integrates the RNN-based networks with Key-Value Memory Network (KV-MN). We further incorporate knowledge base (KB) information to enhance the semantic representation of KV-MN. RNN-based models are good at capturing sequential user preference, while knowledge-enhanced KV-MNs are good at capturing attribute-level user preference. By using a hybrid of RNNs and KV-MNs, it is expected to be endowed with both benefits from these two components. The sequential preference representation together with the attribute-level preference representation are combined as the final representation of user preference. With the incorporation of KB information, our model is also highly interpretable. To our knowledge, it is the first time that sequential recommender is integrated with external memories by leveraging large-scale KB information.knowledge base; memory network; sequential recommendation 2018 EN yes primary No duplicate / newest version yes other recommendation yes reject
LJQBI2SG ATBRG: Adaptive Target-Behavior Relational Graph Network for Effective Recommendation Feng, Yufei; Hu, Binbin; Lv, Fuyu; Liu, Qingwen; Zhang, Zhiqiang; Ou, WenwubookSection Proceedings of the 43rd International ACM SIGIR Conference on Research and Development in Information RetrievalRecommender system (RS) devotes to predicting user preference to a given item and has been widely deployed in most web-scale applications. Recently, knowledge graph (KG) attracts much attention in RS due to its abundant connective information. Existing methods either explore independent meta-paths for user-item pairs over KG, or employ graph neural network (GNN) on whole KG to produce representations for users and items separately. Despite effectiveness, the former type of methods fails to fully capture structural information implied in KG, while the latter ignores the mutual effect between target user and item during the embedding propagation. In this work, we propose a new framework named Adaptive Target-Behavior Relational Graph network (ATBRG for short) to effectively capture structural relations of target user-item pairs over KG. Specifically, to associate the given target item with user behaviors over KG, we propose the graph connect and graph prune techniques to construct adaptive target-behavior relational graph. To fully distill structural information from the sub-graph connected by rich relations in an end-to-end fashion, we elaborate on the model design of ATBRG, equipped with relation-aware extractor layer and representation activation layer. We perform extensive experiments on both industrial and benchmark datasets. Empirical results show that ATBRG consistently and significantly outperforms state-of-the-art methods. Moreover, ATBRG has also achieved a performance improvement of 5.1% on CTR metric after successful deployment in one popular recommendation scenario of Taobao APP.2020 EN yes primary No duplicate / newest version yes other recommendation yes reject
R32G7QGG KrishiMantra: Agricultural Recommendation System Kumar, Vikas; Dave, Vishal; Bhadauriya, Rahul; Chaudhary, Sanjay10.1145/2442882.2442933conferencePaper Proceedings of the 3rd ACM Symposium on Computing for Development With the evolution of Web 2.0, ICT has become the primary need of human beings. There is a gap between the farmers and the knowledge of agricultural experts. ICT can fill the gap between farmers and the experts. In this paper, we have proposed a semantic web based architecture to generate agricultural recommendations, using spatial data and agricultural knowledge bases. Our knowledge base acts as a domain expert and will send recommendations to the farmers based on climate conditions and geographic data. We have shown experimental results as a part of implementation of our proposed architecture. A farmer sends a query to the query engine, in order to get information for a specific crop. Query may be related to GIS data, crop knowledge base or both. The result of the query is displayed on a mobile device.ontology; recommendation; semantic web; geographic information system (GIS); services; SOA2013 EN yes primary No duplicate / newest version yes other recommendation yes reject

BP7LYI8R
Exploiting context information to improve the precision of recommendation systems in 
retailing Sánchez, Cristian; Villegas, Norha M.; Díaz Cely, Javier10.1007/978-3-319-66562-7_6/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science In the retailing industry, recommendation systems analyze historical purchasing information with the purpose of predicting user product preferences. Nevertheless, despite the increasing use of these applications, their results still lack precision with respect to the real needs and preferences of customers. This is in part because the user's purchase history is insufficient to identify the products that a user would need to buy, given that user preferences are highly affected by changes in contextual situations (e.g., geographical location, special dates, activities of interest) over time. This paper presents a recommendation system that exploits context information to improve the precision of recommendations. Our system relies on the collaborative filtering approach, and the post-filtering paradigm as the mechanism to include context information into the recommendation algorithm. We tested our system using data provided by a Colombian retailing company finding that our recommendations are successful for a greater number of customers, compared to the baseline approach.Collaborative filtering; Context-aware recommendation system; Contextual information; Post-filtering; Precision; Recommendation process2017 EN yes primary No duplicate / newest version yes other recommendation no reject

5ZIHQQJ5 How users select query suggestions under different satisfaction states? Shang, Zhenguo; Li, Jingfei; Zhang, Peng; Song, Dawei; Wang, Benyou10.1007/978-3-319-68699-8_8/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Query suggestion (or recommendation) has become an important technique in commercial search engines (e.g., Google, Bing and Baidu) in order to improve users' search experience. Most existing studies on query suggestion focus on formalizing various query suggestion models, while ignoring the study on investigating how users select query suggestions under different satisfaction states. Specifically, although a number of effective query suggestion models have been proposed, some basic problems have not been well investigated. For example, (i) how much the importance of query suggestion feature for users with respect to different queries; (ii) how user's satisfaction for current search results will influence the selection of query suggestions. In this paper, we conduct extensive user study with a search engine interface in order to investigate above problems. Through the user study, we gain a series of insightful findings which may benefit for the design of future search engine and query suggestion models.Novelty; Eye tracking; Query suggestion; User satisfaction; User study2017 EN yes primary No duplicate / newest version no reject
KH8CINKS Towards the profiling of twitter users for topic-based filtering Esparza, Sandra Garcia; O'Mahony, Michael P.; Smyth, Barry10.1007/978-1-4471-4739-8_22journalArticle Res. and Dev. in Intelligent Syst. XXIX: Incorporating Applications and Innovations in Intel. Sys. XX - AI 2012, 32nd SGAI Int. Conf. on Innovative Techniques and Applications of Artificial Intel.There is no doubting the incredible impact of Twitter on how we communicate, access and share information online. Currently users can follow other users or hashtags in order to benefit from a stream of data from people they trust or on topics that matter to them. However at the moment the following granularity of Twitter means that users cannot limit their information streams to a set of topics by a given user. Thus, even the most carefully curated information streams can quickly become polluted with extraneous content. In this paper we describe our initial steps to improve this situation by proposing a profiling approach that can be used for information filtering purposes as well as recommendation purposes. First, we demonstrate that it is feasible to automatically profile the interests of users by using machine learning techniques to classify the pages that they share via their tweets. We then go on to describe how this profiling mechanism can be used to organise and filter Twitter information streams. In particular we present a system that provides for a more fine-grained way to follow users on specific topics and thereby refine the standard Twitter timeline based on a user's core topical interests. © Springer-Verlag London 2012.2012 EN yes primary No duplicate / newest version yes other recommendation reject
G6X6377Y Negative feedback in the language modeling framework for text recommendation Zagheli, Hossein Rahmatizadeh; Ariannezhad, Mozhdeh; Shakery, Azadeh10.1007/978-3-319-56608-5_63/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Text recommendation is the task of delivering sets of documents to users with respect to their profiles. One of the most important components of these systems is the filtering component. The filtering component decides about the relevancy of a document to a profile, which specifies the user interests, by comparing the similarity score between them with a predetermined threshold. In this paper, we propose a filtering approach which exploits the negative feedback from the user in a language modeling framework to compute the relevancy score of new documents. In other words, the negative feedback from the user is considered as the representative of the documents that he dislikes and leads the system to avoid suggesting such documents in the future. Our experiments on CLEF 2008–09 INFILE Track collection demonstrate the effectiveness of our proposed method and indicate that using negative feedback results in significant improvements over baselines.Content-based recommender system; Negative feedback; Language modelling; Text filtering; Text recommendation2017 EN yes primary No duplicate / newest version yes reject
LZWGQ3MP Smart places: Multi-agent based smart mobile virtual community management system Fahad, Muhammad; Boissier, Olivier; Maret, Pierre; Moalla, Nejib; Gravier, Christophe10.1007/S10489-014-0569-2/FULLTEXT.HTMLjournalArticle Applied Intelligence Now-a-days advances in mobile device technology aim to build complex computational systems providing a maximum level of flexibility, decentralization, simplest form of interactivity, and ease of use. Recently, the launch of the agent-oriented platform JaCaMo and its Android client based platform JaCa-Android have provided an appropriate level of abstraction to build smart mobile client server systems providing these attributes. By using these platforms, we have developed a multi-agent based Smart Mobile Virtual Community Management System (SMVCMS) that makes it possible to provide a decentralized and open management of virtual communities. This paper addresses the design and architecture of our multi-agent server and client application. It elaborates different features of our system; such as how a participant in virtual communities is supported by a Jason agent that encapsulates the logic and the control of the participation in a virtual community (such as publishing posts, notifying members, making recommendations for the user, etc.). It also discusses how the set of CArtAgOartifacts provides the basic functionalities and operations giving access to the functionalities for knowledge exchange in virtual communities, and personal agents onAndroid exploit these artifacts to execute their tasks while achieving their individual and collective goals. We have employed SMVCMS in the context of Smart Cities and found that the system fulfills the desired goals, such as decentralization of community management, personalized automatic management and discovery of communities, autonomy of agents and flexibility so that any agent can create its own community with the maximum level of ease.Android application; Cartago; Community recommendation system; Information exchange; JaCaMo; Jason; Multi-agent programming; Virtual communities2014 EN yes primary No duplicate / newest version no reject

W7IU8IIB
Personalisation in web computing and informatics: Theories, techniques, applications, and 
future research Gao, Min; Liu, Kecheng; Wu, Zhongfu10.1007/S10796-009-9199-3/FULLTEXT.HTMLjournalArticle Information Systems Frontiers Recently, personalised search engines and recommendation systems have been widely adopted by users who require assistance in searching, classifying, and filtering information. This paper presents an overview of the field of personalisation systems and describes current state-of-the-art methods and techniques. It reviews approaches for (1) user profiling, including behaviour, preference, and intention modelling; (2) content modelling, comprising content representation, analysis, and classification; and (3) filtering methods for recommendation, classified into four main categories: rule-based, content-based, collaborative, and hybrid filtering. The paper also discusses personalisation systems in different domains, and various techniques and their limitations. Finally, it identifies several issues and possible directions for further research that can improve recommendation capabilities and enhance personalised systems. © 2009 Springer Science+Business Media, LLC.Recommendation; Personalisation; Information filtering; User profile 2010 EN yes primary No duplicate / newest version yes other recommendation no reject

XAQJQ5G4 Tweet and followee personalized recommendations based on knowledge graphs Pla Karidi, Danae; Stavrakas, Yannis; Vassiliou, Yannis10.1007/S12652-017-0491-7/FULLTEXT.HTMLjournalArticle Journal of Ambient Intelligence and Humanized Computing Twitter users get the latest tweets of their followees on their timeline. However, they are often overwhelmed by the large number of tweets, which makes it difficult for them to find interesting information among them. In this work, we present an efficient semantic recommendation method that helps users filter the Twitter stream for interesting content. The foundation of this method is a knowledge graph (KG) that can represent all user topics of interest as a variety of concepts, objects, events, persons, entities, locations and the relations between them. Our method uses the KG and graph theory algorithms not yet applied in social network analysis in order to construct user interest profiles by retrieving semantic information from tweets. Next, it produces ranked tweet recommendations. In addition, we use the KG to calculate interest similarity between users, and we present a followee recommender based on the same underlying principles. An important advantage of our method is that it reduces the effects of problems such as over-recommendation and over-specialization. As another advantage, our method is not impaired by the limitations posed by Twitter on the availability of the user graph data. We implemented from scratch the best-known state-of-the-art approaches in order to compare with them and assess our method. Moreover, we evaluate the efficiency and runtime scalability of our method.Knowledge graph; Social recommendation; Content based recommender systems; Tweet recommendation; User recommendation2018 EN yes primary No duplicate / newest version yes other recommendation yes reject

BA4ZANNC
Smart CDSS: integration of Social Media and Interaction Engine (SMIE) in healthcare for 
chronic disease patients Fatima, Iram; Halder, Sajal; Saleem, Muhammad Aamir; Batool, Rabia; Fahim, Muhammad; Lee, Young Koo; Lee, Sungyoung10.1007/S11042-013-1668-5/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications Chronic disease may lead to life threatening health complications like heart disease, stroke, and diabetes that diminish the quality of life. CDSS (Clinical Decision Support System) helps physician in effective utilization of patient's clinical information at the time of diagnosis and medication. This paper points out the importance of social media and interaction integration in existing Smart CDSS for chronic diseases. The proposed system monitors health conditions, emotions and interests of patients from patients' tweets, trajectory and email analysis. We extract keywords, concepts and sentiments from patient's tweets data. Trajectory analysis identifies the focused activities after considering imperative location and semantic tags. Email analysis finds interesting patterns and communication trends from daily routine of patient. All these outputs are supplied to Smart CDSS into vMR (virtual Medical Record) format through social media adapter. This helps the health practitioners to understand the behavior and lifestyle of patients for better decision making about treatment. Consequently, patients can get continuous relevant recommendations from Smart CDSS based on their personalized profile. To verify and validate the working of proposed methodology, we have implemented a proof of concept prototype that reflects its complete working with potential outcomes.Personalization; Social media; CDSS; Email; Healthcare; Trajectory; Tweet2015 EN yes primary No duplicate / newest version no reject

LWGTLWRJ
Trends in content-based recommendation: Preface to the special issue on Recommender 
systems based on rich item descriptions Lops, Pasquale; Jannach, Dietmar; Musto, Cataldo; Bogers, Toine; Koolen, Marijn10.1007/S11257-019-09231-W/FULLTEXT.HTMLjournalArticle User Modeling and User-Adapted Interaction 2019 EN yes secondary No duplicate / newest version reject

MV34KC4D An intelligent fuzzy rule-based e-learning recommendation system for dynamic user interests Pariserum Perumal, Sankar; Sannasi, Ganapathy; Arputharaj, Kannan10.1007/S11227-019-02791-Z/FULLTEXT.HTMLjournalArticle Journal of Supercomputing A relevant and suitable content recommendation is an important and challenging task in e-learning. Relevant terms are retrieved in a recommender system that should also cope with varying user preferences over time. This paper proposes a novel recommendation system which provides suitable contents by refining the final frequent item patterns evolving from frequent pattern mining technique and then classifying the final contents using fuzzy logic into three levels. This is achieved by generating frequent item patterns after consolidating the user interest changes with an extended error margin quotient. Moreover, fuzzy rules are used in this work to enable the rule mining constraints for accommodating all types of learners while applying rules on the pattern tables. This method aims at mining the data stream preferences into equal-sized windows and caters to the varying user interest ratings over time. Experiments prove its efficiency and accuracy over existing conventional methods.Recommendation system; Information retrieval; Frequent pattern mining; Fuzzy rules; Interest drift2019 EN yes primary No duplicate / newest version yes recommendation no reject
B7H6RBSX Understanding item consumption orders for right-order next-item recommendation Chen, Jun; Wang, Xuecheng; Wang, Chaokun10.1007/S10115-017-1122-5/FULLTEXT.HTMLjournalArticle Knowledge and Information Systems Although the relevance problem in recommender systems, which typically refers to the similarity between the preference of the user and the items the system recommends, has been well studied, the issue of making recommendations in right orders has barely been mentioned before. The order defines the way in which items should be better consumed in relation to each other. The analysis of real-world data sets demonstrates strong item consumption patterns in the degree of order. In this paper, we propose a novel method to tackle the right-order recommendation problem based on a graph structure that incorporates the item consumption orders. The proposed method can combine relevance and order effects in recommendations. We attempt to recommend the relevant items in the consecutive steps within a user session so that the user's selected items in the consecutive steps can be stringed together in a right order. The experimental evaluation conducted on three real-world data sets shows that the recommendation accuracy is improved by considering item consumption orders compared with the baseline recommendation methods. In addition, the study on right-order recommendation contributes to the exploration on recommendation appropriateness besides relevance.IPat graph; Item consumption order; Right-order recommendation 2018 EN yes primary No duplicate / newest version yes other recommendation no reject
DNHMRFPD Evolution of recommender system over the time Sinha, Bam Bahadur; Dhanalakshmi, R.10.1007/S00500-019-04143-8/FULLTEXT.HTMLjournalArticle Soft Computing Recommender system plays a supporting role in the process of information filtering. It plays a remarkable role in large-scale online shopping and product suggestions. This paper discusses various trends of recommender system such as content-based, collaborative-based and hybrid personalization techniques proposed for recommendations. It provides better insight and future directions of recommender systems. We have reviewed 142 articles from several journals and conference papers which were published from 1992 to 2019. We have used statistical descriptions to show the progression and drawbacks of the various notions of recommendation approaches. We have also discussed growing research demand in the area of recommender systems as well as the pros and cons of the currently available classifications. We have created a classification of recommender techniques, including various user inputs, knowledge from the database, the ways in which the recommendation will be presented to the user and the technologies which are used to create the recommendations.Collaboration; Community filtering; Content filtering; Hybrid filtering; Knowledge filtering; Similarity measures2019 EN yes secondary No duplicate / newest version reject
KKF6IRZ8 Hybreed: A software framework for developing context-aware hybrid recommender systems Hussein, Tim; Linder, Timm; Gaulke, Werner; Ziegler, Jürgen10.1007/S11257-012-9134-ZjournalArticle User Modeling and User-Adapted Interaction This article introduces Hybreed, a software framework for building complex context-aware applications, together with a set of components that are specifically targeted at developing hybrid, context-aware recommender systems. Hybreed is based on a concept for processing context that we call dynamic contextualization. The underlying notion of context is very generic, enabling application developers to exploit sensor-based physical factors as well as factors derived from user models or user interaction. This approach is well aligned with context definitions that emphasize the dynamic and activity-oriented nature of context. As an extension of the generic framework, we describe Hybreed RecViews, a set of components facilitating the development of context-aware and hybrid recommender systems. With Hybreed and RecViews, developers can rapidly develop context-aware applications that generate recommendations for both individual users and groups. The framework provides a range of recommendation algorithms and strategies for producing group recommendations as well as templates for combining different methods into hybrid recommenders. Hybreed also provides means for integrating existing user or product data from external sources such as social networks. It combines aspects known from context processing frameworks with features of state-of-the-art recommender system frameworks, aspects that have been addressed only separately in previous research. To our knowledge, Hybreed is the first framework to cover all these aspects in an integrated manner. To evaluate the framework and its conceptual foundation, we verified its capabilities in three different use cases. The evaluation also comprises a comparative assessment of Hybreed's functional features, a comparison to existing frameworks, and a user study assessing its usability for developers. The results of this study indicate that Hybreed is intuitive to use and extend by developers. © 2012 Springer Science+Business Media Dordrecht.Recommender systems; Context-aware recommendations; Distributed user models; Framework; Group recommendations2014 EN yes primary No duplicate / newest version yes other recommendation no reject
MIW65U45 An efficient ontology-based topic-specific article recommendation model for best-fit reviewers Chughtai, Gohar Rehman; Lee, Jia; Shahzadi, Mahnoor; Kabir, Asif; Hassan, Muhammad Arshad Shehzad10.1007/S11192-019-03261-2/FULLTEXT.HTMLjournalArticle Scientometrics In general peer review is accredited as the vital and utmost cornerstone of the scientific publishing and research developments. Undeniably, the reviewers play a decisive role in ensuring the qualitative scientific developments published in any venue (Journals, conferences). The conventional time-tested method of double-blind peer review has been criticized having the flaws of inability to find the novelty, paucity of clarity, paucity of soundness, prone to be biased, the paucity of impartiality, discrepancies amongst reviewers, the paucity of acknowledgment and inspiration to reviewers. In order to cope with some of its flaws and to ensure the excellence of peer review, it is indispensable to delve into the process of article recommendation to the best fit reviewers. Typically, this recommendation is done by the human expert, so less accurate as the manual recommendation is incapable of initial scrutinizing of the tome of articles submitted and best fitting reviewer's profile. This work proposes ontology and topic-specific personalized recommendation system to recommend the articles to the best-fit reviewers. In this proposed ontology-based model, latent semantic analysis and entropy have been deployed for similarity measure and topic-specificity indicator, thus to fetch the information of the best-fitted reviewer's profile. In this work, an experimental arrangement has been set up relying on the primary dataset related to the reviewer's profile and article reviewed. Results show the feasibility of the proposed model and the correlational relationship between the semantics and the topic-specificity of the articles which could be adopted as an automatic article recommendation to best fitting reviewers.Ontology; Automatic personalized recommendation (APR); Bibliometric; Correlational analysis; Entropy measure; LSA2020 EN yes primary No duplicate / newest version yes other recommendation yes reject
W65BHSAK User interest prediction over future unobserved topics on social networks Zarrinkalam, Fattane; Kahani, Mohsen; Bagheri, Ebrahim10.1007/S10791-018-9337-Y/FULLTEXT.HTMLjournalArticle Information Retrieval Journal The accurate prediction of users' future interests on social networks allows one to perform future planning by studying how users will react if certain topics emerge in the future. It can improve areas such as targeted advertising and the efficient delivery of services. Despite the importance of predicting user future interests on social networks, existing works mainly focus on identifying user current interests and little work has been done on the prediction of user potential interests in the future. There have been work that attempt to identify a user future interests, however they cannot predict user interests with regard to new topics since these topics have never received any feedback from users in the past. In this paper, we propose a framework that works on the basis of temporal evolution of user interests and utilizes semantic information from knowledge bases such as Wikipedia to predict user future interests and overcome the cold item problem. Through extensive experiments on a real-world Twitter dataset, we demonstrate the effectiveness of our approach in predicting future interests of users compared to state-of-the-art baselines. Moreover, we further show that the impact of our work is especially meaningful when considered in case of cold items.User modeling; Twitter; User interest prediction; Wikipedia category hierarchy2019 EN yes primary No duplicate / newest version no reject
43GMC45U A trusted recommendation scheme for privacy protection based on federated learning Wang, Yichuan; Tian, Yuying; Yin, Xinyue; Hei, Xinhong10.1007/S42045-020-00045-8/FULLTEXT.HTMLjournalArticle CCF Transactions on Networking 2020 EN yes primary accessible No duplicate / newest version yes other recommendation yes reject
8HFBGWJF A language model-based framework for multi-publisher content-based recommender systems Zamani, Hamed; Shakery, Azadeh10.1007/S10791-018-9327-0/FULLTEXT.HTMLjournalArticle Information Retrieval Journal The rapid growth of the Web has increased the difficulty of finding the information that can address the users' information needs. A number of recommendation approaches have been developed to tackle this problem. The increase in the number of data providers has necessitated the development of multi-publisher recommender systems; systems that include more than one item/data provider. In such environments, preserving the privacy of both publishers and subscribers is a key and challenging point. In this paper, we propose a multi-publisher framework for recommender systems based on a client–server architecture, which preserves the privacy of both data providers and subscribers. We develop our framework as a content-based filtering system using the statistical language modeling framework. We also introduce AUTO, a simple yet effective threshold optimization algorithm, to find a dissemination threshold for making acceptance and rejection decisions for new published documents. We further propose a language model sketching technique to reduce the network traffic between servers and clients in the proposed framework. Extensive experiments using the TREC-9 Filtering Track and the CLEF 2008-09 INFILE Track collections indicate the effectiveness of the proposed models in both single- and multi-publisher settings.Adaptive filtering; Content-based recommender system; Language models; Multi-publisher recommendation; Privacy preservation; Threshold optimization2018 EN yes primary No duplicate / newest version yes no reject
26766JPG Fairness-Aware Explainable Recommendation over Knowledge Graphs Fu, Zuohui; Xian, Yikun; Gao, Ruoyuan; Zhao, Jieyu; Huang, Qiaoying; Ge, Yingqiang; Xu, Shuyuan; Geng, Shijie; Shah, Chirag; Zhang, Yongfeng; de Melo, GerardbookSection Proceedings of the 43rd International ACM SIGIR Conference on Research and Development in Information RetrievalThere has been growing attention on fairness considerations recently, especially in the context of intelligent decision making systems. For example, explainable recommendation systems may suffer from both explanation bias and performance disparity. We show that inactive users may be more susceptible to receiving unsatisfactory recommendations due to their insufficient training data, and that their recommendations may be biased by the training records of active users due to the nature of collaborative filtering, which leads to unfair treatment by the system. In this paper, we analyze different groups of users according to their level of activity, and find that bias exists in recommendation performance between different groups. Empirically, we find that such performance gap is caused by the disparity of data distribution, specifically the knowledge graph path distribution in this work. We propose a fairness constrained approach via heuristic re-ranking to mitigate this unfairness problem in the context of explainable recommendation over knowledge graphs. We experiment on several real-world datasets with state-of-the-art knowledge graph-based explainable recommendation algorithms. The promising results show that our algorithm is not only able to provide high-quality explainable recommendations, but also reduces the recommendation unfairness in several aspects.2020 EN yes primary No duplicate / newest version yes other recommendation yes reject
UV6FDFMS Knowledge Graph Convolutional Networks for Recommender Systems Wang, Hongwei; Zhao, Miao; Xie, Xing; Li, Wenjie; Guo, Minyi10.1145/3308558.3313417conferencePaper The World Wide Web Conference To alleviate sparsity and cold start problem of collaborative filtering based recommender systems, researchers and engineers usually collect attributes of users and items, and design delicate algorithms to exploit these additional information. In general, the attributes are not isolated but connected with each other, which forms a knowledge graph (KG). In this paper, we propose Knowledge Graph Convolutional Networks (KGCN), an end-to-end framework that captures inter-item relatedness effectively by mining their associated attributes on the KG. To automatically discover both high-order structure information and semantic information of the KG, we sample from the neighbors for each entity in the KG as their receptive field, then combine neighborhood information with bias when calculating the representation of a given entity. The receptive field can be extended to multiple hops away to model high-order proximity information and capture users' potential long-distance interests. Moreover, we implement the proposed KGCN in a minibatch fashion, which enables our model to operate on large datasets and KGs. We apply the proposed model to three datasets about movie, book, and music recommendation, and experiment results demonstrate that our approach outperforms strong recommender baselines.Recommender systems; Knowledge graph; Graph convolutional networks2019 EN yes primary No duplicate / newest version yes other recommendation yes reject
NEVNL2KH Quaternion-Based Knowledge Graph Network for Recommendation Li, Zhaopeng; Xu, Qianqian; Jiang, Yangbangyan; Cao, Xiaochun; Huang, Qingming10.1145/3394171.3413992conferencePaper Proceedings of the 28th ACM International Conference on Multimedia Recently, to alleviate the data sparsity and cold start problem, many research efforts have been devoted to the usage of knowledge graph (KG) in recommender systems. It is common for most existing KG based models to represent users and items using real-valued embeddings. However, compared with complex or hypercomplex numbers, these real-valued vectors are of less representation capacity and no intrinsic asymmetrical properties, thus may limit the modeling of interactions between entities and relations in KG. In this paper, we propose Quaternion-based Knowledge Graph Network (QKGN) for recommendation, which represents users and items with quaternion embeddings in hypercomplex space, so that the latent inter-dependencies between entities and relations could be captured effectively. In the core of our model, a semantic matching principle based on Hamilton product is applied to learn expressive quaternion representations from the unified user-item KG. On top of this, those embeddings are attentively updated by a customized preference propagation mechanism with structure information concerned. Finally, we apply the proposed QKGN to three real-world datasets of music, movie and book, and experimental results show the validity of our method.recommendation; knowledge graph; quaternion embedding 2020 EN yes primary No duplicate / newest version yes other recommendation yes reject
25J2J43Q The School Subject Information Technology: A South African Perspective Havenga, Marietjie; Mentz, Elsa10.1145/1562741.1562750conferencePaper Proceedings of the 2009 Annual Conference of the Southern African Computer Lecturers' AssociationIn this paper our presupposition is that the content knowledge of the school subject Information Technology (IT) is beyond the expected depth of Grade 12 learners. We demonstrate our presupposition by indicating different concerns from principals, teachers and learners. We show that learners have not achieved the stated outcomes as specified in the National Curriculum Statement and Learning Programme Guidelines. In addition, we compare the United Kingdom's leading award body for A-Level qualifications for Computing with the IT content framework of South Africa. We recommend a revision of the content framework to accommodate all learners and equip them with a more balanced knowledge base of the subject field.applications; object-oriented approach; problem-solving skills; thinking processes2009 EN yes primary No duplicate / newest version no reject
B4S5VQNC Reinforced Negative Sampling over Knowledge Graph for Recommendation Wang, Xiang; Xu, Yaokun; He, Xiangnan; Cao, Yixin; Wang, Meng; Chua, Tat-Seng10.1145/3366423.3380098conferencePaper Proceedings of The Web Conference 2020 Properly handling missing data is a fundamental challenge in recommendation. Most present works perform negative sampling from unobserved data to supply the training of recommender models with negative signals. Nevertheless, existing negative sampling strategies, either static or adaptive ones, are insufficient to yield high-quality negative samples — both informative to model training and reflective of user real needs. In this work, we hypothesize that item knowledge graph (KG), which provides rich relations among items and KG entities, could be useful to infer informative and factual negative samples. Towards this end, we develop a new negative sampling model, Knowledge Graph Policy Network (KGPolicy), which works as a reinforcement learning agent to explore high-quality negatives. Specifically, by conducting our designed exploration operations, it navigates from the target positive interaction, adaptively receives knowledge-aware negative signals, and ultimately yields a potential negative item to train the recommender. We tested on a matrix factorization (MF) model equipped with KGPolicy, and it achieves significant improvements over both state-of-the-art sampling methods like DNS [39] and IRGAN [30], and KG-enhanced recommender models like KGAT [32]. Further analyses from different angles provide insights of knowledge-aware sampling. We release the codes and datasets at https://github.com/xiangwang1223/kgpolicy.Recommendation; Knowledge Graph; Negative Sampling 2020 EN yes primary No duplicate / newest version yes other recommendation yes reject
S63UV9GI Intelligent Knowledge Recommendation Algorithm Research and Practice Han, Laiquan; Zhang, Zhaohai; Lei, Kaichun10.1145/3210713.3210731conferencePaper Proceedings of ACM Turing Celebration Conference - China By expounding the development of education information, MOOCs and SPOCs, a detailed elaboration of the misconception in traditional education is analyzed. Using intelligent recommendation strategy, an intelligent knowledge recommendation algorithm (IKRA) is proposed, which takes advantage of Word2vec, linked data and knowledge discovery based on neural network language model. With the actual course unit of "computer network", educational practice about IKRA is carried out for both teachers and students. Practice has proved that IKRA algorithm activates learning initiative of students, lightens the burden of teachers and improves overall quality of teaching. Finally, we summarize the achievements of the work and prospects the next step of research in the future.Word2vec; educational information; intelligent recommendation; MOOCs; personalized learning; SPOCs2018 EN yes primary No duplicate / newest version yes other recommendation yes reject
CTHHI5I2 Picture Recommendation System Built on Instagram Huang, Yin-Fu; Wang, Pei-Lun10.1145/3080845.3080868conferencePaper Proceedings of the 2017 International Conference on Artificial Intelligence, Automation and Control TechnologiesIn this paper, we propose a picture recommendation system built on Instagram, which facilitates users to query correlated pictures by keying in hashtags or clicking images. Users can access the value-added information (or pictures) on Instagram through the recommendation platform. In addition to collecting available hashtags using the Instagram API, the system also uses the Free Dictionary to build the relationships between all the hashtags in a knowledge base. Thus, two kinds of correlations can be provided for a query in the system; i.e., user-defined correlation and system-defined correlation. Finally, the experimental results show that users have good satisfaction degrees with both user-defined correlation and system-defined correlation methods.Recommendation system; text mining; hashtag; Instagram; term correlation2017 EN yes primary No duplicate / newest version yes other recommendation reject
2SGCFFWV Pattern-Oriented Knowledge Model for Architecture Design Kumar, Kiran; Prabhakar, T V10.1145/2493288.2493311conferencePaper Proceedings of the 17th Conference on Pattern Languages of Programs Software design patterns document the most recommended solutions to recurring design problems. Selection of the best design pattern in a given context involves analysis of available alternatives, which is a knowledge-intensive task. Pattern knowledge overload (due to the large number of design patterns) makes such analysis difficult. A knowledge base to generate available alternatives can alleviate the problem. In this paper, we propose a pattern-oriented knowledge model which considers four dimensions of the pattern knowledge space: Pattern to Tactic relationship, Pattern to Pattern relationship, Pattern to Quality-attribute relationship and Pattern to Application-type relationship. We perform analysis of these relationships for patterns in the two popular pattern catalogues viz GoF and POSA1.decision view; pattern to application type relationship; pattern to pattern relationship; pattern to quality attribute relationship; pattern to tactic relationship; patterns; tactics2010 EN yes primary No duplicate / newest version no reject
I97BC3PT Research on Library Knowledge Recommendation Based on Intelligent Discovery System Xu, Beibei; Zhao, Yanqing; Feng, Haizhou; Zhu, Shiwei; Yu, Junfeng; Zhang, Mingjun; Kuzminykh, Valeriy10.1145/3438872.3439076conferencePaper Proceedings of the 2020 2nd International Conference on Robotics, Intelligent Control and Artificial IntelligenceKnowledge recommendation is an innovative service model that transforms libraries from information services to knowledge services in a smart society. It can provide users with targeted and time-sensitive systemic demand solutions. The intelligent discovery system integrates information such as user portraits, user context perception and user attributes, and provides readers with accurate knowledge recommendations by constructing a resource recommendation knowledge base. This paper analyzes the constituent elements of the intelligent discovery system, studies the construction of the intelligent discovery system, and discusses the realization methods based on the knowledge recommendation of the intelligent discovery system, and provides a reference for the library service model innovation and sustainable development in the intelligent society.Intelligent Discovery System; Knowledge recommendation; Library Knowledge Service; Resource recommendation knowledge base2020 EN yes secondary No duplicate / newest version reject
E2MPBCDQ Entity Oriented Action Recommendations for Actionable Knowledge Graph Generation Rahman, Md Mostafizur; Takasu, Atsuhiro10.1145/3106426.3106546conferencePaper Proceedings of the International Conference on Web Intelligence Popular search engines have recently utilized the power of knowledge graphs (KGs) to provide specific answers to queries in a direct way. Search engine result pages (SERPs) are expected to provide facts in response to queries that satisfy semantic meaning. This encourages researchers to propose more influential knowledge graph generation techniques. To achieve and advance the technologies related to actionable knowledge graph presentation, creating action recommendations (ARs) is an essential step and a relatively new research direction to nurture research on generating KGs that are optimized for facilitating an entity's actions. An action represents the physical or mental activity of an entity. For example, for the entity "Donald J. Trump", typical potential actions could be "won the US presidential election" or "targets US journalists". In this paper, we describe the generation of relevant action recommendations based on entity instance and entity type. We propose two models that employ different approaches. Our first model exploits semisupervised learning and we introduce entity context vector (ECV) as an entity's distinguishing features for capturing the context of entities to reveal the similarity between entities, grounded on the prominent word2vec model. The second model is a probabilistic approach based on the Naive Bayes Theorem. We extensively evaluate our proposed models. Our first model significantly outperforms probabilistic and supervised learning-based models.action recommendations; actionable knowledge graph 2017 EN yes primary No duplicate / newest version yes other recommendation reject
P4IJSXE9 KB-Enabled Query Recommendation for Long-Tail Queries Huang, Zhipeng; Cautis, Bogdan; Cheng, Reynold; Zheng, Yudian10.1145/2983323.2983650conferencePaper Proceedings of the 25th ACM International on Conference on Information and Knowledge ManagementIn recent years, query recommendation algorithms have been designed to provide related queries for search engine users. Most of these solutions, which perform extensive analysis of users' search history (or query logs), are largely insufficient for long-tail queries that rarely appear in query logs. To handle such queries, we study a new solution, which makes use of a knowledge base (or KB), such as YAGO and Freebase. A KB is a rich information source that describes how real-world entities are connected. We extract entities from a query, and use these entities to explore new ones in the KB. Those discovered entities are then used to suggest new queries to the user. As shown in our experiments, our approach provides better recommendation results for long-tail queries than existing solutions.knowledge base; meta path; query log; query recommendation 2016 EN yes primary No duplicate / newest version yes other recommendation yes reject
7FAS3W99 Eliciting User Food Preferences in Terms of Taste and Texture in Spoken Dialogue Systems Zeng, Jie; Nakano, Yukiko I; Morita, Takeshi; Kobayashi, Ichiro; Yamaguchi, Takahira10.1145/3279954.3279959conferencePaper Proceedings of the 3rd International Workshop on Multisensory Approaches to Human-Food InteractionFood preference varies from person to person and is not easy to verbalize. This study proposes a dialogue system that elicits the user's food preference through human-robot interaction. First, as the default knowledge of the dialogue system, we determined the ingredients of each dish from a large-scale recipe database, and collected the taste and texture of each dish and its ingredients by analyzing a large number of Twitter messages. Subsequently, the dialogue system asks questions to elicit the user's preferred taste/texture of the food by using the default knowledge base, while employing frame-based dialogue management. Finally, we created a food vector space that represents the relationship between the dish names, ingredients, and taste/texture expressions. We also discuss the possibility of using this vector space in dish recommendation.Twitter; Spoken dialogue system; Taste and texture 2018 EN yes primary No duplicate / newest version yes other recommendation reject
SFZWDDSW A Classification of Web API Selection Solutions over the Linked Web Bianchini, Devis 10.1145/2494068.2494072conferencePaper Proceedings of the 2nd International Workshop on Semantic Search over the WebEffective support to web designers for fast development of web applications starting from third-party components or Web APIs requires to take into account different aspects. Among them, functional and non functional Web API features and suggestions coming from other web designers who faced similar problems and can share the solutions they adopted. In this paper, we propose a new model that brings together all these aspects to support Web API selection for building web mashups. We exploited the model to provide a map of existing Web API recommendation strategies, as well as to design new solutions based on the combined modeling of different Web API descriptive aspects. Since these aspects are extracted from different sources (such as Web API public repositories and social networks of web mashup developers), our model is built by relying on the Linked Data principles.2012 EN yes primary No duplicate / newest version no reject
3622H5BU An Intelligent Decision Support System for Stock Analysis and Evaluation Zhou, Harry 10.1145/2811411.2811469conferencePaper Proceedings of the 2015 Conference on Research in Adaptive and Convergent SystemsIt is well known that security analysis is a time-consuming and error-prone process. However, it can be improved or enhanced considerably by automated reasoning. Efforts to reduce the inaccuracy and incorrectness of analyses and to enhance the confidence levels of stock selection have led to the development of an intelligent decision support system called TradeExpert, which assists, not replaces, portfolio managers. TradeExpert assumes the role of a hypothetical securities analyst capable of analyzing stocks, calling market turns, and making recommendations. It has a knowledge base of stock trading expertise, and a case base of past episodes and consequences of decisions. By combining knowledge-based problem solving with case-based reasoning and fuzzy inference, TradeExpert demonstrates forms of intelligent behavior not yet observed in traditional decision support systems and expert systems. The novelty of this research lies in its application to analogical reasoning, fuzzy reasoning, and knowledge-based decision making.adaptive systems; analogical reasoning and knowledge based systems; fuzzy logic2015 EN yes primary No duplicate / newest version no reject
N3U2CDJY Large Scale Human Sensing Over Time. Challenges and Lessons Learned Alonso, Omar 10.1145/3308560.3315001conferencePaper Companion Proceedings of The 2019 World Wide Web Conference Twitter and Facebook continue to be top destinations for information consumption on the Internet. The ever-expanding social graph based enables the implementation of traditional features like item recommendation and selection of trending content that rely on human input and other behavioral data. However, given the enormous amount of human sensing in the world at any given moment in any platform, there is a lot of untapped potential that goes beyond simple applications on top of atomic level content like a post or tweet. In this talk we describe a social knowledge graph that discover relationships as they occur over time and how it can be used to capture the evolution of events or stories.2019 EN yes primary No duplicate / newest version no reject
ERSATQ72 A Domain-Based Approach to Publish Data on the Web Silva, Ayrton; Chaves, Luiz Carlos; Souza, Damires10.1145/2539150.2539233conferencePaper Proceedings of International Conference on Information Integration and Web-Based Applications & ServicesThe Linked Data project defines a set of practices for publishing structured data on the Web. In order to apply the recommended practices and achieve this Web of Data vision, existing data provided in diverse formats should be converted to a standard model. Since these data are in nature heterogeneous, it is usually unfeasible to convert them without considering the knowledge domain in which they exist. In this light, we propose an approach, named SenseRDF, which makes use of a domain reference, made available by vocabularies and domain ontologies, to provide the semantics during the conversion of a dataset from one format to a standard RDF model. Also, we adopt a semi-automated technique, where a domain expert is required to assist the conversion process, which is incrementally enriched. We present the principles underlying our approach, some usage examples and the obtained experimental results.Semantics; Linked Data; Data Conversion; Knowledge Domain 2013 EN yes primary No duplicate / newest version no reject
HUR82DTN Intelligent Assistance for Conversational Storytelling Using Story Patterns Chi, Pei-Yu; Lieberman, Henry10.1145/1943403.1943438conferencePaper Proceedings of the 16th International Conference on Intelligent User InterfacesPeople who are not professional storytellers usually have difficulty composing travel photos and videos from a mundane slideshow into a coherent and engaging story, even when it is about their own experiences. However, consider putting the same person in a conversation with a friend - suddenly the story comes alive.We present Raconteur 2, a system for conversational storytelling that encourages people to make coherent points, by instantiating large-scale story patterns and suggesting illustrative media. It performs natural language processing in real-time on a text chat between a storyteller and a viewer and recommends appropriate media items from a library. Each item is annotated with one or a few sentences in unrestricted English. A large commonsense knowledge base and a novel commonsense inference technique are used to identify story patterns such as problem and resolution or expectation violation. It uses a concept vector representation that goes beyond keyword matching or word co-occurrence based techniques. A small experiment shows that people find Raconteur's interaction design engaging, and suggestions helpful for real-time storytelling.chat; commonsense computing; conversation; digital media; life stories; photograph; story pattern; storytelling; video2011 EN yes primary No duplicate / newest version no reject
V8XYNDC8 DockerKG: A Knowledge Graph of Docker Artifacts Zhou, Jiahong; Chen, Wei; Liu, Chang; Zhu, Jiaxin; Wu, Guoquan; Wei, Jun10.1145/3387940.3392161conferencePaper Proceedings of the IEEE/ACM 42nd International Conference on Software Engineering WorkshopsDocker helps developers reuse software artifacts by providing a lightweight solution to the problem of operating system virtualization. A Docker image contains very rich and useful knowledge of software engineering, including the source of software packages, the correlations among software packages, the installation methods of software packages and the information on operating systems. To effectively obtain this knowledge, this paper proposes an approach to constructing a knowledge graph of Docker artifacts, named DockerKG, by analyzing a large number of Dockerfiles in Docker Hub, which contains more than 3.08 million Docker repositories (up to February 2020). Currently, DockerKG contains the domain knowledge extracted from approximately 200 thousand Dockerfiles in Docker Hub. Besides, it contains the information on Docker repositories and their semantic tags. In future work, DockerKG can be used for Docker image recommendations and online Q&A service providing software engineering domain knowledge.knowledge graph; Docker; Dockerfile; software package 2020 EN yes primary No duplicate / newest version no reject
X2IS7XCI Foodbot: A Goal-Oriented Just-in-Time Healthy Eating Interventions Chatbot Prasetyo, Philips Kokoh; Achananuparp, Palakorn; Lim, Ee-Peng10.1145/3421937.3421960conferencePaper Proceedings of the 14th EAI International Conference on Pervasive Computing Technologies for HealthcareRecent research has identified a few design flaws in popular mobile health (mHealth) applications for promoting healthy eating lifestyle, such as mobile food journals. These include tediousness of manual food logging, inadequate food database coverage, and a lack of healthy dietary goal setting. To address these issues, we present Foodbot, a chatbot-based mHealth application for goal-oriented just-in-time (JIT) healthy eating interventions. Powered by a large-scale food knowledge graph, Foodbot utilizes automatic speech recognition and mobile messaging interface to record food intake. Moreover, Foodbot allows users to set goals and guides their behavior toward the goals via JIT notification prompts, interactive dialogues, and personalized recommendation. Altogether, the Foodbot framework demonstrates the use of open-source data, tools, and platforms to build a practical mHealth solution for supporting healthy eating lifestyle in the general population.knowledge graph; chatbot; diet; food journal; food recommendation; goal-setting; just-in-time intervention; mHealth; self-tracking2020 EN yes primary No duplicate / newest version yes other recommendation no reject

KFMCTNAZ
Improving Content Based Recommender Systems Using Linked Data Cloud and FOAF 
Vocabulary Zitouni, Hanane; Meshoul, Souham; Taouche, Kamel10.1145/3106426.3120963conferencePaper Proceedings of the International Conference on Web Intelligence With the deluge of data published on the web, it becomes even more difficult for a user to get access to the relevant information based on his preferences. In order to accurately predict the preference a user would give to an item, recommender systems should use an effective information filtering engine. This task can be achieved using content based filtering (CBF) or collaborative filtering or a hybrid approach. This work describes an approach to CBF that aims to deal with the issues of unstructured data and new user on which existing approaches perform poorly. The basic feature of the proposed approach is to incorporate linked data cloud into the information filtering process using a semantic space vector model. FOAF vocabulary is used to define a new distance measure between users based on their FOAF profiles. Unstructured items representations are enhanced by additional attributes extracted from Linked data cloud which alleviates the burden to analyze the content of these items and therefore reduces the computational cost. We report on some promising experiments of the proposed approach performed on MovieLens data sets.vector space model; web of data; content based filtering; FOAF; linked data cloud; web intelligence2017 EN yes primary No duplicate / newest version yes other recommendation yes reject

C9QHCKWS Schema-Summarization in Linked-Data-Based Feature Selection for Recommender Systems Ragone, Azzurra; Tomeo, Paolo; Magarelli, Corrado; Di Noia, Tommaso; Palmonari, Matteo; Maurino, Andrea; Di Sciascio, Eugenio10.1145/3019612.3019837conferencePaper Proceedings of the Symposium on Applied Computing Recommender systems are emerging as an interesting application scenario for Linked Data (LD). In fact, by exploiting the knowledge encoded in LD datasets, a new generation of semantics-aware recommendation engines have been developed in the last years. As Linked Data is often very rich and contains many information that may result irrelevant and noisy for a recommendation task, an initial step of feature selection is always required in order to select the most meaningful portion of the original dataset. Many approaches have been proposed in the literature for feature selection that exploit different statistical dimensions of the original data. In this paper we investigate the role of the semantics encoded in an ontological hierarchy when exploited to select the most relevant properties for a recommendation task. In particular, we compare an approach based on schema summarization with a "classical" one, i.e., Information Gain. We evaluated the performance of the two methods in terms of accuracy and aggregate diversity by setting up an experimental testbed relying on the Movielens dataset.linked data; information gain; ontology summarization 2017 EN yes primary No duplicate / newest version yes other recommendation yes reject

5PE7CTGZ
FACT-from Actual to Conceptual Tie-Ins: A Multi-Level Knowledge Graph Structured on 
Context and Semantics of Software Artefacts Sharma, Shipra; Sodhi, Balwinder10.1145/3341105.3373984conferencePaper Proceedings of the 35th Annual ACM Symposium on Applied Computing Knowledge Graphs have increasingly become the preferred approach to complex problems that involve low-level business data. It is well known that Google, LinkedIn, Facebook, Twitter - all have a knowledge graph at their core.In this paper, we propose: i) A knowledge graph, called FACT, which is designed for applications in software engineering problems. ii) A novel system which can automatically populate FACT. Example applications of FACT include verifying design decisions, recommending software elements to reify design decisions, and so on. Vertices of FACT represent items such as a software design concept, a concrete software element which reifies a concept. An edge represents the relationship that may exist between the vertices.The design of FACT as well as the system used to populate it has been validated a) at micro-level by verifying or proving the correctness of the individual components of FACT, and b) at macro-level by experimentally ascertaining the correctness of scenario-based inferences derived from the knowledge contained in FACT.knowledge graph; architecture-centric software engineering; engineering-centric graph-database; reference architecture; semantics based text processing; semantics-based-software engineering; software automation2020 EN yes primary No duplicate / newest version no reject

3SCB6IXM Product Knowledge Graph Embedding for E-Commerce Xu, Da; Ruan, Chuanwei; Korpeoglu, Evren; Kumar, Sushant; Achan, Kannan10.1145/3336191.3371778conferencePaper Proceedings of the 13th International Conference on Web Search and Data MiningIn this paper, we propose a new product knowledge graph (PKG) embedding approach for learning the intrinsic product relations as product knowledge for e-commerce. We define the key entities and summarize the pivotal product relations that are critical for general e-commerce applications including marketing, advertisement, search ranking and recommendation. We first provide a comprehensive comparison between PKG and ordinary knowledge graph (KG) and then illustrate why KG embedding methods are not suitable for PKG learning. We construct a self-attention-enhanced distributed representation learning model for learning PKG embeddings from raw customer activity data in an end-to-end fashion. We design an effective multi-task learning schema to fully leverage the multi-modal e-commerce data. The \Poincare embedding is also employed to handle complex entity structures. We use a real-world dataset from textslgrocery.walmart.com to evaluate the performances on knowledge completion, search ranking and recommendation. The proposed approach compares favourably to baselines in knowledge completion and downstream tasks.recommendation; knowledge graph; representation learning; relation learning; information retrieval; search ranking2020 EN yes primary No duplicate / newest version no reject
IDQLHI6N Multi-Modal Knowledge Graphs for Recommender Systems Sun, Rui; Cao, Xuezhi; Zhao, Yan; Wan, Junchen; Zhou, Kun; Zhang, Fuzheng; Wang, Zhongyuan; Zheng, KaibookSection Proceedings of the 29th ACM International Conference on Information & Knowledge ManagementRecommender systems have shown great potential to solve the information explosion problem and enhance user experience in various online applications. To tackle data sparsity and cold start problems in recommender systems, researchers propose knowledge graphs (KGs) based recommendations by leveraging valuable external knowledge as auxiliary information. However, most of these works ignore the variety of data types (e.g., texts and images) in multi-modal knowledge graphs (MMKGs). In this paper, we propose Multi-modal Knowledge Graph Attention Network (MKGAT) to better enhance recommender systems by leveraging multi-modal knowledge. Specifically, we propose a multi-modal graph attention technique to conduct information propagation over MMKGs, and then use the resulting aggregated embedding representation for recommendation. To the best of our knowledge, this is the first work that incorporates multi-modal knowledge graph into recommender systems. We conduct extensive experiments on two real datasets from different domains, results of which demonstrate that our model MKGAT can successfully employ MMKGs to improve the quality of recommendation system.2020 EN yes primary No duplicate / newest version yes other recommendation reject
YH8PU5WR A Semantic Approach to Recommending Text Advertisements for Images Zhang, Weinan; Tian, Li; Sun, Xinruo; Wang, Haofen; Yu, Yong10.1145/2365952.2365987conferencePaper Proceedings of the Sixth ACM Conference on Recommender Systems In recent years, more and more images have been uploaded and published on the Web. Along with text Web pages, images have been becoming important media to place relevant advertisements. Visual contextual advertising, a young research area, refers to finding relevant text advertisements for a target image without any textual information (e.g., tags). There are two existing approaches, advertisement search based on image annotation, and more recently, advertisement matching based on feature translation between images and texts. However, the state of the art fails to achieve satisfactory results due to the fact that recommended advertisements are syntactically matched but semantically mismatched. In this paper, we propose a semantic approach to improving the performance of visual contextual advertising. More specifically, we exploit a large high-quality image knowledge base (ImageNet) and a widely-used text knowledge base (Wikipedia) to build a bridge between target images and advertisements. The image-advertisement match is built by mapping images and advertisements into the respective knowledge bases and then finding semantic matches between the two knowledge bases. The experimental results show that semantic match outperforms syntactic match significantly using test images from Flickr. We also show that our approach gives a large improvement of 16.4% on the precision of the top 10 matches over previous work, with more semantically relevant advertisements recommended.semantic matching; cross-media mining; visual contextual advertising 2012 EN yes primary No duplicate / newest version yes other recommendation reject
JXL468FA SemMovieRec: Extraction of Semantic Features of DBpedia for Recommender System Kushwaha, Nidhi; Vyas, O P10.1145/2675744.2675759conferencePaper Proceedings of the 7th ACM India Computing Conference Recommendation System has been developed with the growth of Word Wide Web. Recently, Web3.0 or Semantic Web has changed the traditional way of its related approaches, by leveraging knowledge of Linked Open data Cloud which consist of domain specific and cross domain interconnected datasets. It fabricates thousands of RDF triples and millions of links (external/internal) to connect this open source data. As per our literature survey we have found that the Recommender System based on Linked Open data Cloud does not deal with this Knowledge Base in an efficient manner because of the problem of data sparsity and inconsistency, which results due to automatic generation of Resource Description Format data from unstructured documents that leads to garbage data have no sense in recommending. This paper aims to explore a hybrid recommender which can be used as a rating predictor as well as movie recommender of RDF datasets. Also, we present a new model for Recommender System that not only utilizes DBpedia Knowledge Base but also remove the former problems in Recommender System by using a preprocessing technique for sparsity removal. To prove the correctness and accuracy of our model we have implemented and tested it over other previous methodologies. In order to make our algorithm efficient, we also used different data structure for storing and processing.recommendation; linked open data; dbpedia; hybrid; precsion; recalll 2014 EN yes primary No duplicate / newest version yes other recommendation reject
VZVMDNNS Resume Extraction and Validation from Public Information Kong, Xiangyi; Gu, Zhaoquan; Wang, Le; Yin, Lihua; Li, Shudong; Han, Weihong10.1145/3444370.3444597conferencePaper Proceedings of the 2020 International Conference on Cyberspace Innovation of Advanced TechnologiesWith the development of information technologies, knowledge graphs have attracted much attention from more and more fields, due to their usage in information retrieval, recommendation, etc. However, the scale of many knowledge graphs is relatively small due to lack of huge data, it is difficult to perform text understanding and knowledge reasoning on them. Consequently, it is necessary to combine different knowledge graphs. Nevertheless, in some scenarios, an attribute may have multiple values in different knowledge graphs, and some values may be wrong. Knowledge validation is a core and difficult point in knowledge graph fusion. In this paper, we study resume extraction and validation from many public resources. Specifically, we extracted personnel information from four encyclopedia websites; we also propose a new multi-truth discovery and validation method, which evaluates the credibility of attribute values through Internet public information. The proposed method can not only be applied to the research of knowledge graph fusion, but also can be widely adopted in various fields such as rumor discovery, text understanding, knowledge reasoning.Knowledge Graphs; Extraction; Multi-truth Discovery; Validation 2020 EN yes primary No duplicate / newest version no reject

EG4UQHK9
Bayes EMbedding (BEM): Refining Representation by Integrating Knowledge Graphs and 
Behavior-Specific Networks Ye, Yuting; Wang, Xuwu; Yao, Jiangchao; Jia, Kunyang; Zhou, Jingren; Xiao, Yanghua; Yang, Hongxia10.1145/3357384.3358014conferencePaper Proceedings of the 28th ACM International Conference on Information and Knowledge ManagementLow-dimensional embeddings of knowledge graphs and behavior graphs have proved remarkably powerful in varieties of tasks, from predicting unobserved edges between entities to content recommendation. The two types of graphs can contain distinct and complementary information for the same entities/nodes. However, previous works focus either on knowledge graph embedding or behavior graph embedding while few works consider both in a unified way. Here we present BEM, a Bayesian framework that incorporates the information from knowledge graphs and behavior graphs. To be more specific, BEM takes as prior the pre-trained embeddings from the knowledge graph, and integrates them with the pre-trained embeddings from the behavior graphs via a Bayesian generative model. BEM is able to mutually refine the embeddings from both sides while preserving their own topological structures. To show the superiority of our method, we conduct a range of experiments on three benchmark datasets: node classification, link prediction, triplet classification on two small datasets related to Freebase, and item recommendation on a large-scale e-commerce dataset.knowledge graph; graph embedding; bayesian model 2019 EN yes primary No duplicate / newest version yes other recommendation yes reject

8TRXXG43 Panel: Computational Methods about Knowledge Graph Tang, Jie; Leskovec, Jure; Wang, Kuansan; McGuinness, Deborah; Sawaf, Hassan10.1145/3308560.3317712conferencePaper Companion Proceedings of The 2019 World Wide Web Conference This panel will focus on the cutting-edge computation methods, which can be applied to knowledge graph, such as latest NLP technologies to extract entities and relationships to build knowledge graphs, machine learning or deep learning methods on mining knowledge graph, and intelligent search or recommendations powered by knowledge graphs.Panelists are: Professor and the Vice Chair of the Department of Computer Science and Technology of Tsinghua University. I obtained my Ph.D. in DCST of Tsinghua University in 2006. My research interests include artificial intelligence, data mining, social networks, machine learning and knowledge graph, with an emphasis on designing new algorithms for mining social and knowledge networks. Associate Professor of Computer Science at Stanford University. My research focuses on mining and modeling large social and information networks, their evolution, and diffusion of information and influence over them. Problems I investigate are motivated by large scale data, the web and on-line media Managing Director of MSR Outreach, an organization with the mission to serve the research community. In addition to applying the intelligent technologies to make Bing and Cortana smarter in gathering and serving academic knowledge, we are also starting an experimental website, academic.microsoft.com (powered by Academic API), and mobile apps dedicated to exploring new service scenarios for active researchers like myself A leading expert in knowledge representation and reasoning languages and systems and has worked in ontology creation and evolution environments for over 20 years. Most recently, McGuinness is best known for her leadership role in semantic web research, and for her work on explanation, trust, and applications of semantic web technology, particularly for scientific applications. Director of Artificial Intelligence at Amazon Web Services, passionate about opening up new markets and opportunities with smart application of Artificial Intelligence and application-driven research in AI, in particular in language technology, speech processing, computer vision and computational reasoning.2019 EN yes secondary No duplicate / newest version reject
BTZRGFJN Knowledge Graph Embedding Based Question Answering Huang, Xiao; Zhang, Jingyuan; Li, Dingcheng; Li, Ping10.1145/3289600.3290956conferencePaper Proceedings of the Twelfth ACM International Conference on Web Search and Data MiningQuestion answering over knowledge graph (QA-KG) aims to use facts in the knowledge graph (KG) to answer natural language questions. It helps end users more efficiently and more easily access the substantial and valuable knowledge in the KG, without knowing its data structures. QA-KG is a nontrivial problem since capturing the semantic meaning of natural language is difficult for a machine. Meanwhile, many knowledge graph embedding methods have been proposed. The key idea is to represent each predicate/entity as a low-dimensional vector, such that the relation information in the KG could be preserved. The learned vectors could benefit various applications such as KG completion and recommender systems. In this paper, we explore to use them to handle the QA-KG problem. However, this remains a challenging task since a predicate could be expressed in different ways in natural language questions. Also, the ambiguity of entity names and partial names makes the number of possible answers large. To bridge the gap, we propose an effective Knowledge Embedding based Question Answering (KEQA) framework. We focus on answering the most common types of questions, i.e., simple questions, in which each question could be answered by the machine straightforwardly if its single head entity and single predicate are correctly identified. To answer a simple question, instead of inferring its head entity and predicate directly, KEQA targets at jointly recovering the question's head entity, predicate, and tail entity representations in the KG embedding spaces. Based on a carefully-designed joint distance metric, the three learned vectors' closest fact in the KG is returned as the answer. Experiments on a widely-adopted benchmark demonstrate that the proposed KEQA outperforms the state-of-the-art QA-KG methods.deep learning; knowledge graph embedding; question answering 2019 EN yes primary No duplicate / newest version no reject
HGBNNMWX Towards Smart Healthcare Management Based on Knowledge Graph Technology Huang, Lan; Yu, Congcong; Chi, Yang; Qi, Xiaohui; Xu, Hao10.1145/3316615.3316678conferencePaper Proceedings of the 2019 8th International Conference on Software and Computer ApplicationsWith the improvement of people's living standards, people pay more and more attention to healthcare, in which a healthy diet plays an important role. Therefore, a scientific knowledge management method about healthy diet which can integrate heterogeneous information from different sources and formats is urgently needed to reduce the information gaps and increase the utilization ratio of information. In this paper, we propose a healthy diet knowledge graph construction model that promotes the development of healthcare management. The model mainly consists of three modules: named entity recognition, relation recognition and entity relevance computation, which are implemented with conditional random fields, support vector machine and decision tree algorithms respectively. These three modules obtain good performances with 91.7%, 99% and 87% F1 score on the datasets from three different websites. Based on the above results, we build a healthy diet knowledge graph by using ontology which contains food, symptom, population, and nutrient element entities as well as relations between food and entities mentioned above, so that people can use it for diet recommendations and other tasks.knowledge graph; machine learning; healthy diet; knowledge service; Smart healthcare management2019 EN yes primary No duplicate / newest version no reject
FQATMPL7 An Overview of Microsoft Academic Service (MAS) and Applications Sinha, Arnab; Shen, Zhihong; Song, Yang; Ma, Hao; Eide, Darrin; Hsu, Bo-June (Paul); Wang, Kuansan10.1145/2740908.2742839conferencePaper Proceedings of the 24th International Conference on World Wide Web In this paper we describe a new release of a Web scale entity graph that serves as the backbone of Microsoft Academic Service (MAS), a major production effort with a broadened scope to the namesake vertical search engine that has been publicly available since 2008 as a research prototype. At the core of MAS is a heterogeneous entity graph comprised of six types of entities that model the scholarly activities: field of study, author, institution, paper, venue, and event. In addition to obtaining these entities from the publisher feeds as in the previous effort, we in this version include data mining results from the Web index and an in-house knowledge base from Bing, a major commercial search engine. As a result of the Bing integration, the new MAS graph sees significant increase in size, with fresh information streaming in automatically following their discoveries by the search engine. In addition, the rich entity relations included in the knowledge base provide additional signals to disambiguate and enrich the entities within and beyond the academic domain. The number of papers indexed by MAS, for instance, has grown from low tens of millions to 83 million while maintaining an above 95% accuracy based on test data sets derived from academic activities at Microsoft Research. Based on the data set, we demonstrate two scenarios in this work: a knowledge driven, highly interactive dialog that seamlessly combines reactive search and proactive suggestion experience, and a proactive heterogeneous entity recommendation.recommender systems; academic search; entity conflation 2015 EN yes primary No duplicate / newest version no reject

33HNTHIL
Recommender System to Support MOOCs Teachers: Framework Based on Ontology and 
Linked Data Sebbaq, Hanane; el Faddouli, Nour-eddine; Bennani, Samir10.1145/3419604.3419619conferencePaper Proceedings of the 13th International Conference on Intelligent Systems: Theories and ApplicationsThe proliferation of Massive Open Online Courses (MOOCs) has generated conflicting opinions about their quality. In this paper, we aim at improving the quality of MOOCs through assisting teachers and designers from the initiation phase of MOOCs. For this purpose, we propose a recommendation system Framework based on the knowledge about teachers and MOOCs. Our approach aims to overcome the problems of traditional recommendation systems, by using and integrating different techniques: modeling via ontologies, semantic web technologies, extracting and integrating Linked Data from different sources, ontology mapping and semantic similarity measures.Semantic Web; Ontology; Linked Data; Semantic similarity; Recommender System; MOOC; Ontology mapping2020 EN yes primary No duplicate / newest version yes other recommendation yes reject

C4S2U3Y3
Web page recommendation via twofold clustering: considering user behavior and topic 
relation Xie, Xianfen; Wang, Binhui10.1007/S00521-016-2444-Z/FULLTEXT.HTMLjournalArticle Neural Computing and Applications Web page recommendations have attracted increasing attention in recent years. Web page recommendation has different characteristics compared to the classical recommenders. For example, the recommender cannot simply use the user-item utility prediction method as e-commerce recommendation, which would face the repeated item cold-start problem. Recent researches generally classify the web page articles before recommending. But classification often requires manual labors, and the size of each category may be too large. Some studies propose to utilize clustering method to preprocess the web page corpus and achieve good results. But there are many differences between different clustering methods. For instance, some clustering methods are of high time complexity; in addition, some clustering methods rely on initial parameters by iterative computing whose results probably aren't stable. In order to solve the above issues, we propose a web page recommendation based on twofold clustering by considering both effectiveness and efficiency, and take the popularity and freshness factors into account. In our proposed clustering, we combined the strong points of density-based clustering and the k-means clustering. The core idea is that we used the density-based clustering in sample data to get the number of clusters and the initial center of each cluster. The experimental results show that our method performs better diversity and accuracy compared to the state-of-the-art approaches.Hybrid recommendation; Text clustering; Web page recommendation 2018 EN yes primary No duplicate / newest version yes other recommendation reject

LICIESBB Exploiting rich user information for one-class collaborative filtering Li, Yanen; Zhai, Cheng Xiang; Chen, Ye10.1007/S10115-012-0583-9/FULLTEXT.HTMLjournalArticle Knowledge and Information Systems One-class collaborative filtering (OCCF) is an emerging setup in collaborative filtering in which only positive examples or implicit feedback can be observed. Compared with the traditional collaborative filtering setting where the data have ratings, OCCF is more realistic in many scenarios when no ratings are available. In this paper, we propose to improve OCCF accuracy by exploiting the rich user information that is often naturally available in community-based interactive information systems, including a user's search query history, and purchasing and browsing activities. We propose two major strategies to incorporate such user information into the OCCF models: One is to linearly combine scores from different sources, and the other is to embed user information into collaborative filtering. Furthermore, we employ the MapReduce framework for similarity computation over millions of users and items. Experimental results on two large-scale retail datasets from a major e-commerce company show that the proposed methods are effective and can improve the performance of the OCCF over baseline methods through leveraging rich user information. © 2012 Springer-Verlag London.Recommender systems; Ensemble; One-class collaborative filtering; Rich user information2014 EN yes primary No duplicate / newest version yes other recommendation no reject
5ML7RPVC Forgetting techniques for stream-based matrix factorization in recommender systems Matuszyk, Pawel; Vinagre, João; Spiliopoulou, Myra; Jorge, Alípio Mário; Gama, João10.1007/S10115-017-1091-8/FULLTEXT.HTMLjournalArticle Knowledge and Information Systems Forgetting is often considered a malfunction of intelligent agents; however, in a changing world forgetting has an essential advantage. It provides means of adaptation to changes by removing effects of obsolete (not necessarily old) information from models. This also applies to intelligent systems, such as recommender systems, which learn users' preferences and predict future items of interest. In this work, we present unsupervised forgetting techniques that make recommender systems adapt to changes of users' preferences over time. We propose eleven techniques that select obsolete information and three algorithms that enforce the forgetting in different ways. In our evaluation on real-world datasets, we show that forgetting obsolete information significantly improves predictive power of recommender systems.Machine learning; Recommender systems; Matrix factorization; Data stream mining; Forgetting techniques2018 EN yes primary No duplicate / newest version yes other recommendation no reject
BJI4GFTX Mobile cloud services recommendation: a soft set-based approach Hao, Fei; Pei, Zheng; Park, Doo Soon; Phonexay, Vilakone; Seo, Hyung Seok10.1007/S12652-017-0572-7/FULLTEXT.HTMLjournalArticle Journal of Ambient Intelligence and Humanized Computing Mobile Internet and Cloud Computing technologies facilitate the rapid development of mobile cloud services. Particularly, mobile cloud services recommendation has become increasingly important as services become increasingly prevalent over the Internet. Existing recommendation mechanisms mainly focus on Quality of Services (QoS). However, the continuous emerging of many mobile cloud services leads to a server issue on the information overload for users. Hence, how to recommend the suitable mobile cloud services to users for addressing this issue is important. To this end, this paper incorporates the unique property of soft set and creatively investigated the soft set-based mobile cloud service recommendation mechanism and then devised the corresponding recommendation algorithm.Recommendation; Mobile cloud service; Soft set; Weighted reduction soft set2018 EN yes primary No duplicate / newest version yes other recommendation no reject

7EAYVT5F
Improving recommender systems by encoding items and user profiles considering the order in 
their consumption history Pérez-Núñez, Pablo; Luaces, Oscar; Bahamonde, Antonio; Díez, Jorge10.1007/S13748-019-00199-7/FULLTEXT.HTMLjournalArticle Progress in Artificial Intelligence The aim of Recommender Systems is to suggest items (products) to satisfy each user's particular taste. Representation strategies play a very important role in these systems, as an adequate codification of users and items is expected to ease the induction of a model which synthesizes their tastes and make better recommendations. However, in addition to gathering information about users' tastes, there is an additional aspect that can be relevant for a proper codification strategy, namely the order in which the user interacted with the items. In this paper, several encoding strategies based on neural networks are analyzed and applied to solve two different recommendation tasks in the context of music playlists. The results show that the order in which the musical pieces were listened to is relevant for the codification of items (songs). We also find that the encoding of user profiles should use a different amount of historical data depending on the learning task to be solved. In other words, we do not always have to use all the available data; sometimes, it is better to discard old information, as tastes change over time.Recommender systems; Collaborative filtering; Matrix factorization; Profiles2020 EN yes primary No duplicate / newest version yes other recommendation no reject

LRZNM6YC Bridging memory-based collaborative filtering and text retrieval Bellogín, Alejandro; Wang, Jun; Castells, Pablo10.1007/S10791-012-9214-Z/FULLTEXT.HTMLjournalArticle Information Retrieval When speaking of information retrieval, we often mean text retrieval. But there exist many other forms of information retrieval applications. A typical example is collaborative filtering that suggests interesting items to a user by taking into account other users' preferences or tastes. Due to the uniqueness of the problem, it has been modeled and studied differently in the past, mainly drawing from the preference prediction and machine learning view point. A few attempts have yet been made to bring back collaborative filtering to information (text) retrieval modeling and subsequently new interesting collaborative filtering techniques have been thus derived. In this paper, we show that from the algorithmic view point, there is an even closer relationship between collaborative filtering and text retrieval. Specifically, major collaborative filtering algorithms, such as the memory-based, essentially calculate the dot product between the user vector (as the query vector in text retrieval) and the item rating vector (as the document vector in text retrieval). Thus, if we properly structure user preference data and employ the target user's ratings as query input, major text retrieval algorithms and systems can be directly used without any modification. In this regard, we propose a unified formulation under a common notational framework for memory-based collaborative filtering, and a technique to use any text retrieval weighting function with collaborative filtering preference data. Besides confirming the rationale of the framework, our preliminary experimental results have also demonstrated the effectiveness of the approach in using text retrieval models and systems to perform item ranking tasks in collaborative filtering. © 2012 Springer Science+Business Media New York.Recommender systems; Collaborative filtering; Text retrieval models 2013 EN yes primary No duplicate / newest version yes other recommendation no reject
WSJFLFQU An intelligent recommendation system using gaze and emotion detection Jaiswal, Saurabh; Virmani, Shubham; Sethi, Vishal; De, Kanjar; Roy, Partha Pratim10.1007/S11042-018-6755-1/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications Recently, recommendation system has become popular in many e-commerce websites. It helps users by suggesting products which they could buy. Existing work till now uses past feedback of user, similarity of other users' buying pattern, or a hybrid approach in which both type of information is used. But the pitfall of these approaches is that there is a need to collect and process huge amount of data for good recommendation. This paper is aimed at developing an efficient recommendation system by incorporating user's emotion and interest to provide good recommendations. The proposed system does not require any of aforementioned data and works without the continuous and interminable attention of the user. In this framework, we capture user's eye-gaze and facial expression while exploring websites through inexpensive, visible light “webcam”. The eye-gaze detection method uses pupil-center extraction of both eyes and calculates the reference point through a joint probability. The facial expression uses landmark points of face and analyzes the emotion of the user. Both methods work in approximate real time and the proposed framework thus provides intelligent recommendations on-the-fly without requirement of feedback and buying patterns of users.E-commerce recommendation system; Emotion detection; Eye gaze 2019 EN yes primary No duplicate / newest version yes other recommendation no reject
UBFE6MS8 Collaborative Thompson Sampling Zhu, Zhenyu; Huang, Liusheng; Xu, Hongli10.1007/S11036-019-01453-X/FULLTEXT.HTMLjournalArticle Mobile Networks and Applications Thompson sampling is one of the most effective strategies to balance exploration-exploitation trade-off. It has been applied in a variety of domains and achieved remarkable success. Thompson sampling makes decisions in a noisy but stationary environment by accumulating uncertain information over time to improve prediction accuracy. In highly dynamic domains, however, the environment undergoes frequent and unpredictable changes. Making decisions in such an environment should rely on current information. Therefore, standard Thompson sampling may perform poorly in these domains. Here we present collaborative Thompson sampling to apply the exploration-exploitation strategy to highly dynamic settings. The algorithm takes collaborative effects into account by dynamically clustering users into groups, and the feedback of all users in the same group will help to estimate the expected reward in the current context to find the optimal choice. Incorporating collaborative effects into Thompson sampling allows to capture real-time changes of the environment and adjust decision making strategy accordingly. We compare our algorithm with standard Thompson sampling algorithms on two real-world datasets. Our algorithm shows accelerated convergence and improved prediction performance in collaborative environments. We also provide regret analyses of our algorithm in both contextual and non-contextual settings.Bandits; Collaborative effect; Dynamic clustering; Thompson sampling 2020 EN yes primary No duplicate / newest version no reject

8HGAJHWT
An ensemble classification approach for prediction of user's next location based on Twitter 
data Kumar, Sachin; Nezhurina, Marina I.10.1007/S12652-018-1134-3/FULLTEXT.HTMLjournalArticle Journal of Ambient Intelligence and Humanized Computing The study presents a machine learning approach to predict a user's next location of visit based on their previous tweets and personality traits. The future behavior of the people is reflected by their profile and past behaviors; this motivates the work presented in this study. Nowadays, people are fond of sharing their experiences related to travel, a visit to a restaurants or hotel or some historic places etc. on the social media platforms. Twitter, Instagram and Facebook are one of the popular social media platforms where this sharing of information can be found. This study used Twitter data for the analysis and to develop a model using machine learning (ML) to predict a user's next visiting location. ML enables a computer to learn from the historical records and use this knowledge for prediction and decision making for new data. Prediction accuracy is one of the important and required parameter for any prediction model. If prediction model does not provide good prediction accuracy then the model cannot be accepted as reliable. Considering this phenomena, this study used an ensemble classification approach (ESA) to develop a prediction model for the problem under study. ESA trains different classifiers on the same data and use voting method to select the most accurate prediction. This study used ESA for first time to perform such type of study and results reveal that ESA certainly enhances the prediction accuracy of the model which is highly desirable.Machine learning; Twitter; Prediction; Ensemble classification; Microblogs2019 EN yes primary No duplicate / newest version no reject

GKR5FT45 Neural multi-task collaborative filtering Wang, Su Hua; Cheng, Ming Jun; Ma, Zhi Qiang; Sun, Xiao Xin10.1007/S12065-020-00409-5/FULLTEXT.HTMLjournalArticle Evolutionary Intelligence In recommendation systems, the rating matrix is often very sparse. Collaborative filtering recommendation algorithms cannot be applied to sparse matrices or used in cold start problems. Although the users' trust relationships provide some useful additional information for recommendation systems, the existing research has not incorporated the rating matrix and trust relationships well. The trust relationship itself also has the problem of data sparsity. With a focus on the problem of sparsity and low accuracy in collaborative filtering algorithms, this paper proposes a general framework, called neural multi-task collaborative filtering (NMCF), which can simultaneously predict the rating and trust relationships. That is, the rating of the same user in e-commerce platforms and the trust relationships in social networks promote and complement each other and help to improve the prediction accuracy of both. The study results for three datasets of real-world show that our algorithm performs better in recommendation, and the accuracy of the proposed algorithm is significantly improved compared with that of the comparison models.Deep learning; Neural networks; Collaborative filtering; Multi-task 2020 EN yes primary No duplicate / newest version yes other recommendation no reject
YJ6ABBK9 Cosmetic dentistry: A socioethical evaluation Holden, Alexander C L 10.1111/bioe.12498journalArticle BIOETHICS 2018 EN yes secondary No duplicate / newest version reject
8E8QH58R User Control and Serendipitous Recommendations in Learning Environments Afridi, Ahmad Hassan https://doi.org/10.1016/j.procs.2018.04.032journalArticle Procedia Computer Science This paper reports about the study of serendipitous recommendations generation by recommender systems in educational environments. The recommender system provides students with serendipity slider to express desired serendipity and accuracy of recommendations. The recommender uses interface level processing of randomization of recommendations list. The increasing serendipity results in changing score/values of accuracy of recommendations. This was tested by deploying a study material recommender system based on collaborative filtering techniques. The recommender system was used by 60 students in a focus group setting. In conclusion, the research suggests that serendipitous recommendations can be archived using user controlled recommenders in learning environment.Recomemnder System; Serendipity; User Interaction 2018 EN yes primary No duplicate / newest version yes other recommendation no reject
4RSAY8WE Real-time social recommendation based on graph embedding and temporal context Liu, Peng; Zhang, Lemei; Gulla, Jon Atlehttps://doi.org/10.1016/j.ijhcs.2018.02.008journalArticle International Journal of Human-Computer Studies With the rapid proliferation of online social networks, personalized social recommendation has become an important means to help people discover their potential friends or interested items in real-time. However, the cold-start issue and the special properties of social networks, such as rich temporal dynamics, heterogeneous and complex structures, render the most commonly used recommendation approaches (e.g. Collaborative Filtering) inefficient. In this paper, we propose a novel dynamic graph-based embedding (DGE) model for social recommendation which is capable of recommending relevant users and interested items. In order to support real-time recommendation, we construct a heterogeneous user-item (HUI) network and incrementally maintain it as the social network evolves. DGE jointly captures the temporal semantic effects, social relationships and user behavior sequential patterns in a unified way by embedding the HUI network into a shared low dimensional space. Then, with simple search methods or similarity calculations, we can use the encoded representation of temporal contexts to generate recommendations. We conduct extensive experiments to evaluate the performance of our model on two real large-scale datasets, and the experimental results show its advantages over other state-of-the-art methods.Real-time; Graph embedding; Heterogeneous social network; Social recommendation; Temporal context2019 EN yes primary No duplicate / newest version yes other recommendation no reject
IR8PK8DJ Credit Crunch: Stochastic Model Comes, Călin-Adrian; Savu, Lucian-Dorelhttps://doi.org/10.1016/S2212-5671(12)00155-4journalArticle Procedia Economics and Finance The credit crunch makes it almost impossible for companies or individuals to borrow from banks because lenders are scared of bankruptcies or irregularitieş leading to higher rates and involve a prolonged recession and slow recovery, which occurs due to supply low credit. Credit crunch - 2008 generates many debates from US subprime to the international financial contagion, from financial reglementation: Basel I, Basel II, Basel III to global imbalances. This paper try to create a stochastic optimal control model in idea to find equilibrum points in banking systems.Credit Crunch 2008; Levy Procesş Fokker-Planck-Kolmogorov; Stochastic Procesş Wiener Procesş Brownian Motion2012 EN yes primary No duplicate / newest version no reject
5AA94VV4 A novel recommendation model with Google similarity Huang, Tony Cheng-Kui; Chen, Yen-Liang; Chen, Min-Chunhttps://doi.org/10.1016/j.dss.2016.06.005journalArticle Decision Support Systems Previous studies on collaborative filtering have mainly adopted local resources as the basis for conducting analyses, and user rating matrices have been used to perform similarity analysis and prediction. Therefore, the efficiency and correctness of item-based collaborative filtering completely depend on the quantity and comprehensiveness of data collected in a rating matrix. However, data insufficiency leads to the sparsity problem. Additionally, cold-start is an inevitable problem concerning with how local resources are used as the basis for conducting analyses. This paper proposes a new idea by identifying an additional database to support item-based collaborative filtering. Regardless of whether a recommender system operates under a normal condition or applies a sparse matrix and introduces new items, this extra database can be used to accurately calculate item similarity. Moreover, prediction results acquired from two distinctive sets of data can be integrated to enhance the accuracy of the final prediction or successful recommendation.Data mining; Recommender system; Collaborative filtering; Normalized Google distance2016 EN yes primary No duplicate / newest version yes other recommendation no reject
I2KXGAV3 A user-centered approach for integrating social data into groups of interest Vu, Xuan-Truong; Abel, Marie-Hélène; Morizet-Mahoudeaux, Pierrehttps://doi.org/10.1016/j.datak.2015.04.004journalArticle Data & Knowledge Engineering Social network sites with large-scale public networks like Facebook, Twitter or LinkedIn have become a very important part of our daily life. Users are increasingly connected to these services for publishing and sharing information and contents with others. Social network sites have therefore become a powerful source of contents of interest, part of which may fall into the scope of interests of a given group. So far, no efficient solution has been proposed for a group of interest to tap into social data, especially when they are protected by and scattered across different social network sites. We have therefore proposed a user-centered approach for integrating social data into groups of interests. This approach makes it possible to aggregate social data of the group's members and extract from these data the information relevant to the group's topic of interests. Moreover, it follows a user-centered design allowing each member to personalize his/her sharing settings and interests within their respective groups. We describe in this paper the conceptual and technical components of the proposed approach. To illustrate further the approach, a web-based prototype is also presented. A preliminary test using this prototype was carried out and showed encouraging results.Collaboration; Information retrieval; Groups of interest; Information organization; Information sharing; Social network sites2015 EN yes primary No duplicate / newest version no reject

D7KQWFCC
Improving argumentation-based recommender systems through context-adaptable selection 
criteria Teze, Juan C L; Gottifredi, Sebastian; García, Alejandro J; Simari, Guillermo Rhttps://doi.org/10.1016/j.eswa.2015.06.048journalArticle Expert Systems with Applications Recommender systems based on argumentation represent an important proposal where the recommendation is supported by qualitative information. In these systems, the role of the comparison criterion used to decide between competing arguments is paramount and the possibility of using the most appropriate for a given domain becomes a central issue; therefore, an argumentative recommender system that offers an interchangeable argument comparison criterion provides a significant ability that can be exploited by the user. However, in most of current recommender systems, the argument comparison criterion is either fixed, or codified within the arguments. In this work we propose a formalization of context-adaptable selection criteria that enhances the argumentative reasoning mechanism. Thus, we do not propose of a new type of recommender system; instead we present a mechanism that expand the capabilities of existing argumentation-based recommender systems. More precisely, our proposal is to provide a way of specifying how to select and use the most appropriate argument comparison criterion effecting the selection on the user's preferences, giving the possibility of programming, by the use of conditional expressions, which argument preference criterion has to be used in each particular situation.Argumentation system; Criterion selection; Multiple preference criteria; Reasoning server2015 EN yes primary No duplicate / newest version no reject

XCJK44PT
Developing an ontology-supported information integration and recommendation system for 
scholars Yang, Sheng-Yuan https://doi.org/10.1016/j.eswa.2010.03.011journalArticle Expert Systems with Applications With the growing popularity of Internet technology, information is increasing in a geometric-progressively manner. How to find advantage information to meet user queries in the information torrent of Internet has become the first goal of lots of scholars. This paper focused on developing an ontology-supported information integration and recommendation system for scholars. Not only can it rapidly integrate specific domain documents, but also it can extract important information from them by information integration and recommendation ranking. The core technologies adopted in this study included: ontology-supported webpage crawler, webpage classifier, information extractor, information recommender, and a user integration interface. The preliminary experiment outcomes proved both the webpage crawler and classifier in the core technology can achieve an excellent precision rate of webpage treatment and the reliability and validation measurements of the whole system performance can also achieve the high-level outcomes of information recommendation. Further, this paper also discussed and examined the advantages and shortcomings of the construction of a recommendation system with different approaches and accordingly provided the design philosophy of customized services for recommendation systems.Ontology; Information extractor; Information recommender; Webpage classifiers; Webpage crawlers2010 EN yes primary No duplicate / newest version yes other recommendation reject

THUNGP4R Quantifying textual terms of items for similarity measurement Tao, Longquan; Cao, Jinli; Liu, Feihttps://doi.org/10.1016/j.ins.2017.06.030journalArticle Information Sciences It is well known that recommender systems rely on the similarity between items to be recommended. Most current research projects in this area utilize traditional similarity measurement algorithms, such as cosine distance or derivatives of these. However, the most challenging problem facing these approaches is to quantify the non-numerical attributes of items. This is quite intractable and cannot be solved with regular similarity measurement algorithms. This paper proposes two novel methods, the Taxonomic Trees Similarity Measurement (TTSM) and the Decomposed Structures Similarity Measurement (SDSM), so that the similarities between the textual attributes can be measured using numeric values after they have been quantified. Also, the quantifying process is completely based on the semantic meanings of the textual terms. Furthermore, a maximized term matching (MTM) mechanism is induced and applied to the group-based textual attributes of items in recommender systems. Finally, we evaluate our methods by implementing a recipe recommender system which achieves a 74.4% overall satisfaction rate as evaluated by real users.Recommender system; Dimension classification; Item similarity; Textual attribute quantifying2017 EN yes primary No duplicate / newest version yes other recommendation reject
AH9YXL3G Combining different metadata views for better recommendation accuracy D'Addio, Rafael M; Marinho, Ronnie S; Manzato, Marcelo Ghttps://doi.org/10.1016/j.is.2019.01.008journalArticle Information Systems Recommender systems emerged as means to help users deal with information overload by filtering content based on their preferences. Regardless of the recommendation method, there has been a recent interest in using user reviews as source of information, since they contain both detailed items' descriptions as well as users' opinions. Even though several works have been done in the subject, very few of them consider different views that the items may have towards their features, selecting only a method of weighting their features. In this work, we propose a system that combines two item representations that represent different views of the same feature set: one based on its statistics and the other based on its quality. Features are disambiguated concepts extracted from users' reviews. We propose several strategies divided into three categories: pre combination, neighborhood combination and post combination. We evaluate our strategies in two data sets, comparing them with each other and against the isolated item representations, as well as a representation baseline based on terms and sentiment analysis. Results are promising showing that some combinations are capable of producing better rankings than their isolated versions.Recommender systems; Item representation; Unstructured metadata 2019 EN yes primary No duplicate / newest version yes other recommendation no reject

GL8L23FY
How to design personalization in a context of customer retention: Who personalizes what and 
to what extent? Kwon, Kwiseok; Kim, Cookhwanhttps://doi.org/10.1016/j.elerap.2011.05.002journalArticle Electronic Commerce Research and Applications Personalization is a strategic tool for product or service differentiation, especially when competition is keen in the market. Many personalization strategies have been developed and realized with this in mind. Little is known about the impact of different personalization strategies, regarding different personalization dimensions on customer retention, however. This has resulted in a lack of consensus on how best to design personalization strategies. To address the related issues, this study identifies the dimensions of personalization, and investigates the effect of each dimension on customer retention. It does so by implementing actual personalization systems corresponding to two factorial design experiments involving 372 participants. Multiple analysis of covariance reveals the effectiveness of each dimension and interactions among them. This study consequently proposes the optimal combination of personalization dimensions that leads to customer satisfaction and loyalty.Personalization; Customer loyalty; Customer retention; Customer satisfaction; Behavioral research; Customization; E-service; Experimental methods2012 EN yes primary No duplicate / newest version no reject

MKBURXK7
Semantics-aware Recommender Systems exploiting Linked Open Data and graph-based 
features Musto, Cataldo; Lops, Pasquale; de Gemmis, Marco; Semeraro, Giovannihttps://doi.org/10.1016/j.knosys.2017.08.015journalArticle Knowledge-Based Systems The recent spread of Linked Open Data (LOD) fueled the research in the area of Recommender Systems, since the (semantic) data points available in the LOD cloud can be exploited to improve the performance of recommendation algorithms by enriching item representations with new and relevant features. In this article we investigate the impact of the features gathered from the LOD cloud on a hybrid recommendation framework based on three classification algorithms, Random Forests, Naïve Bayes and Logistic Regression. Specifically, we extend the representation of the items by introducing two new types of features: LOD-based features, structured data extracted from the LOD cloud, as the genre of a movie or the writer of a book, and graph-based features, computed on the ground of the topological characteristics of both the bipartite graph-based representation connecting users and items, and the tripartite representation connecting users, items and properties in the LOD cloud. In the experimental session we assess the effectiveness of these novel features; results show that the use of information coming from the LOD cloud could improve the overall accuracy of our recommendation framework. Finally, our approach outperform several state-of-the-art recommendation techniques, thus confirming the insights behind this research.Machine learning; Semantics; Linked Open Data; Recommender Systems; Classifiers2017 EN yes primary No duplicate / newest version yes other recommendation yes reject

EAPP646V
A trust and relevance-based Point-Of-Interest recommendations method with inaccessible 
user location Ekaterina, Gladysheva; Ivan, Derevitskii; Oksana, Severiukhinahttps://doi.org/10.1016/j.procs.2020.11.017journalArticle Procedia Computer Science Point of interest recommender services are widely studied and applied in various areas. In most cases, these services are based on user location data. However, in some cases, the user's location may not be available. For example, if the user has closed access to this data on a mobile device or in the case of using a web service that does not have accurate location information. Nevertheless, it is necessary to provide the user with the most relevant POIs. In this paper, we propose a modification of the collaborative filtering method based on the trust and relevance of user experience to solve this problem. We compare the quality of ranking using the proposed method with a set of classical interpreted recommender algorithms, such as content algorithms, and matrix decomposition algorithms. Public catering enterprises (bars, cafes, restaurants) in St. Petersburg were used as data example. The feedback data of 90814 customers and 4256 catering places in St. Petersburg were collected from “Tripadvisor” and “Restoclub” services. To estimate the quality of the results, ranking metric MAP@K was used. Experimental results showed that the proposed method is 1.104 times more efficient (from the point of view of the MAP@K metric) than existing approaches.collaborative recommendations; POI recommendation; relevance-based recommendations; trust-based recommendations2020 EN yes primary No duplicate / newest version yes other recommendation reject

KYKN4ZMC
Website-oriented recommendation based on heat spreading and tag-aware collaborative 
filtering Zhang, Zi-Ke; Yu, Lu; Fang, Kuan; You, Zhi-Qiang; Liu, Chuang; Liu, Hao; Yan, Xiao-Yonghttps://doi.org/10.1016/j.physa.2013.12.030journalArticle Physica A: Statistical Mechanics and its Applications Recently, Recommender Systems has been widely applied in helping users find potentially interesting items from the era of big data. However, most of researches on this topic have focused on estimating the direct relationships between users and items, neglecting other available information. In this paper, we discuss about mining webs with information extracted from search and browser logs of users. In particular, we utilize the keywords correlated with corresponding websites by Singular Value Decomposition (SVD) technique to model users features and propose the tag-aware k-nearest neighbor Collaborative Filtering (CF). We then build a hybrid recommendation method to help people accurately find websites by employing Heat Spreading (HeatS) method. Experimental results demonstrate that the hybrid method outperforms baseline algorithms at the global ranking metric.Recommender systems; Collaborative filtering; Heat spreading; SVD; Tag-aware2014 EN yes primary No duplicate / newest version yes other recommendation no reject

L7PZFY2Y Innovation ecosystems theory revisited: The case of artificial intelligence in China Arenal, Alberto; Armuña, Cristina; Feijoo, Claudio; Ramos, Sergio; Xu, Zimu; Moreno, Anahttps://doi.org/10.1016/j.telpol.2020.101960journalArticle Telecommunications Policy Beyond the mainstream discussion on the key role of China in the global AI landscape, the knowledge about the real performance and future perspectives of the AI ecosystem in China is still limited. This paper evaluates the status and prospects of China's AI innovation ecosystem by developing a Triple Helix framework particularized for this case. Based on an in-depth qualitative study and on interviews with experts, the analysis section summarizes the way in which the AI innovation ecosystem in China is being built, which are the key features of the three spheres of the Triple Helix -governments, industry and academic/research institutions-as well as the dynamic context of the ecosystem through the identification of main aspects related to the flows of skills, knowledge and funding and the interactions among them. Using this approach, the discussion section illustrates the specificities of the AI innovation ecosystem in China, its strengths and its gaps, and which are its prospects. Overall, this revisited ecosystem approach permits the authors to address the complexity of emerging environments of innovation to draw meaningful conclusions which are not possible with mere observation. The results show how a favourable context, the broad adoption rate and the competition for talent and capital among regional-specialized clusters are boosting the advance of AI in China, mainly in the business to customer arena. Finally, the paper highlights the challenges ahead in the current implementation of the ecosystem that will largely determine the potential global leadership of China in this domain.Artificial intelligence; China; Ecosystems theory; Innovation ecosystems; Triple helix2020 EN yes secondary No duplicate / newest version reject
DSVFAYKT A graph-oriented model for hierarchical user interest in precision social marketing Zhu, Zhiguo; Zhou, Yuhe; Deng, Xiaoyi; Wang, Xuhuihttps://doi.org/10.1016/j.elerap.2019.100845journalArticle Electronic Commerce Research and Applications With the rapid development of social commerce, how to push and diffuse marketing messages in online social network (OSN) more effectively has increasingly become a significant issue, which can result in benefits for enterprises, users and platforms. A fundamental solution to this issue is how to accurately and comprehensively model user interest. To resolve such a significant and challenging task, our study constructed a user interest graph represented by a hierarchical tree structure that covers a wide range of topics, from coarse-grained to fine-grained three-level interest topics, such as food, entertainment and shopping, with a total of 167 nodes. In addition, considering that a user's interests are always changing over time, an exponential interest decay scheme is employed in this study. Finally, a series of experiments are conducted to evaluate the performance of the proposed model by comparing it with three benchmarks designed based on the proposed algorithm and two similar hierarchical user interest models. The experimental results demonstrate our model works well to predict user interests. This research will provide important basic technology and valuable decision support for precise and personalized social marketing practices.Feature extraction; Precision social marketing; Semantic similarity; Social commerce; User interest graph2019 EN yes primary No duplicate / newest version no reject
Z24VCD37 How to best characterize the personalization construct for e-services Kwon, Kwiseok; Cho, Jinhyung; Park, Yongtaehttps://doi.org/10.1016/j.eswa.2009.07.050journalArticle Expert Systems with Applications During the past few decades, the importance of personalization has been emphasized frequently in the field of e-services. Since there are various dimensions in the implementation of personalization, a variety of personalization strategies have been developed and embodied. Yet, little is known about the impact of different personalization dimensions on customer retention, which is the fundamental objective of personalization. This results in a lack of consensus about how best to characterize the personalization construct. In order to solve this problem, this study empirically investigates the effect of each classified personalization strategy and proposes the most highly recommended combination of personalization dimensions.Personalization; Customer loyalty; Customer retention; Customer satisfaction; e-Service; Personalization strategy2010 EN yes secondary No duplicate / newest version reject

PTWRSD2C
Collaborative filtering recommendation algorithm based on user preference derived from item 
domain features Zhang, Jing; Peng, Qinke; Sun, Shiquan; Liu, Chehttps://doi.org/10.1016/j.physa.2013.11.013journalArticle Physica A: Statistical Mechanics and its Applications Personalized recommendation is an effective method for fighting “information overload”. However, its performance is often limited by several factors, such as sparsity and cold-start. Some researchers utilize user-created tags of social tagging system to depict user preferences for personalized recommendation, but it is difficult to identify users with similar interests due to the differences between users' descriptive habits and the diversity of language expression. In order to find a better way to depict user preferences to make it more suitable for personalized recommendation, we introduce a framework that utilizes item domain features to construct user preference models and combines these models with collaborative filtering (CF). The framework not only integrates domain characteristics into a personalized recommendation, but also aids to detecting the implicit relationships among users, which are missed by the conventional CF method. The experimental results show our method achieves the better result, and prove the user preference model is more effective for recommendation.Collaborative filtering; Personalized recommendation; User preference model; Item domain feature2014 EN yes primary No duplicate / newest version yes other recommendation no reject

VPPQZJD3
A novel approach to hybrid recommendation systems based on association rules mining for 
content recommendation in asynchronous discussion groups Kardan, Ahmad A; Ebrahimi, Mahnazhttps://doi.org/10.1016/j.ins.2012.07.011journalArticle Information Sciences Recommender systems have been developed in variety of domains, including asynchronous discussion group which is one of the most interesting ones. Due to the information overload and its varieties in discussion groups, it is difficult to draw out the relevant information. Therefore, recommender systems play an important role in filtering and customizing the desired information. Nowadays, collaborative and content-based filtering are the most adopted techniques being utilized in recommender systems. The collaborative filtering technique recommends items based on liked-mind users' opinions and users' preferences. Alternatively, the aim of the content-based filtering technique is the identification of items which are similar to those a user has preferred in past. To overcome the drawbacks of the aforementioned techniques, a hybrid recommender system combines two or more recommendation techniques to obtain more accuracy. The most important achievement of this study is to present a novel approach in hybrid recommendation systems, which identifies the user similarity neighborhood from implicit information being collected in a discussion group. In the proposed system, initially the association rules mining technique is applied to discover the similar users, and then the related posts are recommended to them. To select the appropriate contents in the transacted posts, it is necessary to focus on the concepts rather than the key words. Therefore, to locate the semantic related concepts Word Sense Disambiguation strategy based on WordNet lexical database is exploited. The experiments carried out on the discussion group datasets proved a noticeable improvement on the accuracy of useful posts recommended to the users in comparison to content-based and the collaborative filtering techniques as well.Recommender system; Content-based filtering; Collaborative filtering; Abbreviations: WSD; Association rules mining; Asynchronous discussion group; CBF; CF; CSCL; HF; Hybrid recommender system; MAE2013 EN yes primary No duplicate / newest version yes other recommendation can't tell reject

LEZRNN69 A data-driven and the deep learning based CDN recommendation framework for ICPs Qiao, Bo; Yin, Hao 10.1007/S12083-018-0673-X/FULLTEXT.HTMLjournalArticle Peer-to-Peer Networking and Applications It is a significant trend that the Internet Content Providers (ICPs) improve the quality of service and reduce the cost of content distribution by the Content Delivery Networks (CDNs). In order to spend the less money to get better services, ICPs need to find a lot of information about CDNs, such as server deployment, performance, price and so on, to determine whether CDN services satisfy their requirements. Unfortunately, these information can't be obtained by third party due to business secret. ICPs still choose CDNs on the basis of one-sided viewpoint. For this reason, we have proposed a data-driven and the deep learning based CDN recommendation framework for ICPs. The contributions lie in: 1) A three-tier CDN recommendation framework is presented to achieve data-driven and the deep learning based recommendation service. 2) A CDN recommendation model is built based on the deep neural network, which improves the efficiency of the recommendation service and satisfies the personalized demand. 3) A prototype system is developed and deployed on the real-world large-scale Internet in China. Experimental results demonstrate that the correctness of the recommendation results is up to 91%, and degree of satisfaction reached 80%.Recommendation system; Deep neural network; CDN; Data-driven; ICP2019 EN yes primary No duplicate / newest version yes other recommendation no reject
TUBUMQ7E On analyzing user preference dynamics with temporal social networks Pereira, Fabíola S.F.; Gama, João; de Amo, Sandra; Oliveira, Gina M.B.10.1007/S10994-018-5740-2/FULLTEXT.HTMLjournalArticle Machine Learning The preferences adopted by individuals are constantly modified as these are driven by new experiences, natural life evolution and, mainly, influence from friends. Studying these temporal dynamics of user preferences has become increasingly important for personalization tasks in information retrieval and recommendation systems domains. However, existing models are too constrained for capturing the complexity of the underlying phenomenon. Online social networks contain rich information about social interactions and relations. Thus, these become an essential source of knowledge for the understanding of user preferences evolution. In this work, we investigate the interplay between user preferences and social networks over time. First, we propose a temporal preference model able to detect preference change events of a given user. Following this, we use temporal networks concepts to analyze the evolution of social relationships and propose strategies to detect changes in the network structure based on node centrality. Finally, we look for a correlation between preference change events and node centrality change events over Twitter and Jam social music datasets. Our findings show that there is a strong correlation between both change events, specially when modeling social interactions by means of a temporal network.User preferences; Change detection; Temporal networks; Temporal node centrality2018 EN yes primary No duplicate / newest version no reject

IBCQZ8TW
User interface patterns in recommendation-empowered content intensive multimedia 
applications Cremonesi, Paolo; Elahi, Mehdi; Garzotto, Franca10.1007/S11042-016-3946-5/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications Design Patterns (DPs) are acknowledged as powerful conceptual tools to improve design quality and to reduce time and cost of the development process by effect of the reuse of “good” design solutions. In many fields (e.g., software engineering, web engineering, interface design) patterns are widely used by practitioners and are also investigated from a research perspective. Still, they have been seldom explored in the arena of Recommender Systems (RSs). RSs provide suggestions (“recommendations”) for items that are likely to be appropriate for the user profile, and are increasingly adopted in content-intensive multimedia applications to complement traditional forms of search in large information spaces. This paper explores RSs through the lens of User Interface (UI) Design Patterns. We have performed a systematic analysis of 54 recommendation-empowered content-intensive multimedia applications, in order to: (i) discover the occurrences of existing domain independent UI patterns; (ii) identify frequently adopted UI solutions that are not modelled by existing patterns, and define a set of new UI patterns, some of which are specific of the interfaces for recommendation features while others can be useful also in a broader context. The results of our inspection have been discussed with and evaluated by a team of experts, leading to a consolidated set of 14 new patterns that are reported in the paper. Reusing pattern-based design solutions instead of building new solutions from scratch enables novice and expert designers to build good UIs for Recommendation-empowered content intensive multimedia applications more effectively, and ultimately can improve the UX experience in this class of systems. From a broader perspective, our work can stimulate future research bridging Recommender Systems, Web Engineering and Interface Design by means of Design Patterns, and highlights new research directions also discussed in the paper.Design Patterns; HCI; Human Factors; Multimedia; Recommender Systems; Standardization2017 EN yes secondary No duplicate / newest version reject

GPT26AJF Hybrid bio-inspired user clustering for the generation of diversified recommendations Logesh, R.; Subramaniyaswamy, V.; Vijayakumar, V.; Gao, Xiao Zhi; Wang, Gai Ge10.1007/S00521-019-04128-6/FULLTEXT.HTMLjournalArticle Neural Computing and Applications The research and development of recommender systems are traditionally focused on the enhancement and guaranteeing the recommendation accuracy to achieve user satisfaction. On the other hand, the alternative recommendation qualities such as diversity and novelty have received significant attention from researchers in recent times. In this paper, we present a detailed study of the diversity in recommender systems to help researchers in the development of recommendation approaches to generate efficient recommendations. We have also analyzed the existing works for assessment of impact and quality of diversified recommendations. Based on our detailed investigation of the diversity in recommendations, we shift the generic focus from accuracy objectives to explore beyond the accuracy of recommendations. The need for recommender systems producing diversified recommendations without compromising the accuracy is very high to meet the growing demands of users. To address the personalization problem in travel recommender systems, we present the hybrid swarm intelligence clustering ensemble-based recommendation framework to generate diverse and accurate Point of Interest recommendations. Our proposed recommendation approach employs multiple swarm optimization algorithms to frame a clustering ensemble for the generation of efficient user clustering. We have evaluated our proposed recommendation approach over a real-time large-scale dataset of TripAdvisor to estimate the quality of recommendations in terms of diversity and accuracy. The experimental results demonstrate the enhanced efficiency of the proposed recommendation approach over state-of-the-art techniques.Clustering; Recommender system; Personalization; Accuracy; Diversity; Swarm intelligence2020 EN yes primary No duplicate / newest version yes other recommendation reject
IM2D6LWV A health management tool based smart phone Xu, Chuanhua; Zhu, Jia; Huang, Jin; Li, Zhixu; Fung, Gabriel Pui Cheong10.1007/S11042-016-4220-6/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications Nowadays smart phones are becoming more and more popular with the development of mobile technology. Phones are made more stronger and take more data related with user and it is also easier to collect information from smart phones than before. In the article, the tool we proposed aims to achieve the ability to predict and prevent complex diseases by mining multiple type of data that is collected by smart phones. It provides patients with health recommendations based on their daily diets and physiological information using Multimodal data based Health Recommendations module. In turn, users can interact with the smart phones to gain suggestions from historical results. The paper introduces the following: (i) Collecting users' physiological information to provide disease prediction; (ii) Analyzing diet images to obtain users' eating habits; (iii) Health recommendations based on the results of (i) and (ii).CNN; Classification; Health management; Smart phone 2017 EN yes primary No duplicate / newest version yes other recommendation no reject
QLAY8N4V CADRE: Cloud-Assisted Drug REcommendation Service for Online Pharmacies Zhang, Yin; Zhang, Daqiang; Hassan, Mohammad Mehedi; Alamri, Atif; Peng, Limei10.1007/S11036-014-0537-4/FULLTEXT.HTMLjournalArticle Mobile Networks and Applications With the development of e-commerce, a growing number of people prefer to purchase medicine online for the sake of convenience. However, it is a serious issue to purchase medicine blindly without necessary medication guidance. In this paper, we propose a novel cloud-assisted drug recommendation (CADRE), which can recommend users with top-N related medicines according to symptoms. In CADRE, we first cluster the drugs into several groups according to the functional description information, and design a basic personalized drug recommendation based on user collaborative filtering. Then, considering the shortcomings of collaborative filtering algorithm, such as computing expensive, cold start, and data sparsity, we propose a cloud-assisted approach for enriching end-user Quality of Experience (QoE) of drug recommendation, by modeling and representing the relationship of the user, symptom and medicine via tensor decomposition. Finally, the proposed approach is evaluated with experimental study based on a real dataset crawled from Internet.Clustering; Collaborative filtering; Cloud; Drug recommendation; QoE; Tensor decomposition2015 EN yes primary No duplicate / newest version yes other recommendation reject

WNHX9SNJ
Do Stars Shine? Comparing the Performance Persistence of Star Sell-Side Analysts Listed by 
Institutional Investor, the Wall Street Journal, and StarMine Kucheev, Yury O.; Ruiz, Felipe; Sorensson, Tomas10.1007/S10693-016-0258-X/FULLTEXT.HTMLjournalArticle Journal of Financial Services Research We investigate the profitability persistence of the investment recommendations from analysts listed in four different star rankings, Institutional Investor magazine, StarMine's “Top Earnings Estimators” and “Top Stock Pickers”, and The Wall Street Journal, and show the predictive power of each evaluation methodology. We found that only Buy and Strong Buy recommendations from the entire group of Star analysts outperform those of the Non-Stars in the year after election, while Sell and Strong Sell recommendations performed as those of the Non-Stars. We document that the highest average monthly abnormal return of holding a long-short portfolio, 0.97 %, is obtained by following the recommendations of the group of star sell-side analysts rated by StarMine's “Top Earnings Estimators” during the period from 2003 to 2014. Since earnings are one of the main drivers of stock prices, the results obtained are in line with the notion that focusing on superior earnings forecasts is one of the top requirements for successful stock picks.Analyst recommendations; Institutional Investor; Star analysts; StarMine; The Wall Street Journal2017 EN yes primary No duplicate / newest version no reject

RQ2GYT4N A content-based recommendation algorithm for learning resources Shu, Jiangbo; Shen, Xiaoxuan; Liu, Hai; Yi, Baolin; Zhang, Zhaoli10.1007/S00530-017-0539-8/FULLTEXT.HTMLjournalArticle Multimedia Systems Automatic multimedia learning resources recommendation has become an increasingly relevant problem: it allows students to discover new learning resources that match their tastes, and enables the e-learning system to target the learning resources to the right students. In this paper, we propose a content-based recommendation algorithm based on convolutional neural network (CNN). The CNN can be used to predict the latent factors from the text information of the multimedia resources. To train the CNN, its input and output should first be solved. For its input, the language model is used. For its output, we propose the latent factor model, which is regularized by L1-norm. Furthermore, the split Bregman iteration method is introduced to solve the model. The major novelty of the proposed recommendation algorithm is that the text information is used directly to make the content-based recommendation without tagging. Experimental results on public databases in terms of quantitative assessment show significant improvements over conventional methods. In addition, the split Bregman iteration method which is introduced to solve the model can greatly improve the training efficiency.Convolutional neural network; L1 norm; Resources recommendation; Split Bregman iteration method2018 EN yes primary No duplicate / newest version yes other recommendation reject
WFSC3VJ8 A hybrid approach for personalized service staff recommendation Chang, Wei Lun; Jung, Chien Fang10.1007/S10796-015-9597-7/FULLTEXT.HTMLjournalArticle Information Systems Frontiers In this study, we established a novel set of service procedures that epitomize the human-centered spirit of service. By using self-organizing maps and collaborative filtering recommendation, we developed a mechanism that links the two service procedures of selecting service staff members and how customers decide tip amounts based on perceived value. Through the proposed mechanism, the recommender system could effectively predict customer preferences regarding service staff members and assign suitable members for delivering services. In addition, this study integrated the service experiences of previous customers with local tipping cultures for calculating recommended tip amounts for the reference of customers. Under this mechanism, the customer-centered spirit can be completely integrated into service procedures for effectively enhancing customer satisfaction, increasing the job satisfaction of employees, and producing a virtuous cycle of service quality improvement.Recommender system; Collaborative filtering; Self-organizing maps 2017 EN yes primary No duplicate / newest version yes other recommendation reject

5GZJXIWX
Impersonate human decision making process: an interactive context-aware recommender 
system Wang, Chen Shu; Lin, Shiang Lin; Yang, Heng Li10.1007/S10844-016-0401-Z/FULLTEXT.HTMLjournalArticle Journal of Intelligent Information Systems A considerable amount of information is quickly disseminated worldwide and users struggled to survive on such data tsunami. Context-recommender-aware systems (CAR) are then developed which enabling users to locate valuable and useful information from a large amount of disordered data. However, human decision-making contains multiple steps and a recursive loop, most users tend to adjust their decision many times instead of achieving the final decision-making immediately. Therefore, to replicate such a recursive process among multiple steps, the traditional CAR system should be altered as an interactive CAR (iCAR) system for improving the recommendation accuracy. In view of the deficiency in the present CAR, this study leads the concept of human-computer interaction in tradition CAR and establishes an interactive context-aware recommender System (iCAR). To validate the feasibility and applicability of the proposed iCAR system, a car rental website which is designed based on iCAR is shown as a demonstration. According to the car rental case shown, after couples of iterations, the decision criteria can be gradually clarified by the proposed algorithm of inferring engine. Also, iCAR can find users a car that most satisfies their requirements by using the contexts information. iCAR can improve the accuracy of traditional CAR system and provide user more precise recommendation results according to 3-dimensions information, including: user, item and context information. The iCAR system can be further expected to apply to various fields, such as online shopping or travel packages recommendations, to optimize recommendations results.Recommender system; Context-aware recommender system; Human-computer interaction; Online car rental; Reasoning engine2016 EN yes primary No duplicate / newest version yes other recommendation reject

2D9MUDH9 Preference-based reinforcement learning: A formal framework and a policy iteration algorithm Fürnkranz, Johannes; Hüllermeier, Eyke; Cheng, Weiwei; Park, Sang Hyeun10.1007/S10994-012-5313-8/FULLTEXT.HTMLjournalArticle Machine Learning This paper makes a first step toward the integration of two subfields of machine learning, namely preference learning and reinforcement learning (RL). An important motivation for a preference-based approach to reinforcement learning is the observation that in many real-world domains, numerical feedback signals are not readily available, or are defined arbitrarily in order to satisfy the needs of conventional RL algorithms. Instead, we propose an alternative framework for reinforcement learning, in which qualitative reward signals can be directly used by the learner. The framework may be viewed as a generalization of the conventional RL framework in which only a partial order between policies is required instead of the total order induced by their respective expected long-term reward. Therefore, building on novel methods for preference learning, our general goal is to equip the RL agent with qualitative policy models, such as ranking functions that allow for sorting its available actions from most to least promising, as well as algorithms for learning such models from qualitative feedback. As a proof of concept, we realize a first simple instantiation of this framework that defines preferences based on utilities observed for trajectories. To that end, we build on an existing method for approximate policy iteration based on roll-outs. While this approach is based on the use of classification methods for generalization and policy learning, we make use of a specific type of preference learning method called label ranking. Advantages of preference-based approximate policy iteration are illustrated by means of two case studies. © 2012 The Author(s).Preference learning; Reinforcement learning 2012 EN yes primary No duplicate / newest version no reject
LWF4235L Learning to detect subway arrivals for passengers on a train Yu, Kuifei; Zhu, Hengshu; Cao, Huanhuan; Zhang, Baoxian; Chen, Enhong; Tian, Jilei; Rao, Jinghai10.1007/S11704-014-3258-8journalArticle Frontiers of Computer Science The use of traditional positioning technologies, such as GPS and wireless local positioning, rely on underlying infrastructure. However, in a subway environment, such positioning systems are not available for the positioning tasks, such as the detection of the train arrivals for the passengers in the train. An alternative approach is to exploit the contextual information available in the mobile devices of subway riders to detect train arrivals. To this end, we propose to exploit multiple contextual features extracted from the mobile devices of subway riders to precisely detecting train arrivals. Following this line, we first investigate potential contextual features which may be effective to detect train arrivals according to the observations from 3D accelerometers and GSM radio. Furthermore, we propose to explore the maximum entropy (MaxEnt) model for training a train arrival detector by learning the correlation between contextual features and train arrivals. Finally, we perform extensive experiments on several real-world data sets collected from two major subway lines in the Beijing subway system. Experimental results validate both the effectiveness and efficiency of the proposed approach. © 2014 Higher Education Press and Springer-Verlag Berlin Heidelberg.experimentation; information storage and retrieval; mobile users; smart cities; subway arrival detection2014 EN yes primary No duplicate / newest version no reject
ZFEXR83L Speeding up ALS learning via approximate methods for context-aware recommendations Hidasi, Balázs; Tikk, Domonkos10.1007/S10115-015-0863-2/FULLTEXT.HTMLjournalArticle Knowledge and Information Systems Implicit feedback-based recommendation problems, typically set in real-world applications, recently have been receiving more attention in the research community. From the practical point of view, scalability of such methods is crucial. However, factorization-based algorithms efficient in explicit rating data applied directly to implicit data are computationally inefficient; therefore, different techniques are needed to adapt to implicit feedback. For alternating least squares (ALS) learning, several research contributions have proposed efficient adaptation techniques for implicit feedback. These algorithms scale linearly with the number of nonzero data points, but cubically in the number of features, which is a computational bottleneck that prevents the efficient usage of accurate high factor models. Also, map-reduce type big data techniques are not viable with ALS learning, because there is no known technique that solves the high communication overhead required for random access of the feature matrices. To overcome this drawback, here we present two generic approximate variants for fast ALS learning, using conjugate gradient (CG) and coordinate descent (CD). Both CG and CD can be coupled with all methods using ALS learning. We demonstrate the advantages of fast ALS variants on iTALS, a generic context-aware algorithm, which applies ALS learning for tensor factorization on implicit data. In the experiments, we compare the approximate techniques with the base ALS learning in terms of training time, scalability, recommendation accuracy, and convergence. We show that the proposed solutions offer a trade-off between recommendation accuracy and speed of training time; this makes it possible to apply ALS-based methods efficiently even for billions of data points.Recommender systems; Scalability; Implicit feedback; Comparison; Context awareness; Tensor factorization2016 EN yes primary No duplicate / newest version yes other recommendation reject
48LQD8R9 Leveraging app usage contexts for app recommendation: a neural approach Xu, Yanan; Zhu, Yanmin; Shen, Yanyan; Yu, Jiadi10.1007/S11280-018-0543-8/FULLTEXT.HTMLjournalArticle World Wide Web The large volume and variety of apps pose a great challenge for people to choose appropriate apps. As a consequence, app recommendation is becoming increasingly important. Recently, app usage data which record the sequence of apps being used by a user have become increasingly available. Such data record the usage context of each instance of app use, i.e., the app instances being used together with this app (within a short time window). Our empirical data analysis shows that a user has a pattern of app usage contexts. More importantly, the similarity in the two users' preferences over mobile apps is correlated with the similarity in their app usage context patterns. Inspired by these important observations, this paper tries to leverage the predictive power of app usage context patterns for effective app recommendation. To this end, we propose a novel neural approach which learns the embeddings of both users and apps and then predicts a user's preference for a given app. Our neural network structure models both a user's preference over apps and the user's app usage context pattern in a unified way. To address the issue of unbalanced training data, we introduce several sampling methods to sample user-app interactions and app usage contexts effectively. We conduct extensive experiments using a large real app usage data. Comparative results demonstrate that our approach achieves higher precision and recall, compared with the state-of-the-art recommendation methods.Embedding; Mobile apps; Recommendation; Usage context 2019 EN yes primary No duplicate / newest version yes other recommendation reject
2YNCZGT2 Topic specific emotion detection for retweet prediction Firdaus, Syeda Nadia; Ding, Chen; Sadeghian, Alireza10.1007/S13042-018-0798-5/FULLTEXT.HTMLjournalArticle International Journal of Machine Learning and Cybernetics Online social network is a great medium to express one's opinion, sentiment, preference, and reaction on a topic. Tweets posted by Twitter users are used as a mechanism to share information. By retweeting a tweet, users not only approve the information provided by the tweet but also share the similar emotions and sentiment expressed by the tweet. Analyzing tweets and retweets to discover user's interest is a challenging and interesting task for researchers mainly in the field of information diffusion. In the past studies, it is usually assumed that a user retweets the tweets which match his topic of interest. However, not only the topic itself but also the emotion and sentiment related to the topic might have impact on user's retweet decision. In this research, our objective is to explore the impact of user's topic specific emotion on his retweet decisions. With different latent features, we could find out user's preferences on different topics at different emotional levels. This research has shown that along with topic, user's emotion towards a topic is a useful factor in modeling user's retweet decision.Emotion; Retweet prediction; Sentiment; Topic 2019 EN yes primary No duplicate / newest version no reject
7ND9YJUX A hashtag recommendation system for twitter data streams Otsuka, Eriko; Wallace, Scott A.; Chiu, David10.1186/S40649-016-0028-9/FULLTEXT.HTMLjournalArticle Computational Social Networks Background: Twitter has evolved into a powerful communication and information sharing tool used by millions of people around the world to post what is happening now. A hashtag, a keyword prefixed with a hash symbol (#), is a feature in Twitter to organize tweets and facilitate effective search among a massive volume of data. In this paper, we propose an automatic hashtag recommendation system that helps users find new hashtags related to their interests on-demand. Methods: For hashtag ranking, we propose the Hashtag Frequency-Inverse Hashtag Ubiquity (HF-IHU) ranking scheme, which is a variation of the well-known TF-IDF, that considers hashtag relevancy, as well as data sparseness which is one of the key challenges in analyzing microblog data. Our system is built on top of Hadoop, a leading platform for distributed computing, to provide scalable performance using Map-Reduce. Experiments on a large Twitter data set demonstrate that our method successfully yields relevant hashtags for user's interest and that recommendations are more stable and reliable than ranking tags based on tweet content similarity. Results and conclusions: Our results show that HF-IHU can achieve over 30 % hashtag recall when asked to identify the top 10 relevant hashtags for a particular tweet. Furthermore, our method out-performs kNN, k-popularity, and Naïve Bayes by 69, 54, and 17 %, respectively, on recall of the top 200 hashtags.Twitter; Recommendation 2016 EN yes primary No duplicate / newest version yes other recommendation reject
2YL4LWD7 Evaluation of session-based recommendation algorithms Ludewig, Malte; Jannach, Dietmar10.1007/S11257-018-9209-6/FULLTEXT.HTMLjournalArticle User Modeling and User-Adapted Interaction Recommender systems help users find relevant items of interest, for example on e-commerce or media streaming sites. Most academic research is concerned with approaches that personalize the recommendations according to long-term user profiles. In many real-world applications, however, such long-term profiles often do not exist and recommendations therefore have to be made solely based on the observed behavior of a user during an ongoing session. Given the high practical relevance of the problem, an increased interest in this problem can be observed in recent years, leading to a number of proposals for session-based recommendation algorithms that typically aim to predict the user's immediate next actions. In this work, we present the results of an in-depth performance comparison of a number of such algorithms, using a variety of datasets and evaluation measures. Our comparison includes the most recent approaches based on recurrent neural networks like gru4rec, factorized Markov model approaches such as fism or fossil, as well as simpler methods based, e.g., on nearest neighbor schemes. Our experiments reveal that algorithms of this latter class, despite their sometimes almost trivial nature, often perform equally well or significantly better than today's more complex approaches based on deep neural networks. Our results therefore suggest that there is substantial room for improvement regarding the development of more sophisticated session-based recommendation algorithms.Deep learning; Sequential recommendation; Factorized Markov models; Nearest neighbors; Session-based recommendation2018 EN yes primary No duplicate / newest version no reject

2CQ7Z3IV
MOOCRC: A Highly Accurate Resource Recommendation Model for Use in MOOC 
Environments Zhang, Hao; Huang, Tao; Lv, Zhihan; Liu, Sanya; Yang, Heng10.1007/S11036-018-1131-Y/FULLTEXT.HTMLjournalArticle Mobile Networks and Applications With the rapid development of MOOC platforms, the online learning resources are increasing. Because learners differ in terms of cognitive ability and knowledge structure, they cannot rapidly identify learning resources in which they are interested. Traditional collaborative filtering recommendation technologies perform poorly given sparse data and cold starts. Furthermore, the redundant recommended content and the high-dimensional and nonlinear data on online learning users cannot be effectively handled, leading to inefficient resource recommendations. To enhance learner efficiency and enthusiasm, this paper presents a highly accurate resource recommendation model (MOOCRC) based on deep belief networks (DBNs) in MOOC environments. This method deeply mines learner features and course content attribute features and incorporates learner behavior features to build user-course feature vectors as inputs to the deep model. Learner ratings of courses are processed as supervised labels with supervised learning. The MOOCRC model is trained by unsupervised pretraining and supervised feedback fine tuning; moreover, the model is obtained by adjusting the model parameters repeatedly. To verify the effectiveness of the MOOCRC, an experimental analysis is conducted using learner elective data obtained from the starC MOOC platform of Central China Normal University. Real course enrollment data are used to verify the classification accuracy of the MOOCRC. The experimental results show that the MOOCRC has greater recommendation accuracy and converges more quickly than traditional recommendation methods.Recommender systems; Collaborative filtering; MOOCs; Classification predictions; Deep Belief Networks2019 EN yes primary No duplicate / newest version yes other recommendation reject

6HCZFNVW Content-Based Video Recommendation System Based on Stylistic Visual Features Deldjoo, Yashar; Elahi, Mehdi; Cremonesi, Paolo; Garzotto, Franca; Piazzolla, Pietro; Quadrana, Massimo10.1007/S13740-016-0060-9/FULLTEXT.HTMLjournalArticle Journal on Data Semantics This paper investigates the use of automatically extracted visual features of videos in the context of recommender systems and brings some novel contributions in the domain of video recommendations. We propose a new content-based recommender system that encompasses a technique to automatically analyze video contents and to extract a set of representative stylistic features (lighting, color, and motion) grounded on existing approaches of Applied Media Theory. The evaluation of the proposed recommendations, assessed w.r.t. relevance metrics (e.g., recall) and compared with existing content-based recommender systems that exploit explicit features such as movie genre, shows that our technique leads to more accurate recommendations. Our proposed technique achieves better results not only when visual features are extracted from full-length videos, but also when the feature extraction technique operates on movie trailers, pinpointing that our approach is effective also when full-length videos are not available or when there are performance requirements. Our recommender can be used in combination with more traditional content-based recommendation techniques that exploit explicit content features associated to video files, to improve the accuracy of recommendations. Our recommender can also be used alone, to address the problem originated from video files that have no meta-data, a typical situation of popular movie-sharing websites (e.g., YouTube) where every day hundred millions of hours of videos are uploaded by users and may contain no associated information. As they lack explicit content, these items cannot be considered for recommendation purposes by conventional content-based techniques even when they could be relevant for the user.2016 EN yes primary No duplicate / newest version yes other recommendation reject
JX4L6498 User Interest Detecting by Text Mining Technology for Microblog Platform Guo, Hongjian; Chen, Yifei10.1007/S13369-016-2137-ZjournalArticle Arabian Journal for Science and Engineering In recent years, the popularity of the microblog platform has grown rapidly and through which many users are able to communicate. In this paper, we concentrate on automatic user interest detection, which is an important issue in personal information recommendation. Firstly, a dynamic topic model for user interest detection is presented. In this model, topics can be detected in different timestamps and the words with highest probability in each topic can be regarded as the user interests. Secondly, an algorithm for detecting user interest is proposed. The key ideas of our algorithm lie in that topics with the highest probability should be obtained in advance, and then, the words with highest probability in each topic can be extracted as user interests. Particularly, to promote performance of the topic model we present a density-based optimal topic number selection algorithm. Finally, performance evaluation experiments are conducted where a dataset is crawled from Sina Weibo from 6 months. The experimental results demonstrate that (1) our proposed algorithm can dynamically detect user interest with time changing and (2) user interest detection accuracy of our proposed method is higher than other methods.Topic model; Text mining; Microblog; Timestamp; User interest 2016 EN yes primary No duplicate / newest version no reject
ESAC9D3G Combining similarity and sentiment in opinion mining for product recommendation Dong, Ruihai; O'Mahony, Michael P.; Schaal, Markus; McCarthy, Kevin; Smyth, Barry10.1007/S10844-015-0379-Y/FULLTEXT.HTMLjournalArticle Journal of Intelligent Information Systems In the world of recommender systems, so-called content-based methods are an important approach that rely on the availability of detailed product or item descriptions to drive the recommendation process. For example, recommendations can be generated for a target user by selecting unseen products that are similar to the products that the target user has liked or purchased in the past. To do this, content-based methods must be able to compute the similarity between pairs of products (unseen products and liked products, for example) and typically this is achieved by comparing product features or other descriptive elements. The approach works well when product descriptions are readily available and when they are detailed enough to afford an effective similarity comparison. But this is not always the case. Detailed product descriptions may not be available since they can be expensive to create and maintain. In this article we consider another source of product descriptions in the form of the user-generated reviews that frequently accompany products on the web. We ask whether it is possible to mine these reviews, unstructured and noisy as they are, to produce useful product descriptions that can be used in a recommendation system. In particular we describe a novel approach to product recommendation that harnesses not only the features that can be mined from user-generated reviews but also the expressions of sentiment that are associated with these features. We present a recommendation ranking strategy that combines similarity and sentiment to suggest products that are similar but superior to a query product according to the opinion of reviewers, and we demonstrate the practical benefits of this approach across a variety of Amazon product domains.Opinion Mining; Sentiment-based Product Recommendation; User-generated Reviews2016 EN yes primary No duplicate / newest version yes other recommendation no reject
72PPBKUJ Web user profiles with time-decay and prototyping Košir, Domen; Kononenko, Igor; Bosnić, Zoran10.1007/S10489-014-0570-9/FULLTEXT.HTMLjournalArticle Applied Intelligence User profiling represents an important initial step in personalizing web services and in building recommendation systems. Non-invasive profiling methods monitor users' behavior and infer interest profiles from their past actions. Most existing profiling methods, which relate the users' interests to a given ontology, consider only the user's past actions when calculating his/her profile. The profiling algorithms use a time-decay function for users' past actions to adapt the profile to shifts in the user's interests over time. In our work, we propose a hybrid method that combines time-decay and profile correction using prototype profiles. The additional profile correction step considers the interests of similar users and expands the interest scores beyond the concepts detected in the user's past actions, which facilitates faster profile adaptation to the user's new interests. In our experimental work, we experimented extensively with two real data sets: data of an online advertising network and student data in an online e-learning environment. We measured the quality of the computed user profiles by correlating them to users' future actions. Experiments revealed that it is crucial to build the user's profile using a large number of events from his/her past and to update the profile regularly. When we are unable to do so, the profile correction can be used to keep the quality of the profile from dropping too low. The results show that our method significantly outperforms existing ontological profiling methods.User profiling; Ontological profile; Profile correction; Profile quality; Prototype profiles; Time-decay2014 EN yes primary No duplicate / newest version no reject
3JEJSM6J HTTP-SoLDiER: An HTTP-flooding attack detection scheme with the large deviation principle Wang, Jin; Yang, Xiao Long; Zhang, Min; Long, Ke Ping; Xu, Jie10.1007/S11432-013-5015-2journalArticle Science China Information Sciences HTTP-flooding attack is a much stealthier distributed denial of service (DDoS) attack, challenging the survivability of the web services seriously. Observing the web access behavior, we find that the surfing preference of normal users is much more consistent with the webpage popularity than that of malicious users. Based on this observation, this paper proposes a novel detection scheme for HTTP-flooding (HTTP-SoLDiER). Specifically, HTTP-SoLDiER first quantifies the consistency between web users surfing preference and the webpage popularity with large-deviation principle. Then HTTP-SoLDiER distinguishes the malicious users from normal ones according to the large-deviation probability. In practice, the webpage popularity plays a key role in attack detection of HTTP-SoLDiER. Due to the never-ending updating of the webpage content and the disturbance induced by attackers, the webpage popularity often varies over time. Thus, it is critical for HTTP-SoLDiER to dynamically update the webpage popularity. We design a reversible exponentially weighted moving average (EWMA) algorithm to solve the problem. Finally, we evaluate the effectiveness of this scheme in terms of true positive (TP) and false positive (FP) probabilities with NS-3 simulations. The simulation results show that HTTP-SoLDiER can detect all random HTTP-flooding attackers and most of the perfect-knowledge HTTP-flooding attackers at little false positive.distributed denial of service (DDoS); exponential weight moving average; IP network; Ns-3; the large deviation principle2014 EN yes primary No duplicate / newest version no reject
7GLIMXPH Evaluation Infrastructures for Academic Shared Tasks Schaible, Johann; Breuer, Timo; Tavakolpoursaleh, Narges; Müller, Bernd; Wolff, Benjamin; Schaer, Philipp10.1007/S13222-020-00335-X/FULLTEXT.HTMLjournalArticle Datenbank-Spektrum Academic search systems aid users in finding information covering specific topics of scientific interest and have evolved from early catalog-based library systems to modern web-scale systems. However, evaluating the performance of the underlying retrieval approaches remains a challenge. An increasing amount of requirements for producing accurate retrieval results have to be considered, e.g., close integration of the system's users. Due to these requirements, small to mid-size academic search systems cannot evaluate their retrieval system in-house. Evaluation infrastructures for shared tasks alleviate this situation. They allow researchers to experiment with retrieval approaches in specific search and recommendation scenarios without building their own infrastructure. In this paper, we elaborate on the benefits and shortcomings of four state-of-the-art evaluation infrastructures on search and recommendation tasks concerning the following requirements: support for online and offline evaluations, domain specificity of shared tasks, and reproducibility of experiments and results. In addition, we introduce an evaluation infrastructure concept design aiming at reducing the shortcomings in shared tasks for search and recommender systems.2020 EN yes secondary No duplicate / newest version reject
YD83SLCI Large-scale e-learning recommender system based on Spark and Hadoop Dahdouh, Karim; Dakkak, Ahmed; Oughdir, Lahcen; Ibriz, Abdelali10.1186/S40537-019-0169-4/FULLTEXT.HTMLjournalArticle Journal of Big Data The present work is a part of the ESTenLigne project which is the result of several years of experience for developing e-learning in Sidi Mohamed Ben Abdellah University through the implementation of open, online and adaptive learning environment. However, this platform faces many challenges, such as the increasing amount of data, the diversity of pedagogical resources and a large number of learners that makes harder to find what the learners are really looking for. Furthermore, most of the students in this platform are new graduates who have just come to integrate higher education and who need a system to help them to take the relevant courses that take into account the requirements and needs of each learner. In this article, we develop a distributed courses recommender system for the e-learning platform. It aims to discover relationships between student's activities using association rules method in order to help the student to choose the most appropriate learning materials. We also focus on the analysis of past historical data of the courses enrollments or log data. The article discusses particularly the frequent itemsets concept to determine the interesting rules in the transaction database. Then, we use the extracted rules to find the catalog of more suitable courses according to the learner's behaviors and preferences. Next, we deploy our recommender system using big data technologies and techniques. Especially, we implement parallel FP-growth algorithm provided by Spark Framework and Hadoop ecosystem. The experimental results show the effectiveness and scalability of the proposed system. Finally, we evaluate the performance of Spark MLlib library compared to traditional machine learning tools including Weka and R.Association rules; Big data; Course recommender system; E-learning; Hadoop; MLlib methods; Online learning; Parallel FP-growth algorithm; Spark2019 EN yes primary No duplicate / newest version yes other recommendation reject
ZLRDKYWI Deep Plot-Aware Generalized Matrix Factorization for Collaborative Filtering Sun, Xiaoxin; Zhang, Haobo; Wang, Meiqi; Yu, Mengying; Yin, Minghao; Zhang, Bangzuo10.1007/S11063-020-10333-5/FULLTEXT.HTMLjournalArticle Neural Processing Letters Fusing auxiliary information into ratings has shown promising performance for many recommendation tasks, such as age, sex, vocation of users or actors, director, genre, reviews of movies. However, all above auxiliary information is still sparse and not informative. For movie recommendations, besides the above information, there exists richer information in plot texts, exerting huge impacts on improving the recommendation accuracy. In this paper, we explore effective fusion of movie ratings and plot texts, we propose a deep plot-aware generalized matrix factorization for collaborative filtering model, which effectively combines both ratings and plot texts to implement a generalized collaborative filtering. To verify our proposal, we conduct extensive experiments on two popular datasets, and the results perform better than other state-of-the-art approaches in common recommendation tasks.Convolutional neural networks; Generalized matrix factorization; Information fusion; Plot representation2020 EN yes primary No duplicate / newest version yes other recommendation no reject
B4A4XKN4 Group recommender system for store product placement Park, Jihoi; Nam, Kihwan 10.1007/S10618-018-0600-Z/FULLTEXT.HTMLjournalArticle Data Mining and Knowledge Discovery We propose a group recommender system considering the recommendation quantity and repeat purchasing by using the existing collaborative filtering algorithm in order to optimize the offline physical store inventories. This research is the first of its kind to consider recommendation quantity and repetitive recommendations when creating group recommender systems. In offline stores, physical limitations result in the ability to display only a limited number of items. Quantity and selection of the item is an important decision for offline stores. In this paper, we suggest applying the user-based recommender system, which is capable of determining the best suited recommendation items for each store. This model is evaluated by the MAE, precision, recall, and F1 measures, and shows higher performance than the baseline model. A new performance evaluation measure is also suggested in this research. New quantity precision, quantity recall, and quantity F1 measures consider a penalty for a shortage or excess of the recommendation quantity. Novelty is defined as the proportion of items that the consumer may not have experienced in the recommendation list. Through the use of this novelty measure, we assess the new profit creation effect of the suggested model. Finally, previous research focused on recommendations for online customers, however, we expanded the recommender system to incorporate offline stores. This research is not only an academic contribution to the marketing field, but also practical contribution to offline stores through the usability of a developed offline shopping algorithm.Novelty; Fashion retail store; Group recommender system; Inventory management; Recommendation quantity; Repetitive recommendations2019 EN yes primary No duplicate / newest version yes other recommendation reject
7PPGA2BE Prediction of purchase behaviors across heterogeneous social networks Wang, Yuanzhuo; Li, Jingyuan; Liu, Qiang; Ren, Yan10.1007/S11227-015-1495-8/FULLTEXT.HTMLjournalArticle Journal of Supercomputing Due to the development of web services, many social network sites, as well as online shopping sites have been booming in the past decade, where it is a common phenomenon that people are likely to use multiple services at the same time. On the one hand, previous research findings indicate the data sparsity issues of online shopping accounts, which is caused by the heavy-tailed distribution of user information. On the other hand, in social network sites, the personal information and the corresponding statuses of an account are abundant, and their genuineness is guaranteed either by the service provider, or by the willingness of the account owner to connect to his or her friends in reality. Making use of the correlation between accounts of a same individual is a crucial prerequisite for many interesting cross network applications, such as improving the recommendation performance of the online shopping sites using extra information from social network services. In this paper, we firstly propose a game-theoretic method to identify correlation accounts of individuals between social network sites and online shopping sites with stable matching model, incorporating account profiles as well as historical behaviors. Using the above account relationships, we then put forward a predicting method that combines heterogeneous social network information and online shopping information, to predict the purchasing behaviors. The results show that our method identifies up to 70 % of the correlation accounts between Facebook and eBay, one of the most popular social network sites and online shopping sites in the world, respectively. The experimental results also show that using the correlation account sets, the accuracy of our purchase predicting method outperforms the state-of-the-art methods by 5 %.Account matching; Heterogeneous social networks; Prediction of purchase behaviors2015 EN yes primary No duplicate / newest version yes other recommendation reject

8K9KGW9Z
Recommending people to people: The nature of reciprocal recommenders with a case study 
in online dating Pizzato, Luiz; Rej, Tomasz; Akehurst, Joshua; Koprinska, Irena; Yacef, Kalina; Kay, Judy10.1007/S11257-012-9125-0journalArticle User Modelling and User-Adapted Interaction People-to-people recommenders constitute an important class of recommender systems. Examples include online dating, where people have the common goal of finding a partner, and employment websites where one group of users needs to find a job (employer) and another group needs to find an employee. People-to-people recommenders differ from the traditional items-to-people recommenders as they must satisfy both parties; we call this type of recommender reciprocal. This article is the first to present a comprehensive view of this important recommender class. We first identify the characteristics of reciprocal recommenders and compare them with traditional recommenders, which are widely used in e-commerce websites. We then present a series of studies and evaluations of a content-based reciprocal recommender in the domain of online dating. It uses a large dataset from a major online dating website. We use this case study to illustrate the distinctive requirements of reciprocal recommenders and highlight important challenges, such as the need to avoid bad recommendations since they may make users to feel rejected. Our experiments indicate that, by considering reciprocity, the rate of successful connections can be significantly improved. They also show that, despite the existence of rich explicit profiles, the use of implicit profiles provides more effective recommendations. We conclude with a discussion, linking our work in online dating to the many other domains that require reciprocal recommenders. Our key contributions are the recognition of the reciprocal recommender as an important class of recommender, the identification of its distinctive characteristics and the exploration of how these impact the recommendation process in an extensive case study in the domain of online dating. © 2012 Springer Science+Business Media B.V.Recommender systems; Online dating; Reciprocity 2013 EN yes secondary No duplicate / newest version reject

LBSGR5IL A social recommender system using deep architecture and network embedding Nisha, C. C.; Mohan, Anuraj10.1007/S10489-018-1359-Z/FULLTEXT.HTMLjournalArticle Applied Intelligence A recommender system is an active tool for information filtering that can be deployed in a complex and dynamic online environment to provide the most relevant and accurate content to the users based on their unique preferences and tastes. The recent direction towards enhancing the recommender system leverages deep learning techniques and trust information. However, building a unified model for a recommender system that integrates deep architecture with trust information is an open challenge. Here, we propose a hybrid method by modeling a joint optimization function which extends deep Autoencoder with top-k semantic social information. We use network representation learning methods to capture the implicit semantic social information. We conducted experiments with various real-world data sets and evaluated the performance of the proposed method using different evaluation measures. Experimental results show the performance improvement of the proposed system compared to state-of-the-art methods.Deep learning; Collaborative filtering; Network representation learning; Social recommender system2019 EN yes primary No duplicate / newest version yes other recommendation no reject

CCQMFU72
Evaluating the effectiveness of explanations for recommender systems: Methodological 
issues and empirical studies on the impact of personalization Tintarev, Nava; Masthoff, Judith10.1007/S11257-011-9117-5journalArticle User Modeling and User-Adapted Interaction When recommender systems present items, these can be accompanied by explanatory information. Such explanations can serve seven aims: effectiveness, satisfaction, transparency, scrutability, trust, persuasiveness, and efficiency. These aims can be incompatible, so any evaluation needs to state which aim is being investigated and use appropriate metrics. This paper focuses particularly on effectiveness (helping users to make good decisions) and its trade-off with satisfaction. It provides an overview of existing work on evaluating effectiveness and the metrics used. It also highlights the limitations of the existing effectiveness metrics, in particular the effects of under- and overestimation and recommendation domain. In addition to this methodological contribution, the paper presents four empirical studies in two domains: movies and cameras. These studies investigate the impact of personalizing simple feature- based explanations on effectiveness and satisfaction. Both approximated and real effectiveness is investigated. Contrary to expectation, personalization was detrimental to effectiveness, though it may improve user satisfaction. The studies also highlighted the importance of considering opt-out rates and the underlying rating distribution when evaluating effectiveness. © Springer Science+Business Media B.V. 2012.Recommender systems; Metrics; Empirical studies; Explanations; Item descriptions2012 EN yes primary No duplicate / newest version yes other recommendation reject

NLWGNRPQ Design of an intelligent car radio and music player system Liu, Ning Han 10.1007/S11042-013-1467-Z/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications With the rapid development of the Internet and digital technology, digital music and Internet radio stations have come to attract increasing investment from various sources. Through the Internet, users are able to listen to music and radio stations without geographical limitations. The Internet also provides users more options in their music and radio station choices. The technological developments in this field allow for improvements in car audio systems. However, across all relevant studies, the question of how best to recommend radio or music choices to users remains an important topic in the research relating to digital music and radio. Therefore, in this paper, we try to improve these recommendations by recording user behavior and analyzing the music preferences of users with similar background information. This is different to traditional recommendation mechanisms as we simplify the feedback procedure for users. In addition, by adjusting the weightings in the formula for calculating the recommendations, we are able to provide personalized recommendations. This would better satisfy the needs of different types of users. Through experimental results, we prove that our recommendation mechanism significantly helps users to select radio stations and music. © 2013 Springer Science+Business Media New York.Artificial intelligence; Car audio system; Music recommendation; Radio recommendation2014 EN yes primary No duplicate / newest version yes other recommendation no reject
TMLNHDZ4 Using Unsupervised Deep Learning for Automatic Summarization of Arabic Documents Alami, Nabil; En-nahnahi, Noureddine; Ouatik, Said Alaoui; Meknassi, Mohammed10.1007/S13369-018-3198-YjournalArticle Arabian Journal for Science and Engineering Traditional Arabic text summarization (ATS) systems are based on bag-of-words representation, which involve a sparse and high-dimensional input data. Thus, dimensionality reduction is greatly needed to increase the power of features discrimination. In this paper, we present a new method for ATS using variational auto-encoder (VAE) model to learn a feature space from a high-dimensional input data. We explore several input representations such as term frequency (tf), tf-idf and both local and global vocabularies. All sentences are ranked according to the latent representation produced by the VAE. We investigate the impact of using VAE with two summarization approaches, graph-based and query-based approaches. Experiments on two benchmark datasets specifically designed for ATS show that the VAE using tf-idf representation of global vocabularies clearly provides a more discriminative feature space and improves the recall of other models. Experiment results confirm that the proposed method leads to better performance than most of the state-of-the-art extractive summarization approaches for both graph-based and query-based summarization approaches.Deep learning; Arabic text summarization; Graph-based summarization; Query-based summarization; Unsupervised feature learning; Variational auto-encoder2018 EN yes primary No duplicate / newest version no reject
K5IEUHNT A review on deep learning for recommender systems: challenges and remedies Batmaz, Zeynep; Yurekli, Ali; Bilge, Alper; Kaleli, Cihan10.1007/S10462-018-9654-Y/FULLTEXT.HTMLjournalArticle Artificial Intelligence Review Recommender systems are effective tools of information filtering that are prevalent due to increasing access to the Internet, personalization trends, and changing habits of computer users. Although existing recommender systems are successful in producing decent recommendations, they still suffer from challenges such as accuracy, scalability, and cold-start. In the last few years, deep learning, the state-of-the-art machine learning technique utilized in many complex tasks, has been employed in recommender systems to improve the quality of recommendations. In this study, we provide a comprehensive review of deep learning-based recommendation approaches to enlighten and guide newbie researchers interested in the subject. We analyze compiled studies within four dimensions which are deep learning models utilized in recommender systems, remedies for the challenges of recommender systems, awareness and prevalence over recommendation domains, and the purposive properties. We also provide a comprehensive quantitative assessment of publications in the field and conclude by discussing gained insights and possible future work on the subject.Deep learning; Recommender systems; Scalability; Accuracy; Sparsity; Survey2019 EN yes secondary No duplicate / newest version reject

58VDVA5B
Understanding the mechanism of social tie in the propagation process of social network with 
communication channel Li, Kai; Lv, Guangyi; Wang, Zhefeng; Liu, Qi; Chen, Enhong; Qiao, Lisheng10.1007/S11704-018-7453-XjournalArticle Frontiers of Computer Science The propagation of information in online social networks plays a critical role in modern life, and thus has been studied broadly. Researchers have proposed a series of propagation models, generally, which use a single transition probability or consider factors such as content and time to describe the way how a user activates her/his neighbors. However, the research on the mechanism how social ties between users play roles in propagation process is still limited. Specifically, comprehensive summary of factors which affect user's decision whether to share neighbor's content was lacked in existing works, so that the existing models failed to clearly describe the process a user be activated by a neighbor. To this end, in this paper, we analyze the close correspondence between social tie in propagation process and communication channel, thus we propose to exploit the communication channel to describe the information propagation process between users, and design a social tie channel (STC) model. The model can naturally incorporate many factors affecting the information propagation through edges such as content topic and user preference, and thus can effectively capture the user behavior and relationship characteristics which indicate the property of a social tie. Extensive experiments conducted on two real-world datasets demonstrate the effectiveness of our model on content sharing prediction between users.social networks; communication channel; information propagation; mechanism of social tie2019 EN yes primary No duplicate / newest version no reject

PJQQ53MQ Personalized advertisement system using social relationship based user modeling Ha, Inay; Oh, Kyeong Jin; Jo, Geun Sik10.1007/S11042-013-1691-6/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications The influence of social relationships has received considerable attention in recommendation systems. In this paper, we propose a personalized advertisement recommendation system based on user preference and social network information. The proposed system uses collaborative filtering and frequent pattern network techniques using social network information to recommend personalized advertisements. Frequent pattern network is employed to alleviate cold-start and sparsity problems of collaborative filtering. For the social relationship modeling, direct and indirect relations are considered and relation weight between users is calculated by using six degrees of Kevin Bacon. Weight ‘1' is given to those who have connections directly, and weight ‘0' is given to those who are over six steps away and hove no relation to each other. According to a research of Kevin Bacon, everybody can know certain people through six depths of people. In order to improve prediction accuracy, we apply social relationship to user modeling. In our experiments, advertisement information is collected and item rating and user information including social relations are extracted from a social network service. The proposed system applies user modeling between collaborative filtering and frequent pattern network model to recommend advertisements according to user condition. User's types are composed with combinations of both techniques. We compare the performance of the proposed method with that of other methods. From the experimental results, a proposed system applying user modeling using social relationships can achieve better performance and recommendation quality than other recommendation systems.Recommendation system; User modeling; Collaborative filtering; Social network; Social relationship2015 EN yes primary No duplicate / newest version yes other recommendation no reject
U8XG3IBV Context-aware tensor decomposition for relation prediction in social networks Rettinger, Achim; Wermser, Hendrik; Huang, Yi; Tresp, Volker10.1007/S13278-012-0069-5/FULLTEXT.HTMLjournalArticle Social Network Analysis and Mining An important task in network modeling is the prediction of relationships between classes of objects, such as friendship between persons, preferences of users for items, or the influence of genes on diseases. Factorizing approaches have proven effective in the modeling of these types of relations. If only a single binary relation is of interest, matrix factorization is typically applied. For ternary relations, tensor factorization has become popular. A typical application of tensor factorization concerns the temporal development of the relationships between objects. There are applications, where models with n-ary relations with n > 3 need to be considered, which is the topic of this paper. These models permit the inclusion of context information that is relevant for relation prediction. Unfortunately, the straightforward application of higher-order tensor models becomes problematic, due to the sparsity of the data and due to the complexity of the computations. In this paper, we discuss two different approaches that both simplify the higher-order tensors using coupled low-order factorization models. While the first approach, the context-aware recommendation tensor decomposition (CARTD), proposes an efficient optimization criterion and decomposition method, the second approach, the context-aware regularized singular value decomposition (CRSVD), introduces a generative probabilistic model and aims at reducing the dimensionality using independence assumptions in graphical models. In this article, we discuss both approaches and compare their ability to model contextual information. We test both models on a social network setting, where the task is to predict preferences based on existing preference patterns, based on the last item selected and based on attributes describing items and users. The experiments are performed using data from the GetGlue social network and the approach is evaluated on the ranking quality of predicted relations. The results indicate that the CARTD is superior in predicting overall rankings for relations, whereas the CRSVD is superior when one is only interested in predicting the top-ranked relations.2012 EN yes primary No duplicate / newest version yes other recommendation reject
YWDTP6LE Dying cancer patients' experiences of powerlessness and helplessness Sand, Lisa; Strang, Peter; Milberg, Anna10.1007/S00520-007-0359-Z/FULLTEXT.HTMLjournalArticle Supportive Care in Cancer Goals of work: Experiences of powerlessness and helplessness are closely linked to incurable diseases but seldom studied in patients with disseminated cancer. The aim is to explore the perception, experiences and significance of powerlessness and helplessness, to study triggering factors and to make quantifications. Materials and methods: One hundred three patients, enrolled in four different palliative home-care settings, completed a questionnaire with both Likert-type questions and open-ended questions. The response rate was 58%, and background data was reported as frequencies, whereas the main material was analysed using a qualitative content analysis. Main results: Impending death, symptoms, loss of control and autonomy, ignorance, isolation and uncertainty constituted the basis for powerlessness and helplessness, but each factor was reinforced by the occurrence of suddenness, high intensity and/or lengthiness. In total, 65% reported definite experiences of powerlessness and helplessness. These feelings also held a deeper meaning, involving aspects such as existential loneliness and hopelessness. They were ultimately caused by an incapacity to control feelings and cope with the situation related to the impending death. The results are discussed in relation to Cassel's theory of suffering and existential psychology. © 2007 Springer-Verlag.Cancer; Existential; Helplessness; Palliative care; Powerlessness 2008 EN yes primary No duplicate / newest version no reject
J92929PM One-class collaborative filtering based on rating prediction and ranking prediction Li, Gai; Zhang, Zhiqiang; Wang, Liyang; Chen, Qiang; Pan, Jincaihttps://doi.org/10.1016/j.knosys.2017.02.034journalArticle Knowledge-Based Systems One-Class Collaborative Filtering (OCCF) has recently received much attention in recommendation communities due to their close relationship with real industry problem settings. However, the problem with previous research studies on OCCF is that they focused on either rating prediction or ranking prediction, but no concerted research effort has been devoted to developing a recommendation approach that simultaneously optimizes both the ratings and rank of the recommended items. In order to overcome the defects of prior research, a new better unified OCCF approach (UOCCF) based on the newest Collaborative Less-is-More Filtering (CLiMF) approach and the Probabilistic Matrix Factorization (PMF) approach was proposed, which benefits from the ranking-oriented perspective and the rating-oriented perspective by sharing common latent features of users and items in CLiMF and PMF. We also provide an efficient learning algorithm to solve the optimization problem for UOCCF. Experimental results on practical datasets showed that our proposed UOCCF approach outperformed existing OCCF approaches (both ranking-oriented and rating-oriented) over different evaluation metrics, and that the UOCCF approach enjoys the advantage of low complexity and is shown to be linear with the number of observed ratings in a given user–item rating matrix. Because of its high precision and good expansibility, UOCCF is suitable for processing big data, and has wide application prospects in the field of internet information recommendation.Collaborative filtering; Implicit feedback; Collaborative ranking; Recommended systems; Unified recommendation model2017 EN yes primary No duplicate / newest version yes other recommendation no reject
JT7NFJEM A recommender system based on implicit feedback for selective dissemination of ebooks Núñez-Valdez, Edward Rolando; Quintana, David; González Crespo, Ruben; Isasi, Pedro; Herrera-Viedma, Enriquehttps://doi.org/10.1016/j.ins.2018.07.068journalArticle Information Sciences In this study, we describe a recommendation system for electronic books. The approach is based on implicit feedback derived from user's interaction with electronic content. User's behavior is tracked through several indicators that are subsequently used to feed the recommendation engine. This component then provides an explicit rating for the material interacted with. The role of this engine could be modeled as a regression task where content is rated according to the mentioned indicators. In this context, we benchmark twelve popular machine learning algorithms to perform this final function and evaluate the quality of the output provided by the system.Recommender systems; Implicit feedback; Classification algorithms; Explicitation system2018 EN yes primary No duplicate / newest version yes other recommendation reject

3U93HX57
Constructing Maintainable Semantic Relation Network from Ambiguous Concepts in Web 
Content Leung, Kenneth Wai-Ting; Jiang, Di; Lee, Dik Lun; Ng, Wilfred10.1145/2814568journalArticle ACM Trans. Internet Technol. The semantic network is a form of knowledge that represents various relationships between concepts with ambiguity. The knowledge can be employed to identify semantically related objects. It helps, for example, a recommender system to generate effective recommendations to the users. We propose to study a new semantic network, namely, the Concept Relation Network (CRN), which is efficiently constructed and maintained using existing web search engines. CRN tackles the uncertainty and dynamics of web content, and thus is optimized for many important web applications, such as social networks and search engines. It is a large semantic network for the collection, analysis, and interpretation of web content, and serves as a cornerstone for applications such as web search engines, recommendation systems, and social networks that can benefit from a large-scale knowledge base. In this article, we present two applications for CRN: (1) search engine and web analytic and (2) semantic information retrieval. Experimental results show that CRN effectively enhances these applications by considering the heterogenous and polysemous nature of web content.Concept network; query suggestion; search engine; semantic network; web analytic; web search2016 EN yes primary No duplicate / newest version no reject

6CS3TI9U
ConfSeer: Leveraging Customer Support Knowledge Bases for Automated Misconfiguration 
Detection Potharaju, Rahul; Chan, Joseph; Hu, Luhui; Nita-Rotaru, Cristina; Wang, Mingshi; Zhang, Liyuan; Jain, Navendu10.14778/2824032.2824079journalArticle Proc. VLDB Endow. We introduce ConfSeer, an automated system that detects potential configuration issues or deviations from identified best practices by leveraging a knowledge base (KB) of technical solutions. The intuition is that these KB articles describe the configuration problems and their fixes so if the system can accurately understand them, it can automatically pinpoint both the errors and their resolution. Unfortunately, finding an accurate match is difficult because (a) the KB articles are written in natural language text, and (b) configuration files typically contain a large number of parameters with a high value range. Thus, expert-driven manual troubleshooting is not scalable.While there are several state-of-the-art techniques proposed for individual tasks such as keyword matching, concept determination and entity resolution, none offer a practical end-to-end solution to detect problems in machine configurations. In this paper, we describe our experiences building ConfSeer using a novel combinations of ideas from natural language processing, information retrieval and interactive learning. ConfSeer powers the recommendation engine behind Microsoft Operations Management Suite that proposes fixes for software configuration errors. The system has been running in production for about a year to proactively find misconfigurations on tens of thousands of servers. Our evaluation of ConfSeer against an expert-defined rule-based commercial system, an expert survey and web search engines shows that it achieves 80%-97.5% accuracy and incurs low runtime overheads.2015 EN yes primary No duplicate / newest version no reject

IT99Q9KQ An In-Depth Comparison of s-t Reliability Algorithms over Uncertain Graphs Ke, Xiangyu; Khan, Arijit; Quan, Leroy Lim Hong10.14778/3324301.3324304journalArticle Proc. VLDB Endow. Uncertain, or probabilistic, graphs have been increasingly used to represent noisy linked data in many emerging applications, and have recently attracted the attention of the database research community. A fundamental problem on uncertain graphs is the s-t reliability, which measures the probability that a target node t is reachable from a source node s in a probabilistic (or uncertain) graph, i.e., a graph where every edge is assigned a probability of existence.Due to the inherent complexity of the s-t reliability estimation problem (#P-hard), various sampling and indexing based efficient algorithms were proposed in the literature. However, since they have not been thoroughly compared with each other, it is not clear whether the later algorithm outperforms the earlier ones. More importantly, the comparison framework, datasets, and metrics were often not consistent (e.g., different convergence criteria were employed to find the optimal number of samples) across these works. We address this serious concern by re-implementing six state-of-the-art s-t reliability estimation methods in a common system and code base, using several medium and large-scale, real-world graph datasets, identical evaluation metrics, and query workloads.Through our systematic and in-depth analysis of experimental results, we report surprising findings, such as many follow-up algorithms can actually be several orders of magnitude inefficient, less accurate, and more memory intensive compared to the ones that were proposed earlier. We conclude by discussing our recommendations on the road ahead.2019 EN yes primary No duplicate / newest version no reject

8PKNZH5S
Making the Most Cost-Effective Decision in Online Paid Q&A Community: An Expert 
Recommender System with Motivation Modeling and Knowledge Pricing Zheng, Yunhao; Zhang, Xi; Xiao, Yuting10.1145/3184558.3186349conferencePaper Companion Proceedings of the The Web Conference 2018 Recommending proper experts to knowledge buyers is a significant problem in online paid Q&A community (OPQC). Existing approaches for online expert recommendation have been mainly focused on exploiting semantic similarities and social network influence, while personalizing recommendation according to individuals' motivations has not received much attention. In this paper, we propose a personalized expert recommender system, which integrates buyer's motivation for knowledge, social influence, and money in a unified framework. As an innovative application of cognitive computing, our recommender system is capable of providing users with the best matching experts so as to help them make the most cost-effective choice in OPQC. To this end, Paragraph Vector technique is implemented to construct domain knowledge base (KB) in a multilayer information retrieval (IR) framework. Then we perform knowledge pricing based on buyer's query and bid in the context of bilateral monopoly knowledge market. After that, a Markov Chain based method with user motivation learning is introduced to find the best matching experts. Finally, we evaluate the proposed approach using datasets collected from two OPQC. The experimental results show encouraging success as effectively offering reasonable personalization options. As an innovative approach to solve the expert matching problem in OPQC, this research provides flexibility in customizing the recommendation heuristics based on user motivation, and demonstrate its contribution to a higher rate of optimal knowledge seller-buyer matching.expert recommendation; knowledge pricing; motivation modeling 2018 EN yes primary No duplicate / newest version yes other recommendation reject

Q2N5AJAU How Does the Size of a Document Affect Linked Open Data User Modeling Strategies? Manrique, Rubén; Mariño, Olga10.1145/3106426.3109440conferencePaper Proceedings of the International Conference on Web Intelligence Semantic user modeling techniques use a representation based on concepts that are linked to a Knowledge Base (KB). Current research uses Linked Open Data (LOD) because of its comprehensive interlinked datasets, which allow excellent cross-domain modeling capabilities. LOD semantic user profiles have been employed in the context of Social Networks, which require user's posts as input. Less attention has been paid to other domains for which input documents differ from short and concise posts. In this paper, we perform a comparative study of different LOD semantic user modeling techniques by taking different types of documents as input: short, medium, and long texts. We selected recommending academic documents based on modeling the user's research interests as the evaluation scenario. Academic documents' titles, abstracts, and the body of text were used, respectively, for short, medium, and long documents. Our results showed that expansion strategies work best for short and medium documents while filtering strategies are more appropriate when the whole document is used as input. Finally, we explored diverse alternatives if documents did not include a summary or abstract, and we concluded that, in this case, the two best alternatives are a filtering strategy over the whole text and the use of TextRank algorithm to build a set of key sentences to be used as input of an expansion strategy.personalization; user modeling; linked open data 2017 EN yes primary No duplicate / newest version no reject

XU4T7DPZ
An Empirical Evaluation of Property Recommender Systems for Wikidata and Collaborative 
Knowledge Bases Zangerle, Eva; Gassler, Wolfgang; Pichl, Martin; Steinhauser, Stefan; Specht, Günther10.1145/2957792.2957804conferencePaper Proceedings of the 12th International Symposium on Open Collaboration The Wikidata platform is a crowdsourced, structured knowledgebase aiming to provide integrated, free and language-agnostic facts which are—amongst others—used by Wikipedias. Users who actively enter, review and revise data on Wikidata are assisted by a property suggesting system which provides users with properties that might also be applicable to a given item. We argue that evaluating and subsequently improving this recommendation mechanism and hence, assisting users, can directly contribute to an even more integrated, consistent and extensive knowledge base serving a huge variety of applications. However, the quality and usefulness of such recommendations has not been evaluated yet. In this work, we provide the first evaluation of different approaches aiming to provide users with property recommendations in the process of curating information on Wikidata. We compare the approach currently facilitated on Wikidata with two state-of-the-art recommendation approaches stemming from the field of RDF recommender systems and collaborative information systems. Further, we also evaluate hybrid recommender systems combining these approaches. Our evaluations show that the current recommendation algorithm works well in regards to recall and precision, reaching a recall@7 of 79.71% and a precision@7 of 27.97%. We also find that generally, incorporating contextual as well as classifying information into the computation of property recommendations can further improve its performance significantly.Evaluation; Wikipedia; Recommender Systems; Wikidata 2016 EN yes primary No duplicate / newest version yes other recommendation reject

VII4Z9YD Estimating Node Importance in Knowledge Graphs Using Graph Neural Networks Park, Namyong; Kan, Andrey; Dong, Xin Luna; Zhao, Tong; Faloutsos, Christos10.1145/3292500.3330855conferencePaper Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery & Data MiningHow can we estimate the importance of nodes in a knowledge graph (KG)? A KG is a multi-relational graph that has proven valuable for many tasks including question answering and semantic search. In this paper, we present GENI, a method for tackling the problem of estimating node importance in KGs, which enables several downstream applications such as item recommendation and resource allocation. While a number of approaches have been developed to address this problem for general graphs, they do not fully utilize information available in KGs, or lack flexibility needed to model complex relationship between entities and their importance. To address these limitations, we explore supervised machine learning algorithms. In particular, building upon recent advancement of graph neural networks (GNNs), we develop GENI, a GNN-based method designed to deal with distinctive challenges involved with predicting node importance in KGs. Our method performs an aggregation of importance scores instead of aggregating node embeddings via predicate-aware attention mechanism and flexible centrality adjustment. In our evaluation of GENI and existing methods on predicting node importance in real-world KGs with different characteristics, GENI achieves 5-17% higher NDCG@100 than the state of the art.knowledge graphs; attention model; graph neural networks; node importance estimation2019 EN yes primary No duplicate / newest version no reject
6CD9EEPC Linking Named Entities in Tweets with Knowledge Base via User Interest Modeling Shen, Wei; Wang, Jianyong; Luo, Ping; Wang, Min10.1145/2487575.2487686conferencePaper Proceedings of the 19th ACM SIGKDD International Conference on Knowledge Discovery and Data MiningTwitter has become an increasingly important source of information, with more than 400 million tweets posted per day. The task to link the named entity mentions detected from tweets with the corresponding real world entities in the knowledge base is called tweet entity linking. This task is of practical importance and can facilitate many different tasks, such as personalized recommendation and user interest discovery. The tweet entity linking task is challenging due to the noisy, short, and informal nature of tweets. Previous methods focus on linking entities in Web documents, and largely rely on the context around the entity mention and the topical coherence between entities in the document. However, these methods cannot be effectively applied to the tweet entity linking task due to the insufficient context information contained in a tweet. In this paper, we propose KAURI, a graph-based framework to collectively link all the named entity mentions in all tweets posted by a user via modeling the user's topics of interest. Our assumption is that each user has an underlying topic interest distribution over various named entities. KAURI integrates the intra-tweet local information with the inter-tweet user interest information into a unified graph-based framework. We extensively evaluated the performance of KAURI over manually annotated tweet corpus, and the experimental results show that KAURI significantly outperforms the baseline methods in terms of accuracy, and KAURI is efficient and scales well to tweet stream.knowledge base; user interest modeling; tweet entity linking 2013 EN yes primary No duplicate / newest version no reject
CMD4FVKW Sparqling Kleene: Fast Property Paths in RDF-3X Gubichev, Andrey; Bedathur, Srikanta J; Seufert, Stephan10.1145/2484425.2484443conferencePaper First International Workshop on Graph Data Management Experiences and SystemsAs Semantic Web efforts continue to gather steam, the RDF engines are faced with graphs with millions of nodes and billions of edges. While much recent work in addressing the resulting scalability issues in processing queries over these datasets have mainly considered SPARQL 1.0, the next-generation query language recommendations have proposed the addition of regular expression restricted navigation queries into SPARQL. We address the problem of supporting efficient processing of property paths into RDF-3X – a high-performance RDF engine.In this paper, we restrict our attention to a restricted definition of property paths that is not only tractable but also most commonly used – instead of enumerating all paths that satisfy the given query, we focus on regular expression based reachability queries. Based on this, we make the following three major technical contributions: first, we present a detailed account of integrating the recently proposed highly compact reachability index called FERRARI into the RDF-3X engine to support property path evaluation; second, we show how property path queries can be efficiently answered using multiple instances of this index – one instance for each distinct label in the graph; and finally, we develop a set of queries over real-world RDF data that can serve as benchmark set for evaluating the efficiency of property path queries. Our experimental results over Yago2, a large RDF-based knowledge base, show that our proposed approach is highly scalable and flexible.graph-structured data; RDF; reachability 2013 EN yes primary No duplicate / newest version no reject
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MTBRN: Multiplex Target-Behavior Relation Enhanced Network for Click-Through Rate 
Prediction Feng, Yufei; Lv, Fuyu; Hu, Binbin; Sun, Fei; Kuang, Kun; Liu, Yang; Liu, Qingwen; Ou, WenwubookSection Proceedings of the 29th ACM International Conference on Information & Knowledge ManagementClick-through rate (CTR) prediction is a critical task for many industrial systems, such as display advertising and recommender systems. Recently, modeling user behavior sequences attracts much attention and shows great improvements in the CTR field. Existing works mainly exploit attention mechanism based on embedding product when considering relations between user behaviors and target item. However, this methodology lacks of concrete semantics and overlooks the underlying reasons driving a user to click on a target item. In this paper, we propose a new framework named Multiplex Target-Behavior Relation enhanced Network (MTBRN) to leverage multiplex relations between user behaviors and target item to enhance CTR prediction. Multiplex relations consist of meaningful semantics, which can bring a better understanding on users' interests from different perspectives. To explore and model multiplex relations, we propose to incorporate various graphs (e.g., knowledge graph and item-item similarity graph) to construct multiple relational paths between user behaviors and target item. Then Bi-LSTM is applied to encode each path in the path extractor layer. A path fusion network and a path activation network are devised to adaptively aggregate and finally learn the representation of all paths for CTR prediction. Extensive offline and online experiments clearly verify the effectiveness of our framework.2020 EN yes primary No duplicate / newest version no reject

QUIIE5ST Interactive Recommender System via Knowledge Graph-Enhanced Reinforcement Learning Zhou, Sijin; Dai, Xinyi; Chen, Haokun; Zhang, Weinan; Ren, Kan; Tang, Ruiming; He, Xiuqiang; Yu, YongbookSection Proceedings of the 43rd International ACM SIGIR Conference on Research and Development in Information RetrievalInteractive recommender system (IRS) has drawn huge attention because of its flexible recommendation strategy and the consideration of optimal long-term user experiences. To deal with the dynamic user preference and optimize accumulative utilities, researchers have introduced reinforcement learning (RL) into IRS. However, RL methods share a common issue of sample efficiency, i.e., huge amount of interaction data is required to train an effective recommendation policy, which is caused by the sparse user responses and the large action space consisting of a large number of candidate items. Moreover, it is infeasible to collect much data with explorative policies in online environments, which will probably harm user experience. In this work, we investigate the potential of leveraging knowledge graph (KG) in dealing with these issues of RL methods for IRS, which provides rich side information for recommendation decision making. Instead of learning RL policies from scratch, we make use of the prior knowledge of the item correlation learned from KG to (i) guide the candidate selection for better candidate item retrieval, (ii) enrich the representation of items and user states, and (iii) propagate user preferences among the correlated items over KG to deal with the sparsity of user feedback. Comprehensive experiments have been conducted on two real-world datasets, which demonstrate the superiority of our approach with significant improvements against state-of-the-arts.2020 EN yes primary No duplicate / newest version yes other recommendation reject
T3FX778D Λολ: Functional Lattice Cryptography Crockett, Eric; Peikert, Chris10.1145/2976749.2978402conferencePaper Proceedings of the 2016 ACM SIGSAC Conference on Computer and Communications SecurityThis work describes the design, implementation, and evaluation of Λολ, a general-purpose software framework for lattice-based cryptography. The Λολ framework has several novel properties that distinguish it from prior implementations of lattice cryptosystems, including the following.Generality, modularity, concision: Λολ defines a collection of general, highly composable interfaces for mathematical operations used across lattice cryptography, allowing for a wide variety of schemes to be expressed very naturally and at a high level of abstraction. For example, we implement an advanced fully homomorphic encryption (FHE) scheme in as few as 2–5 lines of code per feature, via code that very closely matches the scheme's mathematical definition.Theory affinity: Λολ is designed from the ground-up around the specialized ring representations, fast algorithms, and worst-case hardness proofs that have been developed for the Ring-LWE problem and its cryptographic applications. In particular, it implements fast algorithms for sampling from theory-recommended error distributions over arbitrary cyclotomic rings, and provides tools for maintaining tight control of error growth in cryptographic schemes.Safety: Λολ has several facilities for reducing code complexity and programming errors, thereby aiding the correct implementation of lattice cryptosystems. In particular, it uses strong typing to statically enforce—i.e., at compile time—a wide variety of constraints among the various parameters.Advanced features: Λολ exposes the rich hierarchy of cyclotomic rings to cryptographic applications. We use this to give the first-ever implementation of a collection of FHE operations known as "ring switching," and also define and analyze a more efficient variant that we call "ring tunneling."Lastly, this work defines and analyzes a variety of mathematical objects and algorithms for the recommended usage of Ring-LWE in cyclotomic rings, which we believe will serve as a useful knowledge base for future implementations.Haskell; implementation; lattice-based cryptography; ring-lwe 2016 EN yes primary No duplicate / newest version no reject
YYZV6HMW In Situ Insights Lv, Yuanhua; Fuxman, Ariel10.1145/2766462.2767696conferencePaper Proceedings of the 38th International ACM SIGIR Conference on Research and Development in Information RetrievalWhen consuming content in applications such as e-readers, word processors, and Web browsers, users often see mentions to topics (or concepts) that attract their attention. In a scenario of significant practical interest, topics are explored in situ, without leaving the context of the application: The user selects a mention of a topic (in the form of continuous text), and the system subsequently recommends references (e.g., Wikipedia concepts) that are relevant in the context of the application. In order to realize this experience, it is necessary to tackle challenges that include: users may select any continuous text, even potentially noisy text for which there is no corresponding reference in the knowledge base; references must be relevant to both the user selection and the text around it; and the real estate available on the application may be constrained, thus limiting the number of results that can be shown.In this paper, we study this novel recommendation task, that we call in situ insights: recommending reference concepts in response to a text selection and its context in-situ of a document consumption application. We first propose a selection-centric context language model and a selection-centric context semantic model to capture user interest. Based on these models, we then measure the quality of a reference concept across three aspects: selection clarity, context coherence, and concept relevance. By leveraging all these aspects, we put forward a machine learning approach to simultaneously decide if a selection is noisy, and filter out low-quality candidate references. In order to quantitatively evaluate our proposed techniques, we construct a test collection based on the simulation of the in situ insights scenario using crowdsourcing in the context of a real-word e-reader application. Our experimental evaluation demonstrates the effectiveness of the proposed techniques.entity recommendation; in situ insights 2015 EN yes primary No duplicate / newest version yes other recommendation reject
I2VAWU23 Fuzzy and ANN Based Mining Approach Testing for Social Network Analysis Jain, Anupriya; Sharma, M K10.1145/2905055.2905077conferencePaper Proceedings of the Second International Conference on Information and Communication Technology for Competitive StrategiesFast and Appropriate Social Network Analysis (SNA) tools, techniques, are required to collect and classify opinion scores on social network sites, as a grouping on wrong opinion may create problems for a society or country. Social Network Analysis (SNA) is popular means for researcher as the number of users and groups increasing day by day on that social sites, and a large group may influence other. In this paper, we recommend hybrid model of opinion recommendation systems, for single user and for collective community respectively, formed on social liking and influence network theory. By collecting the data of user social networks and preferences like, we designed a improved hybrid prototype to imitate the social influence by like and sharing the information among groups.The significance of paper to analyze the suitability of ANN and Fuzzy sets method in a hybrid manner for social sites classifications, First, we intend to use Artificial Neural Network(ANN) techniques in social media data classification by using some contemporary methods different than the conventional methods of statistics and data analysis, in next we want to propagate the fuzzy approach as a way to overcome the uncertainity that is always present in social media analysis.We give a brief overview of the main ideas and recent results of social networks analysis, and we point to relationships between the two social network analysis and classification approaches. This research suggests a hybrid classification model build on fuzzy and artificial neural network (HFANN). Information Gain and three popular social sites are used to collect information depicting features that are then used to train and test the proposed methods. This neoteric approach combines the advantages of ANN and Fuzzy sets in classification accuracy with utilizing social data and knowledge base available in the hate lexiconsFRPR; HFANN; MATLAB; OWA; SNA; SNS 2016 EN yes primary No duplicate / newest version yes other recommendation reject
AYZNSB8U Learning Graph Neural Networks with Deep Graph Library Zheng, Da; Wang, Minjie; Gan, Quan; Zhang, Zheng; Karypis, George10.1145/3366424.3383111conferencePaper Companion Proceedings of the Web Conference 2020 Learning from graph and relational data plays a major role in many applications including social network analysis, marketing, e-commerce, information retrieval, knowledge modeling, medical and biological sciences, engineering, and others. In the last few years, Graph Neural Networks (GNNs) have emerged as a promising new supervised learning framework capable of bringing the power of deep representation learning to graph and relational data. This ever-growing body of research has shown that GNNs achieve state-of-the-art performance for problems such as link prediction, fraud detection, target-ligand binding activity prediction, knowledge-graph completion, and product recommendations. The objective of this tutorial is twofold. First, it will provide an overview of the theory behind GNNs, discuss the types of problems that GNNs are well suited for, and introduce some of the most widely used GNN model architectures and problems/applications that are designed to solve. Second, it will introduce the Deep Graph Library (DGL), a new software framework that simplifies the development of efficient GNN-based training and inference programs. To make things concrete, the tutorial will provide hands-on sessions using DGL. This hands-on part will cover both basic graph applications (e.g., node classification and link prediction), as well as more advanced topics including training GNNs on large graphs and in a distributed setting. In addition, it will provide hands-on tutorials on using GNNs and DGL for real-world applications such as recommendation and fraud detection.graph neural networks; applications; Deep Graph Library 2020 EN yes secondary No duplicate / newest version reject
664JCYK9 DuerQuiz: A Personalized Question Recommender System for Intelligent Job Interview Qin, Chuan; Zhu, Hengshu; Zhu, Chen; Xu, Tong; Zhuang, Fuzhen; Ma, Chao; Zhang, Jingshuai; Xiong, Hui10.1145/3292500.3330706conferencePaper Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery & Data MiningIn talent recruitment, the job interview aims at selecting the right candidates for the right jobs through assessing their skills and experiences in relation to the job positions. While tremendous efforts have been made in improving job interviews, a long-standing challenge is how to design appropriate interview questions for comprehensively assessing the competencies that may be deemed relevant and representative for person-job fit. To this end, in this research, we focus on the development of a personalized question recommender system, namely DuerQuiz, for enhancing the job interview assessment. DuerQuiz is a fully deployed system, in which a knowledge graph of job skills, Skill-Graph, has been built for comprehensively modeling the relevant competencies that should be assessed in the job interview. Specifically, we first develop a novel skill entity extraction approach based on a bidirectional Long Short-Term Memory (LSTM) with a Conditional Random Field (CRF) layer (LSTM-CRF) neural network enhanced with adapted gate mechanism. In particular, to improve the reliability of extracted skill entities, we design a label propagation method based on more than 10 billion click-through data from the large-scale Baidu query logs. Furthermore, we discover the hypernym-hyponym relations between skill entities and construct the Skill-Graph by leveraging the classifier trained with extensive contextual features. Finally, we design a personalized question recommendation algorithm based on the Skill-Graph for improving the efficiency and effectiveness of job interview assessment. Extensive experiments on real-world recruitment data clearly validate the effectiveness of DuerQuiz, which had been deployed for generating written exercises in the 2018 Baidu campus recruitment event and received remarkable performances in terms of efficiency and effectiveness for selecting outstanding talents compared with a traditional non-personalized human-only assessment approach.intelligence interview system; question recommendation 2019 EN yes primary No duplicate / newest version yes other recommendation reject
PVTVMDKB Collaborative Knowledge Base Embedding for Recommender Systems Zhang, Fuzheng; Yuan, Nicholas Jing; Lian, Defu; Xie, Xing; Ma, Wei-Ying10.1145/2939672.2939673conferencePaper Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data MiningAmong different recommendation techniques, collaborative filtering usually suffer from limited performance due to the sparsity of user-item interactions. To address the issues, auxiliary information is usually used to boost the performance. Due to the rapid collection of information on the web, the knowledge base provides heterogeneous information including both structured and unstructured data with different semantics, which can be consumed by various applications. In this paper, we investigate how to leverage the heterogeneous information in a knowledge base to improve the quality of recommender systems. First, by exploiting the knowledge base, we design three components to extract items' semantic representations from structural content, textual content and visual content, respectively. To be specific, we adopt a heterogeneous network embedding method, termed as TransR, to extract items' structural representations by considering the heterogeneity of both nodes and relationships. We apply stacked denoising auto-encoders and stacked convolutional auto-encoders, which are two types of deep learning based embedding techniques, to extract items' textual representations and visual representations, respectively. Finally, we propose our final integrated framework, which is termed as Collaborative Knowledge Base Embedding (CKE), to jointly learn the latent representations in collaborative filtering as well as items' semantic representations from the knowledge base. To evaluate the performance of each embedding component as well as the whole system, we conduct extensive experiments with two real-world datasets from different scenarios. The results reveal that our approaches outperform several widely adopted state-of-the-art recommendation methods.recommender systems; collaborative joint learning; knowledge base embedding2016 EN yes primary No duplicate / newest version yes other recommendation reject

ZSFIFZQ2
Design and Application of Knowledge Base Management System for Intelligent Outfitting 
Design Ji, Yongjun; Liu, Jianfeng; Wang, Linke; Hu, Xiaocai; Yang, Zhen; Jiang, Zuhua10.1145/3341069.3341078conferencePaper Proceedings of the 2019 3rd High Performance Computing and Cluster Technologies ConferenceThe urgent need for transformation and upgradation of China's shipbuilding industry can be met by intelligent design technology, enabling the implementation of innovative designs. Considering the multi-source, heterogeneous and multi-disciplinary characteristics of the design knowledge involved in these designs, this paper studies the key technology of intelligent outfitting design and knowledge base management system. By constructing the overall framework of intelligent outfitting design and knowledge base system, the Knowledge Based Engineering method is applied to the ship outfitting design for parameter calculation and intelligent selection of the equipment, as well as layout scheme recommendation and intelligent aided design. Designers can save significant design time by reusing the design knowledge and applying knowledge base management system for intelligent outfitting design.Knowledge base; Intelligent design; Knowledge Based Engineering; Ship outfitting2019 EN yes primary No duplicate / newest version no reject

DB9AXPB8 Paired Restricted Boltzmann Machine for Linked Data Wang, Suhang; Tang, Jiliang; Morstatter, Fred; Liu, Huan10.1145/2983323.2983756conferencePaper Proceedings of the 25th ACM International on Conference on Information and Knowledge ManagementRestricted Boltzmann Machines (RBMs) are widely adopted unsupervised representation learning methods and have powered many data mining tasks such as collaborative filtering and document representation. Recently, linked data that contains both attribute and link information has become ubiquitous in various domains. For example, social media data is inherently linked via social relations and web data is networked via hyperlinks. It is evident from recent work that link information can enhance a number of real-world applications such as clustering and recommendations. Therefore, link information has the potential to advance RBMs for better representation learning. However, the majority of existing RBMs have been designed for independent and identically distributed data and are unequipped for linked data. In this paper, we aim to design a new type of Restricted Boltzmann Machines that takes advantage of linked data. In particular, we propose a paired Restricted Boltzmann Machine (pRBM), which is able to leverage the attribute and link information of linked data for representation learning. Experimental results on real-world datasets demonstrate the effectiveness of the proposed framework pRBM.linked data; restricted boltzmann machine; unsupervised representation learning2016 EN yes primary No duplicate / newest version no reject
J7HPADS6 LOVER: Support for Modeling Data Using Linked Open Vocabularies Schaible, Johann; Gottron, Thomas; Scheglmann, Stefan; Scherp, Ansgar10.1145/2457317.2457332conferencePaper Proceedings of the Joint EDBT/ICDT 2013 Workshops Various best practices and principles are provided to guide an ontology engineer when modeling Linked Data. The choice of appropriate vocabularies is one essential aspect in the guidelines, as it leads to better interpretation, querying, and consumption of the data by Linked Data applications and users. In this paper, we propose LOVER: a novel approach to support the ontology engineer in modeling a Linked Data dataset. We illustrate the concept of LOVER, which supports the engineer by recommending appropriate classes and properties from existing and actively used vocabularies. The recommendations are made on the basis of on an iterative multimodal search. It uses different, orthogonal information sources for finding vocabulary terms, e.g. based on a best string match or schema information on other datasets published in the Linked Open Data cloud. We describe LOVER's recommendation mechanism in general and illustrate it along a real-life example from the social sciences domain.linked data modeling; support system; vocabulary mapping 2013 EN yes primary No duplicate / newest version yes other recommendation reject
VCKF3G7E Knowledge Graph Based Learning Guidance for Cybersecurity Hands-on Labs Deng, Yuli; Lu, Duo; Huang, Dijiang; Chung, Chun-Jen; Lin, Fanjie10.1145/3300115.3309531conferencePaper Proceedings of the ACM Conference on Global Computing Education Hands-on practice is a critical component of cybersecurity education. Most of the existing hands-on exercises or labs materials are usually managed in a problem-centric fashion, while it lacks a coherent way to manage existing labs and provide productive lab exercising plans for cybersecurity learners. With the advantages of big data and natural language processing (NLP) technologies, constructing a large knowledge graph and mining concepts from unstructured text becomes possible, which motivated us to construct a machine learning based lab exercising plan for cybersecurity education. In the research presented by this paper, we have constructed a knowledge graph in the cybersecurity domain using NLP technologies including machine learning based word embedding and hyperlink-based concept mining. We then utilized the knowledge graph during the regular learning process based on the following approaches: 1. We constructed a web-based front-end to visualize the knowledge graph, which allows students to browse and search cybersecurity-related concepts and the corresponding interdependence relations; 2. We created a personalized knowledge graph for each student based on their learning progress and status; 3. We built a personalized lab recommendation system by suggesting more relevant labs based on students' past learning history to maximize their learning outcomes. To measure the effectiveness of the proposed solution, we have conducted a use case study and collected survey data from a graduate-level cybersecurity class. Our study shows that, by leveraging the knowledge graph for the cybersecurity area study, students tend to benefit more and show more interests in cybersecurity area.knowledge graph; cybersecurity; laboratory 2019 EN yes primary No duplicate / newest version yes other recommendation reject
MWJJ66TQ Towards Integration of Web Data into a Coherent Educational Data Graph Taibi, Davide; Fetahu, Besnik; Dietze, Stefan10.1145/2487788.2487956conferencePaper Proceedings of the 22nd International Conference on World Wide Web Personalisation, adaptation and recommendation are central aims of Technology Enhanced Learning (℡) environments. In this context, information retrieval and clustering techniques are more and more often applied to filter and deliver learning resources according to user preferences and requirements. However, the suitability and scope of possible recommendations is fundamentally dependent on the available data, such as metadata about learning resources as well as users. However, quantity and quality of both is still limited. On the other hand, throughout the last years, the Linked Data (LD) movement has succeeded to provide a vast body of well-interlinked and publicly accessible Web data. This in particular includes Linked Data of explicit or implicit educational nature. In this paper, we propose a large-scale educational dataset which has been generated by exploiting Linked Data methods together with clustering and interlinking techniques to extract import and interlink a wide range of educationally relevant data. We also introduce a set of reusable techniques which were developed to realise scalable integration and alignment of Web data in educational settings.recommender system; linked data; semantic web; tel 2013 EN yes primary No duplicate / newest version no reject
DC4XG2LV An Approach of Data-Driven Framework Alignment to Knowledge Base Maqboul, Jaouad; Bounabat, Bouchaib10.1145/3230905.3230932conferencePaper Proceedings of the International Conference on Learning and Optimization Algorithms: Theory and ApplicationsWhen we talk about quality, we cannot do without mentioning the cost of quality and non-quality, the cost increases if the quality also increases; to maintain quality in small data is easier than huge data like big data or knowledge base.Companies tend to use the knowledge base to perfect and facilitate their work, thus satisfying the end customer, however the non-quality of these bases will penalize the company, so it is necessary to improve the quality, the question is when and why to improve quality, our proposal is based on the cost and impact of this improvement, if the impact is greater than the cost then it is recommended to improve completeness in our case study.data quality; Business process; completeness; complexity; framework; impact; java EE; Knowledge; knowledge Base; prediction2018 EN yes secondary No duplicate / newest version reject

CNRIC54M
Knowledge-Aware Graph Neural Networks with Label Smoothness Regularization for 
Recommender Systems Wang, Hongwei; Zhang, Fuzheng; Zhang, Mengdi; Leskovec, Jure; Zhao, Miao; Li, Wenjie; Wang, Zhongyuan10.1145/3292500.3330836conferencePaper Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery & Data MiningKnowledge graphs capture structured information and relations between a set of entities or items. As such knowledge graphs represent an attractive source of information that could help improve recommender systems. However, existing approaches in this domain rely on manual feature engineering and do not allow for an end-to-end training. Here we propose Knowledge-aware Graph Neural Networks with Label Smoothness regularization (KGNN-LS) to provide better recommendations. Conceptually, our approach computes user-specific item embeddings by first applying a trainable function that identifies important knowledge graph relationships for a given user. This way we transform the knowledge graph into a user-specific weighted graph and then apply a graph neural network to compute personalized item embeddings. To provide better inductive bias, we rely on label smoothness assumption, which posits that adjacent items in the knowledge graph are likely to have similar user relevance labels/scores. Label smoothness provides regularization over the edge weights and we prove that it is equivalent to a label propagation scheme on a graph. We also develop an efficient implementation that shows strong scalability with respect to the knowledge graph size. Experiments on four datasets show that our method outperforms state of the art baselines. KGNN-LS also achieves strong performance in cold-start scenarios where user-item interactions are sparse.graph neural networks; knowledge-aware recommendation; label propagation2019 EN yes primary No duplicate / newest version yes other recommendation yes reject

R5WG43D6 STAR: Semiring Trust Inference for Trust-Aware Social Recommenders Gao, Peixin; Miao, Hui; Baras, John S; Golbeck, Jennifer10.1145/2959100.2959148conferencePaper Proceedings of the 10th ACM Conference on Recommender Systems Social recommendation takes advantage of the influence of social relationships in decision making and the ready availability of social data through social networking systems. Trust relationships in particular can be exploited in such systems for rating prediction and recommendation, which has been shown to have the potential for improving the quality of the recommender and alleviating the issue of data sparsity, cold start, and adversarial attacks. An appropriate trust inference mechanism is necessary in extending the knowledge base of trust opinions and tackling the issue of limited trust information due to connection sparsity of social networks. In this work, we offer a new solution to trust inference in social networks to provide a better knowledge base for trust-aware recommender systems. We propose using a semiring framework as a nonlinear way to combine trust evidences for inferring trust, where trust relationship is model as 2-D vector containing both trust and certainty information. The trust propagation and aggregation rules, as the building blocks of our trust inference scheme, are based upon the properties of trust relationships. In our approach, both trust and distrust (i.e., positive and negative trust) are considered, and opinion conflict resolution is supported. We evaluate the proposed approach on real-world datasets, and show that our trust inference framework has high accuracy, and is capable of handling trust relationship in large networks. The inferred trust relationships can enlarge the knowledge base for trust information and improve the quality of trust-aware recommendation.distrust; trust inference; trust network; trust propagation and aggregation; trust-aware social recommender2016 EN yes primary No duplicate / newest version no reject
AIIQS36T The Design Scope of Adaptive Storytelling in Virtual Museums Deuschel, T; Heuss, T; Broomfield, C conferencePaper Proceedings of the Eurographics Workshop on Graphics and Cultural Heritage This positioning paper seeks to evaluate how well the current state of interactive storytelling, content recommendation, and Linked Data can increase the efficaciousness of knowledge transfer in the context of cultural heritage. It considers the design scope of various interactive storytelling systems and investigates how the domain of semantic web fosters user satisfaction during explorative browsing by providing recommendations and related concepts. In conclusion, interactive storytelling systems have significant room for improvement in at least two aspects:1. By telling a story that includes exhibits and employs their similarities and differences to describe the plot.2. By adapting not only the content but also genre typical patterns to the individual user's taste.Furthermore, the required background and world knowledge necessary for interactive storytelling is retrievable from the Linked Data Cloud.2014 EN yes secondary No duplicate / newest version reject
AG8K83DA An Ontology Enrichment Approach by Using DBpedia Booshehri, Meisam; Luksch, Peter10.1145/2797115.2797127conferencePaper Proceedings of the 5th International Conference on Web Intelligence, Mining and SemanticsOver the past decade, an increasing number of methods have been proposed for (semi-) automatic generation of ontology from text. However, the ontology generated by these methods usually does not meet the needs of many reasoning-based applications in different domains since most of these methods aim at generating inexpressive ontologies e.g. bare taxonomies. In this paper, a new ontology enrichment approach is proposed in which Web of Linked Data (in particular, DBpedia as one of the huge Linked Data datasets) is used as background knowledge beside text in order to recognize new ontological relations, specifically object properties, for ontology enrichment. In other words, this enrichment approach can be considered as a post-processing step for the "Relations" layer (i.e. the fifth layer) in Ontology Learning Stack, aiming at recommending new object properties to the ontology engineers enabling them to create much more expressive ontologies. This is actually a complementary approach to our recent approach towards adding Linked Data to ontology learning layers where we aimed at improving the functions associated to the "Synonyms" layer, the "Concept Formation" layer and the "Concept Hierarchy" layer of ontology learning stack. In order to evaluate the approach, a customized experimental design is introduced called the "Pseudo Gold Standard based Ontology Evaluation" in which the results obtained by a human expert are compared against those obtained automatically. Finally, the experimental results showed a satisfactory improvement in learning object properties.non-taxonomic relations; Object Properties; Ontology Enrichment; Ontology learning from text; Pseudo Gold Standard based Ontology Evaluation; Web of Linked Data2015 EN yes primary No duplicate / newest version no reject
V7AJWACE Measuring Semantic Distance for Linked Open Data-Enabled Recommender Systems Piao, Guangyuan; Breslin, John G10.1145/2851613.2851839conferencePaper Proceedings of the 31st Annual ACM Symposium on Applied Computing The Linked Open Data (LOD) initiative has been quite successful in terms of publishing and interlinking data on the Web. On top of the huge amount of interconnected data, measuring relatedness between resources and identifying their relatedness could be used for various applications such as LOD-enabled recommender systems. In this paper, we propose various distance measures, on top of the basic concept of Linked Data Semantic Distance (LDSD), for calculating Linked Data semantic distance between resources that can be used in a LOD-enabled recommender system. We evaluated the distance measures in the context of a recommender system that provides the top-N recommendations with baseline methods such as LDSD. Results show that the performance is significantly improved by our proposed distance measures incorporating normalizations that use both of the resources and global appearances of paths in a graph.recommender system; linked data; semantic similarity 2016 EN yes primary No duplicate / newest version yes other recommendation reject

2Y2AI9WZ
RA-GCN: Relational Aggregation Graph Convolutional Network for Knowledge Graph 
Completion Tian, Anqi; Zhang, Chunhong; Rang, Miao; Yang, Xueying; Zhan, Zhiqiang10.1145/3383972.3384067conferencePaper Proceedings of the 2020 12th International Conference on Machine Learning and ComputingKnowledge graphs display various entities and their relationships in the real world based on knowledge representation and can analyze and predict the intrinsic relationship between knowledge embeddings through data mining and information processing, which are widely used in search engines, web analytics and smart recommendation areas. As existing knowledge graph information is continuously created and grown, it is a curial task to determine whether the information in knowledge graph is correct and to complete the missing information. In response to this challenge, the researchers proposed a number of graph convolutional network (GCN)-based models to characterize knowledge graphs. The state-of-the-art model is R-GCN, which can effectively extract features. This paper deeply studies the algorithm ideas and results of the R-GCN model, explores whether the model can be further optimized in entity classification and link prediction, and finally, improves the original model and proposes a relational aggregation graph convolutional network. Specifically, this paper finds that a subset of the set of entities may be directly connected to a central entity. All the entities in this subset possess partially identical attributes. At the same time, the relationships between these entities and the central entity may be similar. These similar attributes and relationships can be abstractly aggregated into virtual entities and virtual relationships, respectively, to better extract the topological relationship features. This paper uses the FB15k dataset to evaluate the performance of the proposed model on knowledge graph completion tasks. The experimental results show that the proposed RA-GCN model achieves a certain level improvement compared with the original model and that it can extract knowledge graph topological relationship characteristics more effectively.Knowledge graph; Graph convolutional network; Knowledge graph completion2020 EN yes primary No duplicate / newest version no reject

D3B75QA7
In Collaboration with In Concert: Reflecting a Digital Library as Linked Data for Performance 
Ephemera Nurmikko-Fuller, Terhi; Dix, Alan; Weigl, David M; Page, Kevin R10.1145/2970044.2970049conferencePaper Proceedings of the 3rd International Workshop on Digital Libraries for MusicologyDiverse datasets in the area of Digital Musicology expose complementary information describing works, composers, performers, and wider historical and cultural contexts. Interlinking across such datasets enables new digital methods of scholarly investigation. Such bridging presents challenges when working with legacy tabular or relational datasets that do not natively facilitate linking and referencing to and from external sources. Here, we present pragmatic approaches in turning such legacy datasets into linked data.InConcert is a research collaboration exemplifying these approaches. In this paper, we describe and build on this resource, which is comprised of distinct digital libraries focusing on performance data and on concert ephemera. These datasets were merged with each other and opened up for enrichment from other sources on the Web via conversion to RDF. We outline the main features of the constituent datasets, describe conversion workflows, and perform a comparative analysis. Our findings provide practical recommendations for future efforts focused on exposing legacy datasets as linked data.RDF; linked data; batch and live processing; concert ephemera; performance metadata; workflows2016 EN yes primary No duplicate / newest version no reject

AHKMFN2U
PLDSD: Personalized Linked Data Semantic Distance for LOD-Based Recommender 
Systems da Silva, Gabriela Oliveira Mota; Durão, Frederico Araújo; Capretz, Miriam10.1145/3366030.3366041conferencePaper Proceedings of the 21st International Conference on Information Integration and Web-Based Applications & ServicesA vast amount of data that can be easily read by machines have been published in freely accessible and interconnected datasets, creating the so-called Linked Open Data cloud. This phenomenon has opened opportunities for the development of semantic applications, including recommender systems. In this paper, we propose Personalized Linked Data Semantic Distance (PLDSD), a novel similarity measure for linked data that personalizes the RDF graph by adding weights to the edges, based on previous user's choices. Thus, our approach has the purpose of minimizing the sparsity problem by ranking the best features for a particular user, and also, of solving the item cold-start problem, since the feature ranking task is based on features shared between old items and the new item. We evaluate PLDSD in the context of a LOD-based Recommender System using mixed data from DBpedia and MovieLens, and the experimental results indicate better accuracy of recommendations compared to a non-personalized baseline similarity method.Linked Open Data; Recommender Systems; Semantic Similarity; Feature Selection; Graph Personalization2019 EN yes primary No duplicate / newest version yes other recommendation reject

2BJQ89N9 A Collaborative Constraint-Based Meta-Level Recommender Zanker, Markus 10.1145/1454008.1454032conferencePaper Proceedings of the 2008 ACM Conference on Recommender Systems Recommender Systems (RS) have become popular for their ability to make useful suggestions to online shoppers. Knowledge-based RS represent one branch of these types of applications that employ means-end knowledge to map abstract user requirements to product characteristics. Before setting up such a system, the knowledge has to be acquired from domain experts and formalized using constraints or a comparable representation mechanism. However, the initial acquisition of the knowledge base and its maintenance are effort intensive tasks. Here, we propose a system that learns rule-based preferences from successful interactions in historic transaction data. It is realized as a meta-level hybrid that employs collaborative filtering to derive preferences from a user's nearest neighbors that are processed by a knowledge-based RS to derive recommendations. An evaluation using a commercial dataset showed that this approach outperforms the prediction accuracy of a knowledge base provided by domain experts. In addition, the approach is applicable for supporting domain experts in the maintenance and validation tasks associated with providing personalization knowledge bases.collaborative filtering; hybrid recommendation approaches; knowledge-based recommendation2008 EN yes primary No duplicate / newest version yes other recommendation reject

ARCKTDCE
An Evaluation of SimRank and Personalized PageRank to Build a Recommender System for 
the Web of Data Nguyen, Phuong; Tomeo, Paolo; Di Noia, Tommaso; Di Sciascio, Eugenio10.1145/2740908.2742141conferencePaper Proceedings of the 24th International Conference on World Wide Web The Web of Data is the natural evolution of the World Wide Web from a set of interlinked documents to a set of interlinked entities. It is a graph of information resources interconnected by semantic relations, thereby yielding the name Linked Data. The proliferation of Linked Data is for sure an opportunity to create a new family of data-intensive applications such as recommender systems. In particular, since content-based recommender systems base on the notion of similarity between items, the selection of the right graph-based similarity metric is of paramount importance to build an effective recommendation engine. In this paper, we review two existing metrics, SimRank and PageRank, and investigate their suitability and performance for computing similarity between resources in RDF graphs and investigate their usage to feed a content-based recommender system. Finally, we conduct experimental evaluations on a dataset for musical artists and bands recommendations thus comparing our results with two other content-based baselines measuring their performance with precision and recall, catalog coverage, items distribution and novelty metrics.recommender systems; web of data; personalized pagerank; simrank 2015 EN yes primary No duplicate / newest version yes other recommendation reject

WAFEJZPI Recommender systems and the social web Tiroshi, Amit; Kuflik, Tsvi; Kay, Judy; Kummerfeld, Bob10.1007/978-3-642-28509-7_7journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In the past, classic recommender systems relied solely on the user models they were able to construct by themselves and suffered from the "cold start" problem. Recent decade advances, among them internet connectivity and data sharing, now enable them to bootstrap their user models from external sources such as user modeling servers or other recommender systems. However, this approach has only been demonstrated by research prototypes. Recent developments have brought a new source for bootstrapping recommender systems: social web services. The variety of social web services, each with its unique user model characteristics, could aid bootstrapping recommender systems in different ways. In this paper we propose a mapping of how each of the classical user modeling approaches can benefit from nowadays active services' user models, and also supply an example of a possible application. © 2012 Springer-Verlag.Recommender Systems; Social Web Services; User Modeling 2012 EN yes primary No duplicate / newest version yes other recommendation no reject

QILUNHL5
Recommender systems in computer science and information systems - A landscape of 
research Jannach, Dietmar; Zanker, Markus; Ge, Mouzhi; Gröning, Marian10.1007/978-3-642-32273-0_7journalArticle Lecture Notes in Business Information Processing The paper reviews and classifies recent research in recommender systems both in the field of Computer Science and Information Systems. The goal of this work is to identify existing trends, open issues and possible directions for future research. Our analysis is based on a review of 330 papers on recommender systems, which were published in high-impact conferences and journals during the past five years (2006-2011). We provide a state-of-the-art review on recommender systems, propose future research opportunities for recommender systems in both computer science and information system community, and indicate how the research avenues of both communities might partly converge. © 2012 Springer-Verlag.2012 EN yes secondary No duplicate / newest version reject

6J8BJQ7D A method for weighting multi-valued features in content-based filtering Barranco, Manuel J.; Martínez, Luis10.1007/978-3-642-13033-5_42journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Content-based recommender systems (CBRS) and collaborative filtering are the type of recommender systems most spread in the e-commerce arena. A CBRS works with two sets of information: (i) a set of features that describe the items to be recommended and (ii) a user's profile built from past choices that the user made over a subset of items. Based on these sets and on weighting items features the CBRS is able to recommend those items that better fits the user profile. Commonly, a CBRS deals with simple item features such as key words extracted from the item description applying a simple feature weighting model, based on the TF-IDF. However, this method does not obtain good results when features are assessed in multiple values and or domains. In this contribution we propose a higher level feature weighting method based on entropy and coefficients of correlation and contingency in order to improve the content-based filtering in settings with multi-valued features. © 2010 Springer-Verlag.2010 EN yes primary No duplicate / newest version yes other recommendation no reject
XGENIWBJ Topic-association mining for user interest detection Trikha, Anil Kumar; Zarrinkalam, Fattane; Bagheri, Ebrahim10.1007/978-3-319-76941-7_60/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)The accurate identification of user interests on Twitter can lead to more efficient procurement of targeted content for the users. While the analysis of user content has engaged with on Twitter is a rich source for detecting the user's interests, prior research have shown that it may not be sufficient. There have been work that attempt to identify a user's implicit interests, i.e., those topics that could interest the user but the user has not engaged with them in the past. Prior work has shown that topic semantic relatedness is an important feature for determining users' implicit interests. In this paper, we explore the possibility of identifying users' implicit interests solely based on topic association through frequent pattern mining without regard for the semantics of the topics. We show in our experiments that topic association is a strong feature for determining users' implicit interests.2018 EN yes primary No duplicate / newest version no reject
GJU2N2KQ Which startup to invest in: a personalized portfolio strategy Zhong, Hao; Liu, Chuanren; Zhong, Junwei; Xiong, Hui10.1007/S10479-016-2316-Z/FULLTEXT.HTMLjournalArticle Annals of Operations Research Recent years have witnessed a venture capital boom. By offering capitals and mentoring, venture investors would receive high returns if their portfolio companies successfully exit, namely being acquired or going Initial Public Offering. However, the screening and evaluation of startups for investment largely depends on the investors' personal experiences, social relationships, and qualitative evaluation on firms. The entrepreneurial finance industry thus has a strong call for the methodologically sound, quantitative study of venture capital deals. Plus, more accessible data and more sophisticated analytics techniques signal the opportunity for methodical decision-making in investing the venture financing market. To this end, in this paper, we aim at developing a personalized portfolio strategy for assisting investors to target the right startups and determine the proper amount of capital to fund. Specifically, we first develop a Probabilistic Latent Factor model to estimate the investment preferences of all the investors in a collaborative way. The model is fitted with not only the historical investment records but also the profiles of the venture capitalists and the startups. Then, we assess the startups' investment outcomes by regressing the potential returns and risks. We improve the regression performances by nonparametric methods. At last, we use modern portfolio theory to optimize the investment strategy over the startups recommended by the investment preference model. As a result, the investment strategy can yield maximized returns with suppressed potential risks, and meanwhile meet the investment preferences of the venture capitalists. The proposed method is evaluated using data from venture financing markets in USA, and the results show that our method outperforms other state-of-the-art methods on various metrics.Recommender system; Financial decision-makers' preferences; Financial portfolio selection; Investment strategy; Venture capital2018 EN yes primary No duplicate / newest version yes other recommendation reject
26AG22WA Intelligent Techniques for Configuration Knowledge Evolution Felfernig, Alexander; Reiterer, Stefan; Stettinger, Martin; Tiihonen, Juha10.1145/2701319.2701320conferencePaper Proceedings of the Ninth International Workshop on Variability Modelling of Software-Intensive SystemsAutomated testing and debugging of knowledge bases (such as configuration knowledge bases and feature models) is an important contribution to manage knowledge evolution efficiently. However, existing approaches rely on the assumption of consistent test suites which are always kept up-to-date within the scope of different knowledge base maintenance cycles. In this paper we introduce diagnosis techniques that actively guide stakeholders (knowledge engineers and domain experts) in the process of testing and debugging knowledge bases. These techniques take into account faulty test cases and constraints and recommend diagnoses which are the source of a given inconsistency.Automated Debugging; Configuration; Feature Models 2015 EN yes primary No duplicate / newest version no reject
SW7FLUF7 Approaching an Optimizing Open Linked Government Data Portal Sinif, Lamiaa; Bounabat, Bouchaib10.1145/3289100.3289122conferencePaper Proceedings of the 2nd International Conference on Smart Digital EnvironmentOpen Government Data (OGD) initiatives provide means for stakeholders including developers, tech start-ups, civil society organizations and citizens to obtain government information about a locality or country, in order to reuse them and create a source of enrichment in several ways: new user services, internal lever of modernization, economic development and increased transparency. Several actors around the world are concentrating on the availability of open public data, by applying legal guidelines and beneficiating from the technical competence of public organizations in different countries. While these open data government portals tools to present, search, download and visualize the government information, critical availability of a large replicated datasets, therefore, a difficulty of finding relevant datasets and accessibility of datasets without connection between them. More concretely, in this paper, we present a template for an open government portal that takes advantage of different technologies, linked data to discover the links between heterogeneous datasets, natural language processing to aggregate in a semantic level similar data-set and ratings-based recommender systems to provide suggestions of datasets that may represent a potential interest for citizens.Recommender systems; Natural language processing; Linked data; Data quality; Dictionary based approach; Health data; Open government data2018 EN yes primary No duplicate / newest version yes other recommendation reject
7YK2ZVWF Empowering Exploratory Search on Linked Movie Open Data with Semantic Technologies Nguyen, Thi-Nhu; Dinh, Duy-Thanh; Cao, Tuan-Dung10.1145/2833258.2833283conferencePaper Proceedings of the Sixth International Symposium on Information and Communication TechnologyNowadays, Linked Open Data (LOD) has grown rapidly to become large open datasets defined by RDF standards. Thanks to development of Data Web, the information on LOD is increasingly deeper, larger and easier to link in multi-domains, constituting the Linked Open Data cloud. Recently end-users applications using linked data sources as background knowledge appeared [15]. Thus, the exploitation of information on LOD effectively brings tremendous values as well as challenges. Meanwhile, Exploratory Search (ES) describes information-seeking processes that are opportunistic, iterative, and multi-tactical [7]. Furthermore, systems based on ES capitalize on new technological capabilities and interface paradigms that facilitate an increased level of interaction with information. In this paper, we present a method on searching and recommending information to empower exploratory search with semantic technologies. Our aim is to use algorithms with incorporation of structured semantics in search to give users the best related-semantic results and enhance users' interactions. We have exploited the data within LinkedMDB1 to support users in finding some information in the movie domain.Linked Data; Entity Recognition; Exploratory Search; Spreading Activation2015 EN yes primary No duplicate / newest version yes other recommendation reject
SWDIIA46 Linked Open Data to Support Content-Based Recommender Systems Di Noia, Tommaso; Mirizzi, Roberto; Ostuni, Vito Claudio; Romito, Davide; Zanker, Markus10.1145/2362499.2362501conferencePaper Proceedings of the 8th International Conference on Semantic Systems The World Wide Web is moving from a Web of hyper-linked Documents to a Web of linked Data. Thanks to the Semantic Web spread and to the more recent Linked Open Data (LOD) initiative, a vast amount of RDF data have been published in freely accessible datasets. These datasets are connected with each other to form the so called Linked Open Data cloud. As of today, there are tons of RDF data available in the Web of Data, but only few applications really exploit their potential power. In this paper we show how these data can successfully be used to develop a recommender system (RS) that relies exclusively on the information encoded in the Web of Data. We implemented a content-based RS that leverages the data available within Linked Open Data datasets (in particular DBpedia, Freebase and LinkedMDB) in order to recommend movies to the end users. We extensively evaluated the approach and validated the effectiveness of the algorithms by experimentally measuring their accuracy with precision and recall metrics.precision; DBpedia; linked data; semantic web; vector space model; content-based recommender systems; freebase; LinkedMDB; movielens; recall2012 EN yes primary No duplicate / newest version yes other recommendation reject
J5YJ3IKG Linked-Data Based Suggestion of Relevant Topics Stankovic, Milan; Breitfuss, Werner; Laublet, Philippe10.1145/2063518.2063525conferencePaper Proceedings of the 7th International Conference on Semantic Systems In this paper we propose an alternative method for generating topic suggestions for the needs of expert finding in Open Innovation. An important requirement of Open Innovation scenarios is to be able to identify topics lateral to a given innovation problem, and use them to broaden the broadcast of the problem without compromising on relevancy. We propose an approach based on DBpedia – a Linked Data version of Wikipedia – which enables us to recommend topics facilitating their proximity in the DBpedia concept graph. Relying on this source we can also filter out certain types of concepts irrelevant to industrial problem solving. We evaluate our approach against the adWords keyword suggestion system here we also show the ability of our system to predict lateral topics that appeared in the actual solutions submitted to past problem challenges. Secondly we evaluate user satisfaction with the proposed keywords from both systems, in terms of relevancy and unexpectedness. Finally we show the significant impact of the use of suggested lateral keywords to the raised awareness about the problem in a real Open Innovation problem broadcast.DBpedia; semantic web; keyword recommendation; topic discovery 2011 EN yes primary No duplicate / newest version yes other recommendation reject
BBGNLQYR Predicting RDF Triples in Incomplete Knowledge Bases with Tensor Factorization Drumond, Lucas; Rendle, Steffen; Schmidt-Thieme, Lars10.1145/2245276.2245341conferencePaper Proceedings of the 27th Annual ACM Symposium on Applied Computing On RDF datasets, the truth values of triples are known when they are either explicitly stated or can be inferred using logical entailment. Due to the open world semantics of RDF, nothing can be said about the truth values of triples that are neither in the dataset nor can be logically inferred. By estimating the truth values of such triples, one could discover new information from the database thus enabling to broaden the scope of queries to an RDF base that can be answered, support knowledge engineers in maintaining such knowledge bases or recommend users resources worth looking into for instance. In this paper, we present a new approach to predict the truth values of any RDF triple. Our approach uses a 3-dimensional tensor representation of the RDF knowledge base and applies tensor factorization techniques that take open world semantics into account to predict new true triples given already observed ones. We report results of experiments on real world datasets comparing different tensor factorization models. Our empirical results indicate that our approach is highly successful in estimating triple truth values on incomplete RDF datasets.2012 EN yes primary No duplicate / newest version no reject
SG2DKJLD Information Content Based Ranking Metric for Linked Open Vocabularies Atemezing, Ghislain Auguste; Troncy, Raphaël10.1145/2660517.2660533conferencePaper Proceedings of the 10th International Conference on Semantic Systems It is widely accepted that by controlling metadata, it is easier to publish high quality data on the web. Metadata, in the context of Linked Data, refers to vocabularies and ontologies used for describing data. With more and more data published on the web, the need for reusing controlled taxonomies and vocabularies is becoming more and more a necessity. Catalogues of vocabularies are generally a starting point to search for vocabularies based on search terms. Some recent studies recommend that it is better to reuse terms from "popular" vocabularies [4]. However, there is not yet an agreement on what makes a popular vocabulary since it depends on diverse criteria such as the number of properties, the number of datasets using part or the whole vocabulary, etc. In this paper, we propose a method for ranking vocabularies based on an information content metric which combines three features: (i) the datasets using the vocabulary, (ii) the outlinks from the vocabulary and (iii) the inlinks to the vocabulary. We applied this method to 366 vocabularies described in the LOV catalogue. The results are then compared with other catalogues which provide alternative rankings.linked data; information content; linked open vocabularies; ranking; ranking metric; reusing vocabularies; vocabularies2014 EN yes primary No duplicate / newest version no reject
BHYFN2ZH A General Framework of Smart Open Linked Government Data: Application in E-Health Sinif, Lamiaa; Bounabat, Bouchaib10.1145/3318236.3318243conferencePaper Proceedings of the 2019 2nd International Conference on Geoinformatics and Data AnalysisThe exploitation of information is deeply rooted in major Government functions such as service provisioning, inspection, and policy development. Open Government Data (OGD) initiatives provide mean for stakeholders to obtain government information about a locality or country, in order to reuse them and create a source of enrichment in several ways: new user services, internal lever of modernization, economic development and increased transparency. Various actors around the world are focusing on the availability of open public data in data portals, by applying legal guidelines and beneficiating from the technical competence of public organizations. While these open data government portals are offering tools to present, search, download and visualize the government information, critical voices start addressing some issues of availability of a large amount of replicated datasets, therefore, a difficulty of finding relevant datasets and accessibility of datasets without connection between them. In this paper a framework for generating smart open linked government data (smart OLGD) is proposed, this framework profits from several technologies, Linked data, Natural language processing to aggregate in a semantic level similar datasets and Ratings-Based Recommender Systems to pro-vide suggestions of datasets that may represent a potential interest for citizens.Recommender systems; Natural language processing; Linked data; Data quality; Dictionary based approach; Health data; Open government data2019 EN yes primary No duplicate / newest version yes other recommendation reject
JTAA2IUQ Prediction and Profiling of Audience Competition for Online Television Series Zhang, Peng; Liu, Chuanren; Ning, Kefeng; Zhu, Wenxiang; Zhang, YubookSection Proceedings of the 26th ACM SIGKDD International Conference on Knowledge Discovery & Data MiningUnderstanding the target audience for popular television series is valuable for online video platform to manage advertising sales, purchase video copyrights, and compete with other video service platforms. Existing studies in this domain generally focus on using data mining and machine learning techniques to recommend television series to individual users or predict the popularity of television series. Knowing only the popularity of television series may, however, limit our ability to answer more in-depth questions and develop more intelligent applications. In this paper, we develop a data-driven framework to model and predict audience competition patterns for popular online television series. Specifically, we first construct a sequence of dynamic competition networks of television series by mining the detailed viewership records. Then, we design the Dynamic Deep Network Factorization (DDNF), a hybrid modeling framework for predicting the future competition networks. Our framework adopts the deep neural network (DNN) and the knowledge-base (KB) embedding to incorporate static features, and integrates the Long Short-Term Memory (LSTM) network to learn dynamic features of the television series. Finally, extensive experiments on real-world data sets validate the effectiveness of our approach compared with state-of-the-art baselines in predicting the audience competition for existing and new television series.2020 EN yes primary No duplicate / newest version no reject
W5BA55WS Random Semantic Tensor Ensemble for Scalable Knowledge Graph Link Prediction Tay, Yi; Luu, Anh Tuan; Hui, Siu Cheung; Brauer, Falk10.1145/3018661.3018695conferencePaper Proceedings of the Tenth ACM International Conference on Web Search and Data MiningLink prediction on knowledge graphs is useful in numerous application areas such as semantic search, question answering, entity disambiguation, enterprise decision support, recommender systems and so on. While many of these applications require a reasonably quick response and may operate on data that is constantly changing, existing methods often lack speed and adaptability to cope with these requirements. This is aggravated by the fact that knowledge graphs are often extremely large and may easily contain millions of entities rendering many of these methods impractical. In this paper, we address the weaknesses of current methods by proposing Random Semantic Tensor Ensemble (RSTE), a scalable ensemble-enabled framework based on tensor factorization. Our proposed approach samples a knowledge graph tensor in its graph representation and performs link prediction via ensembles of tensor factorization. Our experiments on both publicly available datasets and real world enterprise/sales knowledge bases have shown that our approach is not only highly scalable, parallelizable and memory efficient, but also able to increase the prediction accuracy significantly across all datasets.knowledge graphs; semantic search; ensemble methods; tensor factorization2017 EN yes primary No duplicate / newest version no reject

6KH4PTHV
Improving Travel Information Access with Semantic Search Application on Mobile 
Environment Cao, Tuan-Dung; Tuan, Nguyen-Dat10.1145/2095697.2095716conferencePaper Proceedings of the 9th International Conference on Advances in Mobile Computing and MultimediaIn last decade, we witness a significant increase in performance of mobile devices. In parallel, the growth of online data and services available on the Web make it become more and more emerging as a gold mine for the tourist guide application. With the inherent mobility and the widely supported Internet connectivity, tourist guide applications on smart phone are currently potential substitutes or supplements to travel book. However, it is a nightmare for tourists to select what are really interesting in a sheer volume of information while mobile devices have limited interactivity due to the inconvenient keyboard and small screen size regarding to computer. Therefore, the goal of our research is to develop a smart tool helping tourists find relevant travel information with minimum effort. This tool, implemented on Android platform, is the main component of STAAR (Semantic Tourist informAtion Access and Recommending), a system that supports request from heterogeneous environments. For the purpose, we describe our ontology formalized in RDFS/OWL to describe travel related information and to support integrating data from Linked data source. Through ontology manipulating web services, our Android application generates dynamic ontology-based user interfaces, allowing tourist to express their need in semantic queries with different levels of complexity, and then get access to relevant information.web service; mobile tourist information system; ontology based user interface2011 EN yes primary No duplicate / newest version yes other recommendation reject

PRYF98ZZ Short text keyphrase extraction with hypergraphs Bellaachia, Abdelghani; Al-Dhelaan, Mohammed10.1007/S13748-014-0058-1/FULLTEXT.HTMLjournalArticle Progress in Artificial Intelligence Graph-based ranking for keyphrase extraction has become an important approach for measuring saliency scores in text due to its ability to capture the context. By modeling words as vertices and the co-occurrence relation between words as edges, the importance of words is measured from the whole graph. However, graphs by nature can only capture the pair-wise relation between vertices. Therefore, it is not clear if graphs can capture high-order relations of more than two words. In this paper, we propose to use a hypergraph to capture high-order relations appearing in short documents, and use such information to infer better ranking of words. Additionally, we model the temporal and social attributes of short documents and discriminative weights of words into the hypergraph as weights which give us the ability of capturing recent and topical keyphrases. Furthermore, to rank vertices in the proposed hypergraph, we propose a probabilistic random walk that takes into account weights of both vertices and hyperedges. We show the effectiveness of our approach by conducting extensive experiments over two different data sets which demonstrate the robustness of the proposed approach.Keyphrase extraction; Hypergraph random walks; Hypergraph ranking; Text hypergraph2015 EN yes primary No duplicate / newest version no reject
4IJXZ7Y4 Society-in-the-loop: programming the algorithmic social contract Rahwan, Iyad 10.1007/S10676-017-9430-8/FULLTEXT.HTMLjournalArticle Ethics and Information Technology Recent rapid advances in Artificial Intelligence (AI) and Machine Learning have raised many questions about the regulatory and governance mechanisms for autonomous machines. Many commentators, scholars, and policy-makers now call for ensuring that algorithms governing our lives are transparent, fair, and accountable. Here, I propose a conceptual framework for the regulation of AI and algorithmic systems. I argue that we need tools to program, debug and maintain an algorithmic social contract, a pact between various human stakeholders, mediated by machines. To achieve this, we can adapt the concept of human-in-the-loop (HITL) from the fields of modeling and simulation, and interactive machine learning. In particular, I propose an agenda I call society-in-the-loop (SITL), which combines the HITL control paradigm with mechanisms for negotiating the values of various stakeholders affected by AI systems, and monitoring compliance with the agreement. In short, ‘SITL = HITL + Social Contract.'.Artificial intelligence; Ethics; Governance; Regulation; Society 2018 EN yes primary No duplicate / newest version no reject
XRADMFYU Special issue on de-personalisation, diversification, filter bubbles and search Bierig, Ralf; Caton, Simon10.1007/S10791-019-09365-W/FULLTEXT.HTMLjournalArticle Information Retrieval Journal 2019 EN yes secondary No duplicate / newest version reject

CHPRJ4NK
Balancing exploration and exploitation in listwise and pairwise online learning to rank for 
information retrieval Hofmann, Katja; Whiteson, Shimon; de Rijke, Maarten10.1007/S10791-012-9197-9/FULLTEXT.HTMLjournalArticle Information Retrieval As retrieval systems become more complex, learning to rank approaches are being developed to automatically tune their parameters. Using online learning to rank, retrieval systems can learn directly from implicit feedback inferred from user interactions. In such an online setting, algorithms must obtain feedback for effective learning while simultaneously utilizing what has already been learned to produce high quality results. We formulate this challenge as an exploration-exploitation dilemma and propose two methods for addressing it. By adding mechanisms for balancing exploration and exploitation during learning, each method extends a state-of-the-art learning to rank method, one based on listwise learning and the other on pairwise learning. Using a recently developed simulation framework that allows assessment of online performance, we empirically evaluate both methods. Our results show that balancing exploration and exploitation can substantially and significantly improve the online retrieval performance of both listwise and pairwise approaches. In addition, the results demonstrate that such a balance affects the two approaches in different ways, especially when user feedback is noisy, yielding new insights relevant to making online learning to rank effective in practice. © 2012 The Author(s).Implicit feedback; Information retrieval; Learning to rank 2013 EN yes primary No duplicate / newest version no reject
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LI475H8A On the nature of information access evaluation metrics: a unifying framework Amigó, Enrique; Mizzaro, Stefano10.1007/S10791-020-09374-0/FULLTEXT.HTMLjournalArticle Information Retrieval Journal We provide a uniform, general, and complete formal account of evaluation metrics for ranking, classification, clustering, and other information access problems. We leverage concepts from measurement theory, such as scale types and permissible transformation functions, and we capture the nature of evaluation metrics in many tasks by two formal definitions, which lead to a distinction of two metric/tasks families, and provide a comprehensive classification of the tasks that have been proposed so far. We derive some theorems to analyze the suitability (or otherwise) of some common metrics. Within our model we can derive and explain the theoretical properties and drawbacks of the state of the art metrics for multiple tasks. The main contributions of this paper are that, differently from previous studies, the formalization is well grounded on a solid discipline, it is general as it can take into account most effectiveness metrics as well as most existing tasks, and it allows to derive important consequences on metrics and their limitations.Evaluation; Accuracy; Effectiveness; Measurement theory; Metrics 2020 EN yes primary No duplicate / newest version no reject

EB36HZP5
Factors affecting the perceived usability of the mobile web portal services: Comparing 
simplicity with consistency Lee, Jongtae; Lee, Dongwon; Moon, Junghoon; Park, Myeong Cheol10.1007/S10799-012-0143-8/FULLTEXT.HTMLjournalArticle Information Technology and Management Korean IT industry has noticed innovative changes emerging along with the increased popularity of smartphones. Increase of smartphone user has extended the smartphone business arena from simple and personal applications and content to professional software for the purpose of working in- and out of the office. In this regard, developing their services to be mobile-friendly would be important business strategies for Web business companies. The mobile data traffic in Korea had been 11. 2 times increased from January 2010 to January 2011 and the average traffic per user in Korea is much higher than other countries. Usage of smartphones also has been steadily increased with the diffusion of smartphones. This may indicate that the dependency level on mobile portal service in Korea would be higher and more important than in other countries. This study analyzes the influences of UI simplicity and UI consistency on user perceptions of mobile portal services using PLS methodology. Simplicity shows a greater effect on usability and credibility than does consistency although consistency also shows a significant effect. In this regard, developing mobile Web services to be simple by following the selection and concentration strategy can be an effective strategic approach. Credibility shows a greater and direct effect on user satisfaction in this study than simplicity. But it does not mean that the perceived credibility should be treated simply as more important to user satisfaction than usability. Credibility of mobile Web services would be concreted more when the perceived usability would be developed with proper UI simplicity and consistency following the suggestion of Mann and Sahni. Also satisfaction significantly turns out to mediate the effect of credibility on loyalty. This study contributes as an earlier study on how and what the mobile Web service providers should design and provide their services. © 2012 Springer Science+Business Media, LLC.Consistency; Credibility; Mobile web service; Portal service; Simplicity; Smartphone; Usability2013 EN yes secondary No duplicate / newest version reject

YPSP68Y6 Patient and caregiver perceptions of communication of prognosis in high grade glioma Lobb, E. A.; Halkett, G. K.B.; Nowak, A. K.10.1007/S11060-010-0495-Z/FULLTEXT.HTMLjournalArticle Journal of Neuro-Oncology This study sought the views of patients and their caregivers on their experience of being diagnosed with high grade glioma. Purposive sampling was used to recruit 19 patients and 21 caregivers from the medical oncology unit of a tertiary hospital. A semi-structured face-to-face interview was conducted. Interviews were audio-taped and transcribed verbatim. Data was analysed based on Grounded Theory and using the constant comparison method. This paper focuses on patient and carer perceptions of the initial communication about the diagnosis of high grade glioma and its prognosis. Themes identified included: (a) shock at hearing the diagnosis; (b) trying to understand and process prognostic information when still in shock; (c) the perception of hope being taken away; (d) individualizing prognostic information; and (e) clinicians' lack of communication skills. This study shows that the first communication of prognosis to patients with high grade glioma and their caregivers requires careful negotiation. It illustrates the inability of individuals to process detailed prognostic information when in a state of initial shock and distress. The importance of balancing honesty with hope in the communication of a poor prognosis is highlighted. We recommend that clinicians seek patient preferences for the amount and type of information they require and that prognostic information be individualized. Detailed discussions of prognosis should only take place with senior medical staff, or advanced trainees who have demonstrated acceptable communication skills. © 2010 Springer Science+Business Media, LLC.Communication of prognosis; High grade glioma; Patient and caregivers; Perceptions and preferences2011 EN yes primary No duplicate / newest version no reject

NCDKZ4EY
Location privacy and public metadata in social media platforms: attitudes, behaviors and 
opinions Furini, Marco; Tamanini, Valentina10.1007/S11042-014-2151-7/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications The highavailability of geolocation technologies is changing the social media mobile scenario and is exposing users to privacy risks. Different studies have focused on location privacy in the mobile scenario, but the results are conflicting: some say that users are concerned about location privacy, others say they are not. In this paper, we initially investigate attitudes and behaviors of people toward a location-aware scenario; then, we show users the amount of personal and sensitive data that can be extracted from contents publicly available in social platforms, and finally we ask for their opinions about a location-aware scenario. Results show that people who were not initially concerned about privacy are the most worried about the location-aware scenario; conversely, people who were initially concerned are less worried about the location-aware scenario and find the scenario interesting. A deeper analysis of the obtained results allows us to draw guidelines that might be helpful to build an effective location-aware scenario.Geolocation; Location privacy; Location-aware scenario; Location-aware social applications; Location-enhanced computing; Public metadata; Social media platform2015 EN yes primary No duplicate / newest version no reject

AWTYA9XU Driving rule extraction based on cognitive behavior analysis cheng Zhao, Yu; Liang, Jun; Chen, Long; feng Cai, Ying; Yao, Ming; dong Hua, Guo; Zhu, Ning10.1007/S11771-020-4286-1journalArticle Journal of Central South University In order to make full use of the driver's long-term driving experience in the process of perception, interaction and vehicle control of road traffic information, a driving behavior rule extraction algorithm based on artificial neural network interface (ANNI) and its integration is proposed. Firstly, based on the cognitive learning theory, the cognitive driving behavior model is established, and then the cognitive driving behavior is described and analyzed. Next, based on ANNI, the model and the rule extraction algorithm (ANNI-REA) are designed to explain not only the driving behavior but also the non-sequence. Rules have high fidelity and safety during driving without discretizing continuous input variables. The experimental results on the UCI standard data set and on the self-built driving behavior data set, show that the method is about 0.4% more accurate and about 10% less complex than the common C4.5-REA, Neuro-Rule and REFNE. Further, simulation experiments verify the correctness of the extracted driving rules and the effectiveness of the extraction based on cognitive driving behavior rules. In general, the several driving rules extracted fully reflect the execution mechanism of sequential activity of driving comprehensive cognition, which is of great significance for the traffic of mixed traffic flow under the network of vehicles and future research on unmanned driving.cognitive driving behavior; cognitive theory; driving rule extraction; integrated algorithm2020 EN yes primary No duplicate / newest version no reject
VMKC36FZ Experimental IR Meets Multilinguality, Multimodality, and Interaction Moreno, Raul; Huang, Weipeng; Younus, Arjumand; Mahony, Michael O; Hurley, Neil J10.1007/978-3-319-65813-1journalArticle Evaluation of Hierarchical Clustering via Markov Decision Processes for Efficient Navigation and SearchStudies in interactive information retrieval (IIR) indicate that expert searchers differ from novices in many ways. In the present paper, we identify a number of behavioral dimensions along which searchers differ (e.g. cost, gain and the accuracy of relevance assessment). We quantify these differences using simulated, multi-query search sessions. We then explore each dimension in turn to determine what differences are most effective in yielding superior retrieval performance. The more precise action probabilities in assessing snippets and documents contribute less to the overall cumulative gain during a session than gain and cost structures.2017 EN yes secondary No duplicate / newest version reject
QG4NVB7P Graph-based query-focused multi-document summarization using improved affinity graph Hu, Po; He, Jiacong; Zhang, Yong10.1007/978-3-319-25159-2_31journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Manifold ranking is one of the most competitive approaches for query-focused multi-document summarization. Despite its success for this task, it usually constructs a sentence affinity graph first based on inter-sentence content similarity, and then perform manifold ranking on the graph to score each sentence with the assumption that all the sentences live on a single manifold. Actually, for a document set to be summarized, the distribution of the sentences might form different, but related manifolds. This paper aims to generalize the basic manifoldranking based approach to the more generic setting by introducing a novel affinity graph to estimate the similarity between sentences, which leverages both the local geometric structures and the contents of sentences jointly. Preliminary experimental results on the DUC datasets demonstrate the good effectiveness of the proposed approach.Affinity graph construction; Manifold ranking; Query-focused multi-document summarization2015 EN yes primary No duplicate / newest version no reject
LNV7I2CG Mediation = information revelation + analogical reasoning Simoff, Simeon; Sierra, Carles; López De Màntaras, Ramon10.1007/978-3-642-05301-6_10journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)This paper presents an initial study of the relevant issues on the development of an automated mediation agent. The work is conducted within the 'curious negotiator' framework [1] . The paper demonstrates that mediation is a knowledge intensive process that integrates information revelation and analogical reasoning. The introduced formalism is used to demonstrate how via revealing the appropriate information and reshaping the set of issues of the disputing parties mediation can succeed. The paper presents MediaThor - a mediating agent that utilises past experiences and information from negotiating parties to mediate disputes and change the positions of negotiating parties. © 2009 Springer-Verlag Berlin Heidelberg.2009 EN yes primary No duplicate / newest version no reject
2Q23AWFL Opinion-aware knowledge embedding for stance detection Xu, Zhenhui; Li, Qiang; Chen, Wei; Cui, Yingbao; Qiu, Zhen; Wang, Tengjiao10.1007/978-3-030-26075-0_26/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)As an emerging text classification task, stance detection is much helpful in reviewing subjective text and mining expressed attitudes of a person or organization towards an object. Due to the similarity with other text classification tasks, stance detection is always tackled by conventional classification methods. However, there is a big difference between stance detection and others, since stance detection depends much on human background knowledge while others do not. Therefore, to address such a unique problem, we propose a novel method, which leverages knowledge graph and incorporates text-mentioned knowledge with a deep classifier, by a key component named Opinion-aware Knowledge Embedding (OKE). The proposed OKE can integrate the objective knowledge facts and subjective text opinion well by a customized and effective attention mechanism. Our experiments also show that the proposed method comprehensively outperforms all the baselines on real datasets.2019 EN yes primary No duplicate / newest version no reject
5SESKPFC Proposing ties in a dense hypergraph of academics Gerow, Aaron; Lou, Bowen; Duede, Eamon; Evans, James10.1007/978-3-319-27433-1_15journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Nearly all personal relationships exhibit a multiplexity where people relate to one another in many different ways. Using a set of faculty CVs from multiple research institutions, we mined a hypergraph of researchers connected by co-occurring named entities (people, places and organizations). This results in an edge-sparse, link-dense structure with weighted connections that accurately encodes faculty department structure. We introduce a novel model that generates dyadic proposals of how well two nodes should be connected based on both the mass and distributional similarity of links through shared neighbors. Similar link prediction tasks have been primarily explored in unipartite settings, but for hypergraphs where hyper-edges out-number nodes 25-to-1, accounting for link similarity is crucial. Our model is tested by using its proposals to recover link strengths from four systematically lesioned versions of the graph. The model is also compared to other link prediction methods in a static setting. Our results show the model is able to recover a majority of link mass in various settings and that it out-performs other link prediction methods. Overall, the results support the descriptive fidelity of our text-mined, named entity hypergraph of multi-faceted relationships and underscore the importance of link similarity in analyzing link-dense multiplexitous relationships.2015 EN yes primary No duplicate / newest version no reject
BHMQUFXE Demographic Prediction from Purchase Data Based on Knowledge-Aware Embedding Jiang, Yiwen; Tang, Wei; Gao, Neng; Xiang, Ji; Su, Yijun10.1007/978-3-030-36802-9_32/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science Demographic attributes are crucial for characterizing different types of users in developing market strategy. However, in retail scenario, individual demographic information is not often available due to the difficult manual collection process. Several studies focus on inferring users' demographic attribute based on their transaction histories, but there is a common problem. Hardly work has introduced knowledge for purchase data embedding. Specifically, purchase data is informative, full of related knowledge entities and common sense. However, existing methods are unaware of such external knowledge and latent knowledge-level connections among items. To address the above problem, we propose a Knowledge-Aware Embedding (KAE) method that incorporates knowledge graph representation into demographic prediction. The KAE is a multi-channel and item-entity-aligned knowledge-aware convolutional neural network that fuses frequency-level and knowledge-level representations of purchase data. Through extensive experiments on a real world dataset, we demonstrate that KAE achieves substantial gains on state-of-the-art demographic prediction models.Convolutional neural networks; Demographic prediction; Knowledge graph representation2019 EN yes primary No duplicate / newest version no reject
SHNW64AB A Method for Profile Clustering Using Ontology Alignment in Personalized B, Bernadetta Maleszka 10.1007/978-3-319-24069-5journalArticle personalization; alignment; ontology-based user profile 2015 EN yes primary No duplicate / newest version no reject
PTUCIXPR Modeling contextual changes in user behaviour in fashion e-commerce Tamhane, Ashay; Arora, Sagar; Warrier, Deepak10.1007/978-3-319-57529-2_42/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Impulse purchases are quite frequent in fashion e-commerce; browse patterns indicate fluid context changes across diverse product types probably due to the lack of a well-defined need at the consumer's end. Data from our fashion e-commerce portal indicate that the final product a person ends-up purchasing is often very different from the initial product he/she started the session with. We refer to this characteristic as a ‘context change'. This feature of fashion e-commerce makes understanding and predicting user behaviour quite challenging. Our work attempts to model this characteristic so as to both detect and preempt context changes. Our approach employs a deep Gated Recurrent Unit (GRU) over clickstream data. We show that this model captures context changes better than other non-sequential baseline models.2017 EN yes primary No duplicate / newest version no reject
M43MP52D Learning from user interactions for recommending content in social media Breuss, Mathias; Tsagkias, Manos10.1007/978-3-319-06028-6_63journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)We study the problem of recommending hyperlinks to users in social media in the form of status updates. We start with a candidate set of links posted by a user's social circle (e.g., friends, followers) and rank these links using a combination of (i) a user interaction model, and (ii) the similarity of a user profile and a candidate link. Experiments on two datasets demonstrate that our method is robust and, on average, outperforms, a strong chronological baseline. © 2014 Springer International Publishing Switzerland.2014 EN yes primary No duplicate / newest version yes other recommendation reject
LPJUG5VJ Core aspects of affective metacognitive user models Moore, Adam; MacArthur, Victoria; Conlan, Owen10.1007/978-3-642-28509-7_6journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)As user modelling moves away from a tightly integrated adjunct of adaptive systems and into user modelling service provision, it is important to consider what facets or characteristics of a user might need to be contained within a user model in order to support cognitive functions. Here we examine previous mechanisms for creating a metacognitive and affective user model. We then take first steps to describe the necessary characteristics of a user model we envisage being utilised by an affective metacognitive modelling service and make some suggestion for the source, form and content of such characteristics. © 2012 Springer-Verlag.Affect; metacognition; technology enhanced learning; user modelling 2012 EN yes secondary No duplicate / newest version reject
SQ38JGYF A comparative study of users' microblogging behavior on Sina Weibo and Twitter Gao, Qi; Abel, Fabian; Houben, Geert Jan; Yu, Yong10.1007/978-3-642-31454-4_8journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In this article, we analyze and compare user behavior on two different microblogging platforms: (1) Sina Weibo which is the most popular microblogging service in China and (2) Twitter. Such a comparison has not been done before at this scale and is therefore essential for understanding user behavior on microblogging services. In our study, we analyze more than 40 million microblogging activities and investigate microblogging behavior from different angles. We (i) analyze how people access microblogs and (ii) compare the writing style of Sina Weibo and Twitter users by analyzing textual features of microposts. Based on semantics and sentiments that our user modeling framework extracts from English and Chinese posts, we study and compare (iii) the topics and (iv) sentiment polarities of posts on Sina Weibo and Twitter. Furthermore, (v) we investigate the temporal dynamics of the microblogging behavior such as the drift of user interests over time. Our results reveal significant differences in the microblogging behavior on Sina Weibo and Twitter and deliver valuable insights for multilingual and culture-aware user modeling based on microblogging data. We also explore the correlation between some of these differences and cultural models from social science research. © 2012 Springer-Verlag.user modeling; comparative usage analysis; microblogging 2012 EN yes primary No duplicate / newest version no reject
IF6SB5IN Ensuring relevant and serendipitous information flow in decentralized online social network Tandukar, Udeep; Vassileva, Julita10.1007/978-3-642-33185-5_9journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)This paper presents a novel peer-to-peer architecture for decentralized Online Social Network and a mechanism that allows each node to filter out irrelevant social data, while ensuring a level of serendipity, by letting important information pass, even if it does not fall in the areas of interest of the user. The evaluation of the approach, using an Erlang simulation with 2318 nodes shows that it works as it was designed to: with the increasing number of social data passing through the network, the nodes learn to filter out irrelevant data, while serendipitous important data is able to pass through the network. Future work will implement the mechanism in a decentralized OSN and evaluate it in a real community of users, in an enterprise context. © 2012 Springer-Verlag.Decentralization; Information propagation; Online Social Network; Peer-to-peer system; Relationship modeling2012 EN yes primary No duplicate / newest version no reject
HWY6Z8AY Visualizing impression-based preferences of twitter users Kumamoto, Tadahiko; Suzuki, Tomoya; Wada, Hitomi10.1007/978-3-319-07632-4_20journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Twitter is extremely useful for connecting with other users, because, on Twitter, following other users is simple. On the other hand, people are often followed by unknown and anonymous users and are sometimes shown tweets of unknown users through the tweets of the users they follow. In such a situation, they wonder whether they should follow such unknown users. This paper proposes a system for visualizing impression-based preferences of Twitter users to help people select whom to follow. The impression-based preference of a user is derived based on the impressions of the tweets the user has posted and those of the tweets of users followed by the user under consideration. Our proposed system enables people to select whom to follow depending on whether or not another user adheres to the user's own sensibilities, rather than on whether or not another user provides valuable information. © 2014 Springer International Publishing Switzerland.2014 EN yes primary No duplicate / newest version no reject
H7RHTK7R Context-aware collaborative data stream mining in ubiquitous devices Bártolo Gomes, João; Gaber, Mohamed Medhat; Sousa, Pedro A.C.; Menasalvas, Ernestina10.1007/978-3-642-24800-9_5journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Recent advances in ubiquitous devices open an opportunity to apply new data stream mining techniques to support intelligent decision making in the next generation of ubiquitous applications. This paper motivates and describes a novel Context-aware Collaborative data stream mining system CC-Stream that allows intelligent mining and classification of time-changing data streams on-board ubiquitous devices. CC-Stream explores the knowledge available in other ubiquitous devices to improve local classification accuracy. Such knowledge is associated with context information that captures the system state for a particular underlying concept. CC-Stream uses an ensemble method where the classifiers are selected and weighted based on their local accuracy for different partitions of the instance space and their context similarity in relation to the current context. © 2011 Springer-Verlag.Collaborative Data Stream Mining; Concept Drift; Context-awareness; Ubiquitous Knowledge Discovery2011 EN yes primary No duplicate / newest version no reject

CGND33IW
The role of misbehavior in efficient financial markets: Implications for financial decision 
support Siering, Michael; Muntermann, Jan10.1007/978-3-642-36219-4_3journalArticle Lecture Notes in Business Information Processing The analysis of different data sources to support financial decision making has been a subject of research for several decades. While early approaches mostly focus on structured data, recent studies also take into account unstructured data. In this paper, we build upon these two research streams and explore potential benefits that can be achieved by combining both approaches. Therefore, we present an approach that integrates both data types. From a theoretical perspective, our research angle is based on two fundamental theories in Finance: while the Efficient Market Hypothesis states that capital markets are information efficient, Behavioral Finance theory stresses that market efficiency may be limited, e.g. due to irrational behavior of market participants or market barriers. While the two theories provide arguments for and against the functioning of our approach, we can illustrate its superiority compared to other approaches. The implications are discussed from a methodological and theoretical perspective. © 2013 Springer-Verlag.Behavioral Finance; Capital Market Efficiency; Financial Data Mining 2013 EN yes secondary No duplicate / newest version reject

G5IFYF6E Floor selection proposal for automated travel with smart elevator Reinsalu, Uljana; Robal, Tarmo; Leier, Mairo10.1007/978-3-030-57672-1_4/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science Elevators have been used for centuries to convey material and people, with a history going back to 19th century. Modern elevators as we use them today became widely used some 150 years ago, and regardless of many improvements and technological advancements, the general concept has remained the same. The typical elevator still needs traveller's input to take the passenger from one floor to another. In this paper we explore the possibility to predict elevator passenger destination floor. For this task we use passenger profiles established through deep learning, and elaborate on the passenger's trip history to predict the floor the passenger desires to travel. The study is based on a smart elevator system set up in a typical office building. The aim is to provide personalised elevator service in the context of a smart elevator.Personalization; Prediction; Smart elevator 2020 EN yes primary No duplicate / newest version no reject
P76ISJE8 Analysing microblogs of middle and high school students Born, Javiera; Scheihing, Eliana; Guerra, Julio; Cárcamo, Luis10.1007/978-3-319-11200-8_2journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)The Kelluwen project implements middle and high-school educational activities where the use of Web 2.0 tools is incorporated to improve collaboration construction, sharing and publishing of the learning outcomes. The Worklog tool, a microblogging space within the Kelluwen platform has an active role in the educational activities. Using probabilistic topic models, correlation analysis and principal component analysis (PCA), we analyzed micropost of 85 class groups participating in the Kelluwen project and found interesting relations of the types of messages posted and other factors such as the teacher participation in the microblog, the rural or urban nature of the schools and other aspects of the educational experience. © 2014 Springer International Publishing Switzerland.2014 EN yes primary No duplicate / newest version no reject

U6KJBU8I
Fast LSTD using stochastic approximation: Finite time analysis and application to traffic 
control Prashanth, L. A.; Korda, Nathaniel; Munos, Rémi10.1007/978-3-662-44851-9_5journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)We propose a stochastic approximation based method with randomisation of samples for policy evaluation using the least squares temporal difference (LSTD) algorithm. Our method results in an O(d) improvement in complexity in comparison to regular LSTD, where d is the dimension of the data. We provide convergence rate results for our proposed method, both in high probability and in expectation. Moreover, we also establish that using our scheme in place of LSTD does not impact the rate of convergence of the approximate value function to the true value function. This result coupled with the low complexity of our method makes it attractive for implementation in big data settings, where d is large. Further, we also analyse a similar low-complexity alternative for least squares regression and provide finite-time bounds there. We demonstrate the practicality of our method for LSTD empirically by combining it with the LSPI algorithm in a traffic signal control application. © 2014 Springer-Verlag.2014 EN yes primary No duplicate / newest version no reject

NZR9AW2F
Computers That Negotiate on Our Behalf: Major Challenges for Self-sufficient, Self-directed, 
and Interdependent Negotiating Agents Baarslag, Tim; Kaisers, Michael; Gerding, Enrico H.; Jonker, Catholijn M.; Gratch, Jonathan10.1007/978-3-319-71679-4_10/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Computers that negotiate on our behalf hold great promise for the future and will even become indispensable in emerging application domains such as the smart grid, autonomous driving, and the Internet of Things. Much research has thus been expended to create agents that are able to negotiate in an abundance of circumstances. However, up until now, truly autonomous negotiators have rarely been deployed in real-world applications. This paper sizes up current negotiating agents and explores a number of technological, societal and ethical challenges that autonomous negotiation systems are bringing about. The questions we address are: in what sense are these systems autonomous, what has been holding back their further proliferation, and is their spread something we should encourage? We relate the automated negotiation research agenda to dimensions of autonomy and distill three major themes that we believe will propel autonomous negotiation forward: accurate representation, long-term perspective, and user trust. We argue these orthogonal research directions need to be aligned and advanced in unison to sustain tangible progress in the field.2017 EN yes secondary No duplicate / newest version reject

6T6WSXIS Stopword detection for streaming content Fani, Hossein; Bashari, Masoud; Zarrinkalam, Fattane; Bagheri, Ebrahim; Al-Obeidat, Feras10.1007/978-3-319-76941-7_70/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)The removal of stopwords is an important preprocessing step in many natural language processing tasks, which can lead to enhanced performance and execution time. Many existing methods either rely on a predefined list of stopwords or compute word significance based on metrics such as tf-idf. The objective of our work in this paper is to identify stopwords, in an unsupervised way, for streaming textual corpora such as Twitter, which have a temporal nature. We propose to consider and model the dynamics of a word within the streaming corpus to identify the ones that are less likely to be informative or discriminative. Our work is based on the discrete wavelet transform (DWT) of word signals in order to extract two features, namely scale and energy. We show that our proposed approach is effective in identifying stopwords and improves the quality of topics in the task of topic detection.2018 EN yes primary No duplicate / newest version no reject
2RQVE6U5 Dynamic template based online event detection Wang, Dandan; Chen, Qingcai; Wang, Xiaolong; Weng, Jiacai10.1007/978-3-642-24965-5_18journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In this paper, we propose a new dynamic template based event detection algorithm (DTED). Candidate template of an event is firstly constructed from a set of texts or their surrogates. Each candidate template contains several terms automatically extracted by the term weighting algorithm proposed in this paper. Then, we classify each text into a candidate event through a new similarity function. Some insignificant candidate templates are deleted. Whether an event template represents a new happened event or not is determined by comparing it with the event templates constructed in previous time window. Some events are merged into existing events and their templates are updated again. To evaluate the proposed DTED algorithm, we construct two datasets for experiment and F-measure is used as performance metric. The experiment result shows that DTED outperforms single-pass algorithm and clustering algorithms implemented in Cluto toolkit; meanwhile, Experimental results on Linguistic Data Consortium (LDC) dataset TDT4 show that DTED gets promising result. © 2011 Springer-Verlag.Dynamic template; event detection and tracking; online event detection2011 EN yes primary No duplicate / newest version no reject
3I4GSDCZ Can machine learning techniques provide better learning support for elderly people? Hatano, Kohei 10.1007/978-3-319-91131-1_14/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Computer-based support for learning of elderly people is now considered as an important issue in the super-aged society. Extra cares are needed for elderly people's learning compared to younger people, since they might have difficulty in using computers, reduced cognitive ability and other physical problems which make them less motivated. Key components of a better learning support system are sensing the contexts surrounding elderly people and providing appropriate feedbacks to them. In this paper, we review some existing techniques of the contextual bandit framework in the machine learning literature, which could be potentially useful for online decision making scenarios given contexts. We also discuss issues and challenges to apply the framework.Machine learning; Contextual bandit; Elderly people; Learning support 2018 EN yes secondary No duplicate / newest version reject
99YNPTBR A planetary nervous system for social mining and collective awareness Giannotti, F.; Pedreschi, D.; Pentland, A.; Lukowicz, P.; Kossmann, D.; Crowley, J.; Helbing, D.10.1140/EPJST/E2012-01688-9journalArticle European Physical Journal: Special Topics We present a research roadmap of a Planetary Nervous System (PNS), capable of sensing and mining the digital breadcrumbs of human activities and unveiling the knowledge hidden in the big data for addressing the big questions about social complexity. We envision the PNS as a globally distributed, self-organizing, techno-social system for answering analytical questions about the status of world-wide society, based on three pillars: social sensing, social mining and the idea of trust networks and privacy-aware social mining. We discuss the ingredients of a science and a technology necessary to build the PNS upon the three mentioned pillars, beyond the limitations of their respective state-of-art. Social sensing is aimed at developing better methods for harvesting the big data from the techno-social ecosystem and make them available for mining, learning and analysis at a properly high abstraction level. Social mining is the problem of discovering patterns and models of human behaviour from the sensed data across the various social dimensions by data mining, machine learning and social network analysis. Trusted networks and privacy-aware social mining is aimed at creating a new deal around the questions of privacy and data ownership empowering individual persons with full awareness and control on own personal data, so that users may allow access and use of their data for their own good and the common good. The PNS will provide a goal-oriented knowledge discovery framework, made of technology and people, able to configure itself to the aim of answering questions about the pulse of global society. Given an analytical request, the PNS activates a process composed by a variety of interconnected tasks exploiting the social sensing and mining methods within the transparent ecosystem provided by the trusted network. The PNS we foresee is the key tool for individual and collective awareness for the knowledge society. We need such a tool for everyone to become fully aware of how powerful is the knowledge of our society we can achieve by leveraging our wisdom as a crowd, and how important is that everybody participates both as a consumer and as a producer of the social knowledge, for it to become a trustable, accessible, safe and useful public good. © The Author(s) 2012.2012 EN yes secondary No duplicate / newest version reject

VG6LVCB6
A study on semantic web design for global national R&D status analysis: Focusing on the use 
of LOD Cloud Kwon, Lee Nam; Choi, Ki Seok; Kim, Jae Soo; Jhun, Sung Jin; Kim, Young Kuk10.1007/S10586-013-0299-Y/FULLTEXT.HTMLjournalArticle Cluster Computing The analysis of global R&D information has become an important factor in making R&D investment strategies and global cooperation with the increased competition in the global market. The R&D analysis in Korea is based on the National Science and Technology Information Service (NTIS). However, it is limited to domestic information and the need to widen the analysis to the global market has risen recently. LOD (Linked Open Data) Cloud service, which is based on the openness and the connection of data, is being expanded recently as is the use of Mashup services through the connection with data from other institutes. In this paper, we will analyze the Linked data structure of CORDIS (Community Research and Development Information Service), which is the R&D information service adopted by the EU, and then suggest a case for utilizing the linked data format and design model for implementing the semantic web to effectively analyze the global national R&D trends by using a case where the RDF Triple data has been semantically mashed up from NTIS and NDSL (National Discovery for Science Leaders). © 2013 Springer Science+Business Media New York.Ontology; CORDIS; Global R&D Information; Intelligent Information; Interoperability; Linked Data; LOD (Linked Open Data); Mashup; NDSL; NTIS; Semantic web2014 EN yes primary No duplicate / newest version no reject

RER92ZBD
Myrror: a platform for holistic user modeling: Merging data from social networks, smartphones 
and wearable devices Musto, Cataldo; Polignano, Marco; Semeraro, Giovanni; de Gemmis, Marco; Lops, Pasquale10.1007/S11257-020-09272-6/FULLTEXT.HTMLjournalArticle User Modeling and User-Adapted Interaction In this article, we present a platform that allows the creation of a comprehensive representation of the user that we call a holistic user model (HUM). Such a representation is based on the intuition that users' personal data take different forms and come from several heterogeneous sources. Accordingly, we designed a pipeline that: (1) extracts personal data from three examples of important classes of such sources, namely social networks, wearable devices and smartphones; (2) processes these data through natural language processing and machine learning techniques; (3) stores the output of such processing in a user model that encodes different aspects of people's life, such as demographic data, interests, affect values, social relations, activities and physical states. The resulting representation is made available to the user and to external developers. In the first case, a web interface allows the user to browse through her own personal data and to consult different facets of her HUM, in order to improve her self-awareness. In the latter, holistic user profiles are exposed through a REST interface and can be exploited by third-party applications to provide personalized services based on HUMs. In the experimental session, we evaluated usability and acceptability of the HUM in a user study which investigated how people were willing to use it. The results confirmed the effectiveness of our design choices and built the foundations for future usage of these profiles in personalized applications.Semantics; User modeling; Personal data; Quantified self; Self-awareness; Social networks; Web engineering2020 EN yes primary No duplicate / newest version no reject

STRA9DUU A novel construction paradigm of multimedia awareness system for mobile network Liu, Feng; Liu, Yansong; Liu, Yang; Wang, Harry10.1007/S10586-017-1374-6/FULLTEXT.HTMLjournalArticle Cluster Computing Mobile Internet allows users to connect to the Internet anytime and anywhere. It has penetrated into every corner of human social life, and has had a tremendous impact, which has aroused great attention from all over the world. This paper introduces the concept of mobile Internet architecture, reference model and basic knowledge of technical characteristics; and then expounds the development status of key technologies of mobile Internet, combining the development trend of the world of information and network technology, the mobile Internet technology development are forecasted. Mobile Internet is a combination of mobile communication and traditional Internet which is the IT field at present and in the future for a long period of time. The rapid growth of data show that the global mobile Internet is still in the primary stage, there is still many problems to be solved and is not clear. This paper first introduces the basic concept of mobile Internet, including the definition, function the characteristics and architecture; basic research system given in the mobile Internet, discusses its components, including mobile terminals, access network, application service and the security and privacy aspects of the research status, existing problems and solutions. Finally, we discuss the research and development trend of mobile Internet in the future. The experimental results validated the performance of the proposed method, it outperforms compared with the other state-of-the-art models.Pattern recognition; Multimedia; Construction; Information mining; Mobile Internet; Perception system2019 EN yes primary No duplicate / newest version no reject
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APZJ5XDE Terms of a feather: Content-based news recommendation and discovery using twitter Phelan, Owen; McCarthy, Kevin; Bennett, Mike; Smyth, Barry10.1007/978-3-642-20161-5_44journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)User-generated content has dominated the web's recent growth and today the so-called real-time web provides us with unprecedented access to the real-time opinions, views, and ratings of millions of users. For example, Twitter's 200m+ users are generating in the region of 1000+ tweets per second. In this work, we propose that this data can be harnessed as a useful source of recommendation knowledge. We describe a social news service called Buzzer that is capable of adapting to the conversations that are taking place on Twitter to ranking personal RSS subscriptions. This is achieved by a content-based approach of mining trending terms from both the public Twitter timeline and from the timeline of tweets published by a user's own Twitter friend subscriptions. We also present results of a live-user evaluation which demonstrates how these ranking strategies can add better item filtering and discovery value to conventional recency-based RSS ranking techniques.2011 EN yes primary accessible No duplicate / newest versionyes only news recommendation no evaluated reject
8EYBQZDR Personalized news recommendation using ontologies harvested from the web Rao, Junyang; Jia, Aixia; Feng, Yansong; Zhao, Dongyan10.1007/978-3-642-38562-9_79journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)In this paper, we concentrate on exploiting background knowledge to boost personalized news recommendation by capturing underlying semantic relatedness without expensive human involvement. We propose an Ontology Based Similarity Model (OBSM) to calculate the news-user similarity through collaboratively built ontological structures and compare our approach with other ontology-based baselines on both English and Chinese data sets. Our experimental results show that OBSM outperforms other baselines by a large margin. © 2013 Springer-Verlag Berlin Heidelberg.Recommender system; Content-based filtering; User profiling 2013 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
45MB9L4E News recommendation with CF-IDF+ de Koning, Emma; Hogenboom, Frederik; Frasincar, Flavius10.1007/978-3-319-91563-0_11/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Traditionally, content-based recommendation is performed using term occurrences, which are leveraged in the TF-IDF method. This method is the defacto standard in text mining and information retrieval. Valuable additional information from domain ontologies, however, is not employed by default. The TF-IDF-based CF-IDF method successfully utilizes the semantics of a domain ontology for news recommendation by detecting ontological concepts instead of terms. However, like other semantics-based methods, CF-IDF fails to consider the different concept relationship types. In this paper, we extend CF-IDF to additionally take into account concept relationship types. Evaluation is performed using Ceryx, an extension to the Hermes news personalization framework. Using a custom news data set, our CF-IDF+ news recommender outperforms the CF-IDF and TF-IDF recommenders in terms of F1 and Kappa.CF-IDF; CF-IDF+; News recommender sytems 2018 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
6UHZ2ZPC Incorporating Knowledge and Content Information to Boost News Recommendation Wang, Zhen; Ma, Weizhi; Zhang, Min; Chen, Weipeng; Xu, Jingfang; Liu, Yiqun; Ma, Shaoping10.1007/978-3-030-60450-9_35/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)News recommendation, which aims to help users find the news they are interested in, is essential for online news platforms to alleviate the information overload problem. News is full of textual information with some knowledge entities, so recent studies try to leverage knowledge graphs (KGs) as side information to better model user preferences over news. However, most knowledge-enhanced methods assume that users are interested in the knowledge entities that occurred in the news. In real scenarios, users may like the news because of the news content rather than the knowledge entities. To take both knowledge and content factors into consideration, we propose a news recommendation method, namely knowledge and content aware network for news recommendation (KCNR). KCNR represents user and news in terms of knowledge and content, then it predicts the weight of user preferences on knowledge and content via a user preferences prediction mechanism. Besides, based on the weight of user preferences on knowledge, it extends user preferences along with entities in knowledge graphs. Experiments on two real-world datasets show that our approach achieves significant improvements over several state-of-the-art baselines in news recommendation.News recommendation; Knowledge graph; User preferences modeling2020 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
6MFIGP4A Interaction Graph Neural Network for News Recommendation Qian, Yongye; Zhao, Pengpeng; Li, Zhixu; Fang, Junhua; Zhao, Lei; Sheng, Victor S.; Cui, Zhiming10.1007/978-3-030-34223-4_38/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Personalized news recommendation has become a highly challenging problem in recent years. Traditional ID-based methods such as collaborative filtering are not suitable for news recommendation due to the extremely rapid update of candidate news. Various content-based methods have been proposed for news recommendation and achieved the state-of-the-art performance. Recently, knowledge-aware news recommendation further improves the performance through discover latent knowledge level connections among the news. However, we argue that the above content-based methods do not fully utilize the collaborative information latent in user-item interactions into user and news representation learning process. In this paper, we propose a new news recommendation model, Interaction Graph Neural Network (IGNN), which integrates a user-item interactions graph and a knowledge graph into the news recommendation model. Specifically, IGNN obtains the representation of users and items with two graphs. One is the knowledge graph, and another is the user-item interaction graph. It learns the content-based feature from knowledge-level and semantic-level with convolutional neural networks and fuses the high-order collaborative signals extracted from the user-item interaction graph into user and news representation learning process with a graph neural network. Extensive experiments are conducted on the two real-world news data sets, and experimental results show that IGNN significantly outperforms the state-of-the-art approaches for news recommendation.News recommendation; Knowledge graph; Graph Neural Network 2019 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
J2XBHPDH Next News Recommendation via Knowledge-Aware Sequential Model Chu, Qianfeng; Liu, Gongshen; Sun, Huanrong; Zhou, Cheng10.1007/978-3-030-32381-3_18/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)A news recommendation system aims to predict the next news based on users' interaction histories. In general, the clicking sequences from the interaction histories indicate users' latent preference, which plays an important role in predicting their future interest. Besides, news articles consist of considerable knowledge entities which have deep connections from common sense of human. In this paper, we propose a Self-Attention Sequential Knowledge-aware Recommendation (Saskr) system consisting of sequential-aware and knowledge-aware modelling. We use the self-attention mechanism to uncover sequential patterns in the sequential-aware modelling. The knowledge-aware modelling leverage the knowledge graph as side information to mine deep connections between news, thus improving diversity and extensibility of recommendation. Content-based news embeddings help to address the item cold-start problem. Through extensive experiments on the real-world news dataset, we demonstrate that the proposed model outperforms state-of-the-art deep neural sequential recommendation systems.Knowledge-aware modelling; News recommendation; Sequential recommendation2019 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept

CFNTCHXA
A deep learning-based recommendation system to enable end user access to financial linked 
knowledge Colombo-Mendoza, Luis Omar; García-Díaz, José Antonio; Gómez-Berbís, Juan Miguel; Valencia-García, Rafael10.1007/978-3-319-92639-1_1/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Motivated by the assumption that Semantic Web technologies, especially those underlying the Linked Data paradigm, are not sufficiently exploited in the field of financial information management towards the automatic discovery and synthesis of knowledge, an architecture for a knowledge base for the financial domain in the Linked Open Data (LOD) cloud is presented in this paper. Furthermore, from the assumption that recommendation systems can be used to make consumption of the huge amounts of financial data in the LOD cloud more efficient and effective, we propose a deep learning-based hybrid recommendation system to enable end user access to the knowledge base. We implemented a prototype of a knowledge base for financial news as a proof of concept. Results from an Information Systems-oriented validation confirm our assumptions.Deep learning; Collaborative filtering; Content-based recommendation; Knowledge base; Linked Open Data; Ontology2018 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept

D2GHPTGP Analyzing user modeling on Twitter for personalized news recommendations Abel, Fabian; Gao, Qi; Houben, Geert Jan; Tao, Ke10.1007/978-3-642-22362-4_1journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)How can micro-blogging activities on Twitter be leveraged for user modeling and personalization? In this paper we investigate this question and introduce a framework for user modeling on Twitter which enriches the semantics of Twitter messages (tweets) and identifies topics and entities (e.g. persons, events, products) mentioned in tweets. We analyze how strategies for constructing hashtag-based, entity-based or topic-based user profiles benefit from semantic enrichment and explore the temporal dynamics of those profiles. We further measure and compare the performance of the user modeling strategies in context of a personalized news recommendation system. Our results reveal how semantic enrichment enhances the variety and quality of the generated user profiles. Further, we see how the different user modeling strategies impact personalization and discover that the consideration of temporal profile patterns can improve recommendation quality. © 2011 Springer-Verlag.personalization; semantics; twitter; user modeling 2011 EN yes primary accessible No duplicate / newest versionyes only news other yes interconnected evaluated reject focus on user modelling and Twitter, not on recommendation algorithm
ZKL689Q8 Bing-CF-IDF+: A Semantics-Driven News Recommender System Brocken, Emma; Hartveld, Aron; de Koning, Emma; van Noort, Thomas; Hogenboom, Frederik; Frasincar, Flavius; Robal, Tarmo10.1007/978-3-030-21290-2_3/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)With the ever growing amount of news on the Web, the need for automatically finding the relevant content increases. Semantics-driven news recommender systems suggest unread items to users by matching user profiles, which are based on information found in previously read articles, with emerging news. This paper proposes an extension to the state-of-the-art semantics-driven CF-IDF+ news recommender system, which uses identified news item concepts and their related concepts for constructing user profiles and processing unread news messages. Due to its domain specificity and reliance on knowledge bases, such a concept-based recommender neglects many highly frequent named entities found in news items, which contain relevant information about a news item&#x2019;s content. Therefore, we extend the CF-IDF+ recommender by adding information found in named entities, through the employment of a Bing-based distance measure. Our Bing-CF-IDF+ recommender outperforms the classic TF-IDF and the concept-based CF-IDF and CF-IDF+ recommenders in terms of the F1 -score and the Kappa statistic.Semantic Web; Bing-CF-IDF+; Content-based recommender; Named entities; News recommendation system2019 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept

BLRMH74H
Semantic entity-relationship model for large-scale multimedia news exploration and 
recommendation Luo, Hangzai; Cai, Peng; Gong, Wei; Fan, Jianping10.1007/978-3-642-11301-7_52journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Even though current news websites use large amount of multimedia materials including image, video and audio, the multimedia materials are used as supplementary to the traditional text-based framework. As users always prefer multimedia, the traditional text-based news exploration interface receives more and more criticisms from both journalists and general audiences. To resolve this problem, we propose a novel framework for multimedia news exploration and analysis. The proposed framework adopts our semantic entity-relationship model to model the multimedia semantics. The proposed semantic entity-relationship model has three nice properties. First, it is able to model multimedia semantics with visual, audio and text properties in a uniform framework. Second, it can be extracted via existing semantic analysis and machine learning algorithms. Third, it is easy to implement sophisticated information mining and visualization algorithms based on the model. Based on this model, we implemented a novel multimedia news exploration and analysis system by integrating visual analytics and information mining techniques. Our system not only provides higher efficiency on news exploration and retrieval but also reveals extra interesting information that is not available on traditional news exploration systems. © 2010 Springer-Verlag Berlin Heidelberg.2009 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected not evaluated reject

8WXFSPST News@hand: A semantic web approach to recommending news Cantador, Iván; Bellogín, Alejandro; Castells, Pablo10.1007/978-3-540-70987-9_34journalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)We present News@hand, a news recommender system which applies semantic-based technologies to describe and relate news contents and user preferences in order to produce enhanced recommendations. The exploitation of conceptual information describing contents and user profiles, along with the capability of inferring knowledge from the semantic relations defined in the ontologies, enabling different content-based collaborative recommendation models, are the key distinctive aspects of the system. The multi-domain portability, the multi-media source applicability, and addressing of some limitations of current recommender systems are the main benefits of our proposed approach. © 2008 Springer-Verlag Berlin Heidelberg.Recommender systems; Ontologies; Personalisation; Semantic web; Group modelling; User modelling2008 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected not evaluated reject proposal paper
DT9SM2MP IoT-based personalized NIE content recommendation system Kim, Yongsung; Jung, Seungwon; Ji, Seonmi; Hwang, Eenjun; Rho, Seungmin10.1007/S11042-018-5610-8/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications Recently, the Internet of Things (IoT) has become a popular topic and a dominant trend in various fields, such as healthcare, agriculture, manufacturing, and transportation. In particular, in the field of education, it has become a popular tool to improve learners' interests and achievements by making them interact with various devices in and out of the classroom. Lessons in newspaper in education (NIE), which uses newspapers as an educational resource, have started to utilize it. For instance, by analyzing the data generated from a learner's device, such as Raspberry Pi, appropriate news and related multimedia data can be provided to the learners as learning materials to support the lesson. However, as news and multimedia data are scattered in a wide variety of forms, it is very difficult to select appropriate ones for the learner. In this paper, we propose a news and related multimedia recommendation scheme based on IoT for supporting NIE lessons. Specifically, news and related multimedia data are collected from the Web, and they are integrated and stored into the server. After that, the learner can easily browse such contents using a mobile device through personalized visualization, which increase the efficiency of NIE lessons. To show the effectiveness of our scheme, we implemented a prototype system and performed various experiments. We present some of the results.Deep learning; Semantic web; Data integration; Internet of things; Multimedia in education; News in education2019 EN yes primary accessible No duplicate / newest versionyes other recommendation yes interconnected evaluated reject learner-customized multimedia recommendation system based on IoT for supporting NIE lessons

HXJQBB8L
Context aware personalized content recommendation using ontology based spreading 
activation Papneja, Sachin; Sharma, Kapil; Khilwani, Nitesh10.1007/S41870-017-0052-5/FULLTEXT.HTMLjournalArticle International Journal of Information Technology (Singapore) With the advent of internet connectivity availability along with the fast pace of latest information available on the web, a lot of information is available for the user. The main challenge associated with a recommendation system is to recommend useful information to the user at right time. This paper proposes a novel context aware personalized content recommendation using ontology based spreading activation algorithm. Ontology concepts are used to describe the things in a particular domain. By analyzing the content items and user ontological profiles, meaningful content items are recommended to the users. The use of ontology allows defining the domain knowledge, whereas the spreading activation algorithm learns user pattern by discovering user behavior. In this paper, we developed a recommendation system which provide content recommendation to user based on user interests which gets changes over the period of time and system learns this using the spreading Activation algorithm.Recommendation system; Ontology; Context aware; DBpedia; Spreading activation2018 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected not evaluated reject recommendation system not evaluated, only some hyperparameters

CY8HT5KN An experimental evaluation of ontology-based user profiles Hopfgartner, Frank; Jose, Joemon M.10.1007/S11042-012-1254-2/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications In recent years, a number of research works have been carried out to improve the information retrieval process by exploiting external knowledge, e.g. by employing ontologies. Even though ontologies seem to be a promising technique to improve the retrieval process, hardly any study has been performed to evaluate the use of ontologies over a longer time period to model user interests. In this work we introduce an ontology based video recommender system that exploits implicit relevance feedback to capture users' evolving information needs. The system exploits a generic ontology to organise users' interests. We evaluate the recommendations by performing a user-centred multiple time-series study where participants were asked to include the system into their daily news gathering routine. The results of this study suggest that the system can be successfully employed to improve personal information seeking tasks in news domain.Multiple time series study; Personalisation; Video retrieval 2014 EN yes primary accessible No duplicate / newest versionyes other recommendation yes interconnected evaluated reject ontology-based video recommender system
7B5DKL7G Semantic user profiling techniques for personalised multimedia recommendation Hopfgartner, Frank; Jose, Joemon M.10.1007/S00530-010-0189-6/FULLTEXT.HTMLjournalArticle Multimedia Systems Due to the explosion of news materials available through broadcast and other channels, there is an increasing need for personalised news video retrieval. In this work, we introduce a semantic-based user modelling technique to capture users' evolving information needs. Our approach exploits implicit user interaction to capture long-term user interests in a profile. The organised interests are used to retrieve and recommend news stories to the users. In this paper, we exploit the Linked Open Data Cloud to identify similar news stories that match the users' interest. We evaluate various recommendation parameters by introducing a simulation-based evaluation scheme. © Springer-Verlag 2010.Evaluation; Long-term user profiling; Multimedia recommendation; Semantic web technologies; User simulation; Video annotation2010 EN yes primary accessible No duplicate / newest versionyes other recommendation yes interconnected evaluated reject news video recommender system
3D2J982I Automatic news recommendations via aggregated profiling Mannens, Erik; Coppens, Sam; De Pessemier, Toon; Dacquin, Hendrik; Van Deursen, Davy; De Sutter, Robbie; Van De Walle, Rik10.1007/S11042-011-0844-8/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications Today, people have only limited, valuable leisure time at their hands which they want to fill in as good as possible according to their own interests, whereas broadcasters want to produce and distribute news items as fast and targeted as possible. These (developing) news stories can be characterised as dynamic, chained, and distributed events in addition to which it is important to aggregate, link, enrich, recommend, and distribute these news event items as targeted as possible to the individual, interested user. In this paper, we show how personalised recommendation and distribution of news events, described using an RDF/OWL representation of the NewsML-G2 standard, can be enabled by automatically categorising and enriching news events metadata via smart indexing and linked open datasets available on the web of data. The recommendations - based on a global, aggregated profile, which also takes into account the (dis)likings of peer friends - are finally fed to the user via a personalised RSS feed. As such, the ultimate goal is to provide an open, user-friendly recommendation platform that harnesses the end-user with a tool to access useful news event information that goes beyond basic information retrieval. At the same time, we provide the (inter)national community with standardised mechanisms to describe/distribute news event and profile information. © 2011 Springer Science+Business Media, LLC.Recommendation; News modelling; Profiling 2013 EN yes primary accessible No duplicate / newest versionyes only news recommendation no evaluated reject
QKARTADS NCR-KG: news community recommendation with knowledge graph Bai, Liting; Liu, Lin; Song, Shengli; Xu, Yueshen10.1007/S42486-019-00020-3/FULLTEXT.HTMLjournalArticle CCF Transactions on Pervasive Computing and Interaction With the pervasiveness of smart equipment and social networking, it has become an urgent task to recommend personalized news to users. For news recommendation, researchers have proposed to finish the news recommendation task based on collaborative filtering algorithms, and also proposed to employ additional information solving high data sparsity problem. A typical method is to use the structure of knowledge graph to represent heterogeneous knowledge. But in existing methods, it is difficult to define the relationship among entities, and can only use the static knowledge without utilization and consideration of the evolution of knowledge graph. To solve these problems, in this paper, we first propose a novel algorithm to efficiently extract the most relevant tags in the news to represent the news. Then we construct the structure of the knowledge graph to represent the personal information and historical click records of a user. Those extracted knowledge is used to build a user profile and further to form a community of users, which can also alleviate the cold start problem. We conducted experiments on a real-world news website, including the labels extraction. We report the experimental results of metrics evaluation and manual evaluation, and the results demonstrate the effectiveness and efficiency of the proposed framework.News recommendation; Knowledge graph; Collaborative filtering; Community generation; Knowledge inference2019 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected not evaluated reject Paper focuses on the design and evaluation of the news tag extraction system, not of the recommender system itself
6H24MNDW TrendsSummary: A platform for retrieving and summarizing trendy multimedia contents Kim, Daehoon; Kim, Daeyong; Jun, Sanghoon; Rho, Seungmin; Hwang, Eenjun10.1007/S11042-013-1547-0/FULLTEXT.HTMLjournalArticle Multimedia Tools and Applications With the flood and popularity of various multimedia contents on the Internet, searching for appropriate contents and representing them effectively has become an essential part for user satisfaction. So far, many contents recommendation systems have been proposed for this purpose. A popular approach is to select hot or popular contents for recommendation using some popularity metric. Recently, various social network services (SNSs) such as Facebook and Twitter have become a widespread social phenomenon owing to the smartphone boom. Considering the popularity and user participation, SNS can be a good source for finding social interests or trends. In this study, we propose a platform called TrendsSummary for retrieving trendy multimedia contents and summarizing them. To identify trendy multimedia contents, we select candidate keywords from raw data collected from Twitter using a syntactic feature-based filtering method. Then, we merge various keyword variants based on several heuristics. Next, we select trend keywords and their related keywords from the merged candidate keywords based on term frequency and expand them semantically by referencing portal sites such as Wikipedia and Google. Based on the expanded trend keywords, we collect four types of relevant multimedia contents—TV programs, videos, news articles, and images—from various websites. The most appropriate media type for the trend keywords is determined based on a naïve Bayes classifier. After classification, appropriate contents are selected from among the contents of the selected media type. Finally, both trend keywords and their related multimedia contents are displayed for effective browsing. We implemented a prototype system and experimentally demonstrated that our scheme provides satisfactory results.Trends; Twitter; Multimedia contents recommendation; Naïve Bayes classifier; Summarization; TreeMap2014 EN yes primary accessible No duplicate / newest versionyes news and other recommendation yes interconnected not evaluated reject Recommender system not evaluated
KW7H8C6H Personalized Financial News Recommendation Algorithm Based on Ontology Ren, Rui; Zhang, Lingling; Cui, Limeng; Deng, Bo; Shi, Yonghttps://doi.org/10.1016/j.procs.2015.07.151journalArticle Procedia Computer Science To deal with the challenge of information overload, in this paper, we propose a financial news recommendation algorithm which help users find the articles that are interesting to read. To settle the ambiguity problem, a new presented OF-IDF method is employed to represent the unstructured text data in the form of key concepts, synonyms and synsets which are all stored in the domain ontology. For users, the recommendation algorithm build the profiles based on their behaviors to detect the genuine interests and predict current interests automatically and in real time by applying the thinking of relevance feedback. Finally, the experiment conducted on a financial news dataset demonstrates that the proposed algorithm significantly outperforms the performance of a traditional recommender.ontology; news recommendation algorithm; OF-IDF; relevence feedback2015 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
WFLM9AZG Social network-based News Recommendation with Knowledge Graph Yang, Jing; Wan, Jing; Wang, Yunxiang; Mao, Yan10.1109/ICIBA50161.2020.9276847conferencePaper 2020 IEEE International Conference on Information Technology,Big Data and Artificial Intelligence (ICIBA)News recommendations aimed at alleviating network information overload. Traditional methods cannot simultaneously consider the representation of entities in the news at the level of knowledge and the influence of social networks on user interest points. The above two factors have a huge correlation with the efficiency of news recommendation. In order to consider these factors, this paper proposes a news recommendation model based on knowledge graph and social network which integrates knowledge graph representation and social networks into news recommendations. The model is a deep recommendation framework based on content and social networks for click-through rate prediction. The model utilizes the knowledge graph for representing entities in the news, quantifies the impact of social networks, and capture the dynamic changes of user interest. It adopts an improved sampling mechanism to quantify the social network structure. It uses a random walk sampling strategy to obtain neighbors in the social network. Moreover, it obtains the neighbor's influence weight on the target from interaction and content. The attention mechanism is used to quantify the effects of browsing records on user interests to capture dynamic changes. Experiments show that our model can effectively improve the effectiveness of news recommendations.Feature extraction; Convolution; News recommendation; Semantics; Knowledge graph; Social network; Knowledge engineering; Blogs; History; Social networking (online)2020 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
HE2S5ZV2 Location-Aware Personalized News Recommendation With Deep Semantic Analysis Chen, Cheng; Meng, Xiangwu; Xu, Zhenghua; Lukasiewicz, Thomas10.1109/ACCESS.2017.2655150journalArticle IEEE Access With the popularity of mobile devices and the quick growth of the mobile Web, users can now browse news wherever they want; so, their news preferences are usually related to their geographical contexts. Consequently, many research efforts have been put on location-aware news recommendation, which recommends to users news happening nearest to them. Nevertheless, in a real-world context, users' news preferences are not only related to their locations, but also strongly related to their personal interests. Therefore, in this paper, we propose a hybrid method called location-aware personalized news recommendation with explicit semantic analysis (LP-ESA), which recommends news using both the users' personal interests and their geographical contexts. However, the Wikipedia-based topic space in LP-ESA suffers from the problems of high dimensionality, sparsity, and redundancy, which greatly degrade the performance of LP-ESA. To address these problems, we further propose a novel method called LP-DSA to exploit recommendation-oriented deep neural networks to extract dense, abstract, low dimensional, and effective feature representations for users, news, and locations. Experimental results show that LP-ESA and LP-DSA both significantly outperform the state-of-the-art baselines. In addition, LP-DSA offers more effective (19.8%-179.6% better) online news recommendation with much lower time cost (25 times quicker) than LP-ESA.Feature extraction; Neural networks; deep neural networks; Internet; Semantics; personalization; Location-aware news recommendation; Context modeling; Electronic publishing; Data analysis; deep semantic analysis2017 EN yes primary accessible No duplicate / newest versionyes only news recommendation no no interconnection evaluated reject

VYAZD3KI
Fine-grained news recommendation by fusing matrix factorization, topic analysis and 
knowledge graph representation Zhang, Kuai; Xin, Xin; Luo, Pei; Guot, Ping10.1109/SMC.2017.8122727conferencePaper 2017 IEEE International Conference on Systems, Man, and Cybernetics (SMC)Most news recommendation methods focus on using textual information of news to solve data sparseness problem of collaborative filtering. While if the text is not informative enough, these methods can't work well. A collaborative model combining matrix factorization, topic analysis and knowledge graph representation is proposed by introducing the knowledge from external knowledge base to alleviate the deficiency of the text. The experiment conducted on real life news dataset shows that the joint model outperforms the state-of-the-art method by 14% in Recall@200 metric, and improves the recommendation performance on sparse items by 20%.Feature extraction; Collaboration; Recommender systems; news recommendation; Semantics; Analytical models; collaborative model; Gaussian distribution; Knowledge based systems; knowledge graph; topic analysis2017 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept

FRNVG32D Magellan: An adaptive ontology driven “breaking financial news” recommender Drury, Brett; Almeida, J J; Morais, M H M conferencePaper 6th Iberian Conference on Information Systems and Technologies (CISTI 2011)News recommendation has become an increasingly popular area of research for both the academic researcher and the commercial practitioner. Recently, a “semantic approach” to news recommendation has become popular. Semantic news recommendation normally relies upon a manually constructed domain Ontology and a user profile. The current semantic news recommenders have their flaws: 1. constructing and maintaining a manual Ontology is a manually intensive and laborious task, 2. user profiles may inhibit the selection of novel, but interesting stories which are atypical of the user's previous selections and 3. the current approach semantic approaches ignores the “importance” of a story to the monitored domain. This paper describes Magellan (Magalhães), a semantic recommendation system which ranks “breaking financial news” by their “importance” to a monitored domain. In addition Magellan uses an automatically constructed and maintained adaptive Ontology which autonomously discovers new relations and entities whist removing outdated or erroneous information. Magellan applies a “temporal confidence” to each relation and once a relation's “temporal confidence” falls below a preassigned constant it is removed. The ranking of stories is with a “weighted term frequency” (WTF) scheme. The domain Ontology is used to identify relevant terms in candidate stories. A term's weight is determined by its: 1. Centrality and 2. Prestige (which incorporates a relation's temporal confidence). An evaluation of Magellan with an inverted index and a semantic news recommender system with a static Ontology demonstrated a clear advantage for Magellan.Ontologies; Semantics; Ontology; News Recommendation; Crawlers; Feeds; HTML; Information Recall; Monitoring; Web pages2011 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
GRFAMM3F Fine-Grained Deep Knowledge-Aware Network for News Recommendation with Self-Attention Gao, Jie; Xin, Xin; Liu, Junshuai; Wang, Rui; Lu, Jing; Li, Biao; Fan, Xin; Guo, Ping10.1109/WI.2018.0-104conferencePaper 2018 IEEE/WIC/ACM International Conference on Web Intelligence (WI) On-line news reading has become the most popular way for user to obtain real-time information. With the millions of news, it is a key challenge to help user find the articles that are interesting to read. Although great achievements have been made, there is little work to focus on combing news language with external knowledge graphs and expanding news text from a word-level. Taking this issue into consideration, we introduce a novel self-attention based mechanism in news recommendation. The key component of our model is multiple self-attention modules: the word-level attention, which takes tags of news, entities in external knowledge graph and entities' contexts as the input to calculate the semantic-level and knowledge-level representation of the news; the item-level attention module, which used to fuse the two-level representation into the same low-dimension and get a overall embedding of user history behavior sequence. Specially, in order to deal with the diversity of user preferences, we use another self-attention module dynamically aggregate user click history and select candidate news. And finally, a multi-head attention module is used to connect history and candidate news and then calculate the click-through-rate(CTR) via a fully connected layer. Through amount of experiments on a real-world online news website, we demonstrate that our model outperforms better results than previous start-of-art recommendation models.Deep learning; Computational modeling; Task analysis; News recommendation; knowledge graph embedding; Semantics; Knowledge engineering; History; deep neural network; Fuses; self-attention model2018 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
UISQTA2Y KGNR: A knowledge-based geographical news recommender Garrido, Angel Luis; Buey, María G; Ilarri, Sergio; Fũrstner, Igor; Szedmina, Livia10.1109/SISY.2015.7325378conferencePaper 2015 IEEE 13th International Symposium on Intelligent Systems and Informatics (SISY)Online news reading services, such as Google News and Yahoo! News, have become very popular since the Internet provides fast access to news articles from various sources around the world. A key issue of these services is to help users to find interesting articles that match their preferences as much as possible. This is the problem of personalized news recommendation. Recently, personalized news recommendation has become a promising research direction and a variety of techniques have been proposed to tackle it, including content-based systems, collaborative filtering systems and hybrid versions of these two. In addition, the widespread use of mobile phones today and the different features that these phones offer users allow the possibility to keep users up to date with the latest news that have taken place in their environment, anywhere and at any time. This paper presents KGNR (Knowledge-based Geographical News Recommender), a new approach to develop a personalized news recommendation system as an application for mobile phones that takes into account the geolocation of the user and uses learned user profiles to generate personalized news recommendations. For this purpose, a content-based recommendation mechanism have been combined with topic-maps and geolocation for modeling the recommendation system.Collaboration; Ontologies; Semantics; Context; Knowledge based systems; Feeds; Geology2015 EN yes primary accessible No duplicate / newest versionyes only news recommendation can't tell can't tell not evaluated reject
TLL3TNBM Ontology-Based Personalised and Context-Aware Recommendations of News Items Cantador, Iván; Bellogín, Alejandro; Castells, Pablo10.1109/WIIAT.2008.204conferencePaper 2008 IEEE/WIC/ACM International Conference on Web Intelligence and Intelligent Agent TechnologyNews@hand is a news recommender system that makes use of semantic technologies to provide several on-line news recommendation services. News contents and user preferences are described in terms of concepts appearing in a set of domain ontologies. Based on the similarities between item descriptions and user profiles, and the se-mantic relations between concepts, content-based and collaborative recommendation models are supported by the system. In this paper, we evaluate a model that personalizes the order in which news articles are shown to the user according to his long-term interest profile, and other model that reorders the news items lists taking into account the current semantic context of interest of the user. The combination of those models is investigated showing significant improvements on the experimental tasks performed.Collaboration; recommender systems; Recommender systems; Ontologies; ontology; semantic web; user modelling; Context modeling; context; Context-aware services; Control systems; Hurricanes; Intelligent agent; Proposals; Vocabulary2008 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept

8QCBRBJH
Handling skewed results in news recommendations by focused analysis of semantic user 
profiles Agarwal, Shikha; Singhal, Archana10.1109/ICROIT.2014.6798295conferencePaper 2014 International Conference on Reliability Optimization and Information Technology (ICROIT)To provide personalized services of digital product NEWS, complete understanding of user profile is very essential and crucial. It is observed that user interest in online news reading is very dynamic so we are making two profiles of each user: one for short term (dynamic) interests and one for long term (static) interests. We have designed an online news portal which prioritizes the preferred news topics based on the focused and deep analysis of registered user's profiles, made semantically based on our designed domain ontology.Ontologies; Personalization; Ontology; Information filtering; User profile; Buildings; Education; Entertainment industry; Focussed Analysis; Google; IPTC; RSS news feeds; Time-frequency analysis2014 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept

S5J9F9YN Personalized News Filtering and Summarization on the Web Wu, Xindong; Xie, Fei; Wu, Gongqing; Ding, Wei10.1109/ICTAI.2011.68conferencePaper 2011 IEEE 23rd International Conference on Tools with Artificial Intelligence Information on the World Wide Web is congested with large amounts of news contents. Recommendation, filtering, and summarization of Web news have received much attention in Web intelligence, aiming to find interesting news and summarize concise content for users. In this paper, we present our research on developing the Personalized News Filtering and Summarization system (PNFS). An embedded learning component of PNFS induces a user interest model and recommends personalized news. A keyword knowledge base is maintained and provides a real-time update to reflect the general Web news topic information and the user's interest preferences. The non-news content irrelevant to the news Web page is filtered out. Keywords that capture the main topic of the news are extracted using lexical chains to represent semantic relations between words. An Example run of our PNFS system demonstrates the superiority of this Web intelligence system.Feature extraction; Data mining; Semantics; Web pages; Information filters; Personalized News; Web News Filtering; Web News Summarization2011 EN yes primary accessible No duplicate / newest versionyes only news recommendation no evaluated reject
XEJEFN3R Analyze and Recommend News Comments in E-Government Xie, Hongwei; Yan, Xiangyu; Sun, Jingyu; Yu, Xueli10.1109/ICEE.2010.122conferencePaper 2010 International Conference on E-Business and E-Government With the development of Internet, more and more public users prefer to present their viewpoints of government policies. They often comment on some emergencies through news, blogs and so on. Their opinions influence decision makers of government to make right decisions. However, large numbers of news and related comments are produced when an emergency occurs and officers are very difficult to read and analyze all of them in seconds. Specially, comments usually are short texts and common clustering technologies are not suited to analyze them. In this paper, we firstly propose a framework based on semantic web technologies to recommend news and related comments in order to aid different officers to get their interesting news rapidly. Then, a new short text clustering method is discussed to analyze related comments. Finally, a news recommender system based on above approaches is introduced.Recommender systems; Ontologies; Semantics; Semantic Web; recommender system; semantic web; e-government; Electronic government; short text clustering; Software2010 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected not evaluated reject
V8DELEX5 Content based News Recommendation via Shortest Entity Distance over Knowledge Graphs Joseph, Kevin; Jiang, Hui 10.1145/3308560.3317703conferencePaper Companion of The 2019 World Wide Web Conference, WWW 2019, San Francisco, CA, USA, May 13-17, 2019Content-based news recommendation systems need to recommend news articles based on the topics and content of articles without using user specific information. Many news articles describe the occurrence of specific events and named entities including people, places or objects. In this paper, we propose a graph traversal algorithm as well as a novel weighting scheme for cold-start content based news recommendation utilizing these named entities. Seeking to create a higher degree of user-specific relevance, our algorithm computes the shortest distance between named entities, across news articles, over a large knowledge graph. Moreover, we have created a new human annotated data set for evaluating content based news recommendation systems. Experimental results show our method is suitable to tackle the hard coldstart problem and it produces stronger Pearson correlation to human similarity scores than other cold-start methods. Our method is also complementary and a combination with the conventional cold-start recommendation methods may yield significant performance gains. The dataset, CNRec, is available at: https://github.com/kevinj22/CNRec2019 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
FFE986AS Ontology-based news recommendation IJntema, Wouter; Goossen, Frank; Frasincar, Flavius; Hogenboom, Frederik10.1145/1754239.1754257conferencePaper Proceedings of the 2010 EDBT/ICDT Workshops, Lausanne, Switzerland, March 22-26, 2010Recommending news items is traditionally done by termbased algorithms like TF IDF. This paper concentrates on the benefits of recommending news items using a domain ontology instead of using a term-based approach. For this purpose, we propose Athena, which is an extension to the existing Hermes framework. Athena employs a user profile to store terms or concepts found in news items browsed by the user. Based on this information, the framework uses a traditional method based on TF-IDF, and several ontologybased methods to recommend new articles to the user. The paper concludes with the evaluation of the different methods, which shows that the new ontology-based method that we propose in this paper performs better (w.r.t. accuracy, precision, and recall) than the traditional method and, with the exception of one measure (recall), also better than the other considered ontology-based approaches.2010 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
GIT5DTI2 News Recommendation with Topic-Enriched Knowledge Graphs Lee, Dongho; Oh, Byungkook; Seo, Seungmin; Lee, Kyong-Ho10.1145/3340531.3411932conferencePaper CIKM '20: The 29th ACM International Conference on Information and Knowledge Management, Virtual Event, Ireland, October 19-23, 2020News recommendation systems’ purpose is to tackle the immense amount of news and offer personalized recommendations to users. A major issue in news recommendation is to capture the precise news representations for the efficacy of recommended items. Commonly, news contents are filled with well-known entities of different types. However, existing recommendation systems overlook exploiting external knowledge about entities and topical relatedness among the news. To cope with the above problem, in this paper, we propose Topic-Enriched Knowledge Graph Recommendation System(TEKGR). Three encoders in TEKGR handle news titles in two perspectives to obtain news representation embedding: (1) to extract meaning of news words without considering latent knowledge features in the news and (2) to extract semantic knowledge of news through topic information and contextual information from a knowledge graph. After obtaining news representation vectors, an attention network compares clicked news to the candidate news in order to get the user’s final embedding. Our TEKGR model is superior to existing news recommendation methods by manipulating topical relations among entities and contextual features of entities. Experimental results on two public datasets show that our approach outperforms state-of-the-art deep recommendation approaches.2020 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
WYEMZZKB Bing-SF-IDF+: a hybrid semantics-driven news recommender Capelle, Michel; Moerland, Marnix; Hogenboom, Frederik; Frasincar, Flavius; Vandic, Damir10.1145/2695664.2695700conferencePaper Proceedings of the 30th Annual ACM Symposium on Applied Computing, Salamanca, Spain, April 13-17, 2015Content-based news recommendation is traditionally performed using the cosine similarity and the TF-IDF weighting scheme for terms occurring in news messages and user profiles. Semantics-driven variants such as SF-IDF additionally take into account term meaning by exploiting synsets from semantic lexicons. However, they ignore the various semantic relationships between synsets, providing only for a limited understanding of news semantics. Moreover, semanticsbased weighting techniques are not able to handle – often crucial – named entities, which are often not present in semantic lexicons. Hence, we extend SF-IDF by also considering the synset semantic relationships, and by employing named entity similarities using Bing page counts. Our proposed method, Bing-SF-IDF+, outperforms TF-IDF and SF-IDF in terms of F1-scores and kappa statistics based on a news data set.2015 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
DX95MNT5 News Recommendation Using Semantics with the Bing-SF-IDF Approach Hogenboom, Frederik; Capelle, Michel; Moerland, Marnix10.1007/978-3-319-14139-8_18conferencePaper Advances in Conceptual Modeling - ER 2013 Workshops, LSAWM, MoBiD, RIGiM, SeCoGIS, WISM, DaSeM, SCME, and PhD Symposium, Hong Kong, China, November 11-13, 2013, Revised Selected PapersTraditionally, content-based news recommendation is performed by means of the cosine similarity and the TF-IDF weighting scheme for terms occurring in news messages and user profiles. Semanticsdriven variants like SF-IDF additionally take into account term meaning by exploiting synsets from semantic lexicons. However, semantics-based weighting techniques are not able to handle – often crucial – named entities, which are often not present in semantic lexicons. Hence, we extend SF-IDF by also employing named entity similarities using Bing page counts. Our proposed method, Bing-SF-IDF, outperforms TF-IDF and its semantics-driven variants in terms of F1-scores and kappa statistics.2013 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
89ZWFD3D Semantic news recommendation using wordnet and bing similarities Capelle, Michel; Hogenboom, Frederik; Hogenboom, Alexander; Frasincar, Flavius10.1145/2480362.2480426conferencePaper Proceedings of the 28th Annual ACM Symposium on Applied Computing, SAC '13, Coimbra, Portugal, March 18-22, 2013While traditionally content-based news recommendation was performed using the word vector space model, more recent approaches also take into account semantics, often through the use of semantic lexicons. However, named entities are rarely taken into account, as they are often absent in such lexicons. Nevertheless, they can play a crucial role in determining user interest for specific news articles. Therefore, in this work, we extend the state-of-the-art semantic lexicondriven Semantic Similarity (SS) recommendation method by additionally considering named entities. First, as in SS, we calculate similarities between WordNet synonym sets in unread news items and synonym sets in read news items (stored in user profiles). Then, we use the page counts of named entities that are retrieved from the Bing Web search engine to compute named entity similarities between unread and read news items. Results show that our recommendation method, BingSS, outperforms SS in terms of F1, precision, accuracy, and specificity.2013 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
4RMSWG4T A location-based news article recommendation with explicit localized semantic analysis Son, Jeong Woo; Kim, A.-Yeong; Park, Seong-Bae10.1145/2484028.2484064conferencePaper The 36th International ACM SIGIR conference on research and development in Information Retrieval, SIGIR '13, Dublin, Ireland - July 28 - August 01, 2013The interest of users in handheld devices is strongly related to their location. Therefore, the user location is important, as a user context, for news article recommendation in a mobile environment. This paper proposes a novel news article recommendation that reflects the geographical context of the user. For this purpose, we propose the Explicit Localized Semantic Analysis (ELSA), an ESA-based topical representation of documents. Every location has its own geographical topics, which can be captured from the geo-tagged documents related to the location. Thus, not only news articles but locations are also  represented as topic vectors. The main advantage of ELSA is that it stresses only the topics that are relevant to a given location, whereas all topics are equally important in ESA. As a result, geographical topics have different importance according to the user location in ELSA, even if they come from the same article. Another advantage of ELSA is that it allows a simple comparison of the user location and news articles, because it projects both locations and articles onto an identical space composed of Wikipedia topics. In the evaluation of ELSA with the New York Times corpus, it outperformed two simple baselines of Bag-Of-Words and LDA as well as two ESA-based methods. Rt10 of ELSA was improved up to 46.25% over other methods, and its NDCG@k was always higher than those of the others regardless of k.2013 EN yes primary accessible No duplicate / newest versionyes only news recommendation no no interconnection evaluated reject
UIGHX7M2 Semantics-based news recommendation with SF-IDF+ Moerland, Marnix; Hogenboom, Frederik; Capelle, Michel; Frasincar, Flavius10.1145/2479787.2479795conferencePaper 3rd International Conference on Web Intelligence, Mining and Semantics, WIMS '13, Madrid, Spain, June 12-14, 2013Content-based news recommendations are usually made by employing the cosine similarity and the TF-IDF weighting scheme for terms occurring in news messages and user profiles. Recent developments, such as SF-IDF, have elevated news recommendation to a new level of abstraction by additionally taking into account term meaning through the exploitation of synsets from semantic lexicons and the cosine similarity. Other state-of-the-art semantic recommenders, like SS, make use of semantic lexicon-driven similarities. A shortcoming of current semantic recommenders is that they do not take into account the various semantic relationships between synsets, providing only for a limited understanding of news semantics. Therefore, we extend the SF-IDF weighting technique by additionally considering the synset semantic relationships from a semantic lexicon. The proposed recommendation method, SF-IDF+, as well as SFIDF and several semantic similarity lexicon-driven methods have been implemented in Ceryx, an extension to the Hermes news personalization service. An evaluation on a data set containing financial news messages shows that overall (by accounting for all considered cut-off values) SF-IDF+ outperforms TF-IDF, SS, and SF-IDF in terms of F1-scores.2013 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
JRMBJXNV Semantics-based news recommendation Capelle, Michel; Frasincar, Flavius; Moerland, Marnix; Hogenboom, Frederik10.1145/2254129.2254163conferencePaper 2nd International Conference on Web Intelligence, Mining and Semantics, WIMS '12, Craiova, Romania, June 6-8, 2012News item recommendation is commonly performed using the TF-IDF weighting technique in combination with the cosine similarity measure. However, this technique does not take into account the actual meaning of words. Therefore, we propose two new methods based on concepts and their semantic similarities, from which we derive the similarities between news items. Our first method, Synset Frequency – Inverse Document Frequency (SF-IDF), is similar to TFIDF, yet it does not use terms, but WordNet synonym sets. Additionally, our second method, Semantic Similarity (SS), makes use of five semantic similarity measures to compute the similarity between news items for news recommendation. Test results show that SF-IDF and SS outperform the TFIDF method on the F1-measure.2012 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
D72BMTP6 News personalization using the CF-IDF semantic recommender Goossen, Frank; IJntema, Wouter; Frasincar, Flavius; Hogenboom, Frederik; Kaymak, Uzay10.1145/1988688.1988701conferencePaper Proceedings of the International Conference on Web Intelligence, Mining and Semantics, WIMS 2011, Sogndal, Norway, May 25 - 27, 2011When recommending news items, most of the traditional algorithms are based on TF-IDF, i.e., a term-based weighting method which is mostly used in information retrieval and text mining. However, many new technologies have been made available since the introduction of TF-IDF. This paper proposes a new method for recommending news items based on TF-IDF and a domain ontology. It is demonstrated that adapting TF-IDF with the semantics of a domain ontology, resulting in Concept Frequency - Inverse Document Frequency (CF-IDF), yields better results than using the original TF-IDF method. CF-IDF is built and tested in Athena, a recommender extension to the Hermes news personalization framework. Athena employs a user profile to store concepts or terms found in news items browsed by the user. The framework recommends new articles to the user using a traditional TF-IDF recommender and the CFIDF recommender. A statistical evaluation of both methods shows that the use of an ontology significantly improves the performance of a traditional recommender.2011 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
NNDEMIXH Exploring High-Order User Preference on the Knowledge Graph for Recommender Systems Wang, Hongwei; Zhang, Fuzheng; Wang, Jialin; Zhao, Miao; Li, Wenjie; Xie, Xing; Guo, Minyi10.1145/3312738journalArticle ACM Trans. Inf. Syst. To address the sparsity and cold-start problem of collaborative filtering, researchers usually make use of side information, such as social networks or item attributes, to improve the performance of recommendation. In this article, we consider the knowledge graph (KG) as the source of side information. To address the limitations of existing embedding-based and path-based methods for KG-aware recommendation, we propose RippleNet, an end-to-end framework that naturally incorporates the KG into recommender systems. RippleNet has two versions: (1) The outward propagation version, which is analogous to the actual ripples on water, stimulates the propagation of user preferences over the set of knowledge entities by automatically and iteratively extending a user's potential interests along links in the KG. The multiple “ripples” activated by a user's historically clicked items are thus superposed to form the preference distribution of the user with respect to a candidate item. (2) The inward aggregation version aggregates and incorporates the neighborhood information biasedly when computing the representation of a given entity. The neighborhood can be extended to multiple hops away to model high-order proximity and capture users' long-distance interests. In addition, we intuitively demonstrate how a KG assists with recommender systems in RippleNet, and we also find that RippleNet provides a new perspective of explainability for the recommended results in terms of the KG. Through extensive experiments on real-world datasets, we demonstrate that both versions of RippleNet achieve substantial gains in a variety of scenarios, including movie, book, and news recommendations, over several state-of-the-art baselines.Recommender systems; knowledge graph; inward aggregation; outward propagation2019 EN yes primary accessible No duplicate / newest versionyes news and other recommendation yes interconnected evaluated accept
ZA7DDU6M A Semantic Web-Based Approach for Personalizing News Schouten, Kim; Ruijgrok, Philip; Borsje, Jethro; Frasincar, Flavius; Levering, Leonard; Hogenboom, Frederik10.1145/1774088.1774264conferencePaper Proceedings of the 2010 ACM Symposium on Applied Computing Hermes is an ontology-based framework for building news personalization services. This framework consists of a news classification phase, which classifies the news, a knowledge base updating phase, which keeps the knowledge base up-to-date, a news querying phase, allowing the user to search the news for concepts of interest, and a results presentation phase, showing the returned news items. The focus of this paper is on how to keep the knowledge base up-to-date. For this purpose, we elaborate on the updating phase that searches for key events in the news. Using rules based on patterns and actions, these events can be extracted and the knowledge base is updated. This is a semi-automatic process since user validation is required before updating the knowledge base.ontology; news personalization; semantic web 2010 EN yes primary accessible No duplicate / newest versionno yes can't tell reject paper focused on updating the KB
PRARHWZ7 Hermes: A Semantic Web-Based News Decision Support System Borsje, Jethro; Levering, Leonard; Frasincar, Flavius10.1145/1363686.1364258conferencePaper Proceedings of the 2008 ACM Symposium on Applied Computing The emergence of the Web has made more and more news items available, however only a small subset of these news items are relevant in a decision making process. Therefore decision makers need an information system that is capable of extracting a set of relevant news items automatically. This paper proposes a framework that provides decision makers with the ability to extract a set of news items related to specific concepts of interest. This is accomplished by creating a knowledge base and developing a system that classifies news with respect to the knowledge base.ontology; semantic web; decision support systems 2008 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected not evaluated reject

FKAEVUCZ
RippleNet: Propagating User Preferences on the Knowledge Graph for Recommender 
Systems Wang, Hongwei; Zhang, Fuzheng; Wang, Jialin; Zhao, Miao; Li, Wenjie; Xie, Xing; Guo, Minyi10.1145/3269206.3271739conferencePaper Proceedings of the 27th ACM International Conference on Information and Knowledge ManagementTo address the sparsity and cold start problem of collaborative filtering, researchers usually make use of side information, such as social networks or item attributes, to improve recommendation performance. This paper considers the knowledge graph as the source of side information. To address the limitations of existing embedding-based and path-based methods for knowledge-graph-aware recommendation, we propose RippleNet, an end-to-end framework that naturally incorporates the knowledge graph into recommender systems. Similar to actual ripples propagating on the water, RippleNet stimulates the propagation of user preferences over the set of knowledge entities by automatically and iteratively extending a user's potential interests along links in the knowledge graph. The multiple "ripples" activated by a user's historically clicked items are thus superposed to form the preference distribution of the user with respect to a candidate item, which could be used for predicting the final clicking probability. Through extensive experiments on real-world datasets, we demonstrate that RippleNet achieves substantial gains in a variety of scenarios, including movie, book and news recommendation, over several state-of-the-art baselines.recommender systems; knowledge graph; preference propagation 2018 EN yes primary accessible No duplicate / newest versionyes news and other recommendation yes interconnected evaluated accept

ATIJFU46 Multi-Task Feature Learning for Knowledge Graph Enhanced Recommendation Wang, Hongwei; Zhang, Fuzheng; Zhao, Miao; Li, Wenjie; Xie, Xing; Guo, Minyi10.1145/3308558.3313411conferencePaper The World Wide Web Conference Collaborative filtering often suffers from sparsity and cold start problems in real recommendation scenarios, therefore, researchers and engineers usually use side information to address the issues and improve the performance of recommender systems. In this paper, we consider knowledge graphs as the source of side information. We propose MKR, a Multi-task feature learning approach for Knowledge graph enhanced Recommendation. MKR is a deep end-to-end framework that utilizes knowledge graph embedding task to assist recommendation task. The two tasks are associated by crosscompress units, which automatically share latent features and learn high-order interactions between items in recommender systems and entities in the knowledge graph. We prove that crosscompress units have sufficient capability of polynomial approximation, and show that MKR is a generalized framework over several representative methods of recommender systems and multi-task learning. Through extensive experiments on real-world datasets, we demonstrate that MKR achieves substantial gains in movie, book, music, and news recommendation, over state-of-the-art baselines. MKR is also shown to be able to maintain satisfactory performance even if user-item interactions are sparse.Recommender systems; Knowledge graph; Multi-task learning 2019 EN yes primary accessible No duplicate / newest versionyes news and other recommendation yes interconnected evaluated accept
FDIMS32U KRED: Knowledge-Aware Document Representation for News Recommendations Liu, Danyang; Lian, Jianxun; Wang, Shiyin; Qiao, Ying; Chen, Jiun-Hung; Sun, Guangzhong; Xie, Xing10.1145/3383313.3412237conferencePaper Fourteenth ACM Conference on Recommender Systems News articles usually contain knowledge entities such as celebrities or organizations. Important entities in articles carry key messages and help to understand the content in a more direct way. An industrial news recommender system contains various key applications, such as personalized recommendation, item-to-item recommendation, news category classification, news popularity prediction and local news detection. We find that incorporating knowledge entities for better document understanding benefits these applications consistently. However, existing document understanding models either represent news articles without considering knowledge entities (e.g., BERT) or rely on a specific type of text encoding model (e.g., DKN) so that the generalization ability and efficiency is compromised. In this paper, we propose KRED, which is a fast and effective model to enhance arbitrary document representation with a knowledge graph. KRED first enriches entities' embeddings by attentively aggregating information from their neighborhood in the knowledge graph. Then a context embedding layer is applied to annotate the dynamic context of different entities such as frequency, category and position. Finally, an information distillation layer aggregates the entity embeddings under the guidance of the original document representation and transforms the document vector into a new one. We advocate to optimize the model with a multi-task framework, so that different news recommendation applications can be united and useful information can be shared across different tasks. Experiments on a real-world Microsoft News dataset demonstrate that KRED greatly benefits a variety of news recommendation applications.knowledge graphs; knowledge-aware document representation; news recommender systems2020 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
353QQG4I Graph Based Techniques for User Personalization of News Streams Kumar, Saurabh; Kulkarni, Mayank10.1145/2522548.2523129conferencePaper Proceedings of the 6th ACM India Computing Convention In this paper, we address the problem of user personalization and recommendation of news streams. This involves 'learning' from past user behaviour, such as the articles she read or did not read and accurately predicting new articles which she would be most likely to read. Our contribution in this paper is the development of a new algorithm for news personalization using an adaptation of the classical nearest neighbour algorithm coupled with a knowledge graph which we create. This algorithm provides a powerful tool for user behaviour analysis as we demonstrate in subsequent sections. Using implicit user data like the articles that were read as well as the articles that weren't along with their position and distance in the graph, we rank new articles on the basis of the predicted interest of the user in the content of that article.user personalization; user recommendation 2013 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
R8W5UJ2S DKN: Deep Knowledge-Aware Network for News Recommendation Wang, Hongwei; Zhang, Fuzheng; Xie, Xing; Guo, Minyi10.1145/3178876.3186175conferencePaper Proceedings of the 2018 World Wide Web Conference Online news recommender systems aim to address the information explosion of news and make personalized recommendation for users. In general, news language is highly condensed, full of knowledge entities and common sense. However, existing methods are unaware of such external knowledge and cannot fully discover latent knowledge-level connections among news. The recommended results for a user are consequently limited to simple patterns and cannot be extended reasonably. To solve the above problem, in this paper, we propose a deep knowledge-aware network (DKN) that incorporates knowledge graph representation into news recommendation. DKN is a content-based deep recommendation framework for click-through rate prediction. The key component of DKN is a multi-channel and word-entity-aligned knowledge-aware convolutional neural network (KCNN) that fuses semantic-level and knowledge-level representations of news. KCNN treats words and entities as multiple channels, and explicitly keeps their alignment relationship during convolution. In addition, to address users» diverse interests, we also design an attention module in DKN to dynamically aggregate a user»s history with respect to current candidate news. Through extensive experiments on a real online news platform, we demonstrate that DKN achieves substantial gains over state-of-the-art deep recommendation models. We also validate the efficacy of the usage of knowledge in DKN.deep neural networks; news recommendation; attention model; knowledge graph representation2018 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
QH3NDDFS Relating RSS News/Items Getahun, Fekade; Tekli, Joe; Chbeir, Richard; Viviani, Marco; Yetongnon, KokoubookSection Web Engineering Merging related RSS news (coming from one or different sources) is beneficial for end-users with different backgrounds (journalists, economists, etc.), particularly those accessing similar information. In this paper, we provide a practical approach to both: measure the relatedness, and identify relationships between RSS elements. Our approach is based on the concepts of semantic neighborhood and vector space model, and considers the content and structure of RSS news items.2009 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
7A8ACTXL Semantic-based recommendation method for sport news aggregation system Nguyen, Quang Minh; Nguyen, Thanh Tam; Cao, Tuan Dung10.1007/978-3-319-49944-4_3/FULLTEXT.HTMLjournalArticle Lecture Notes in Business Information Processing News on the Internet today plays an important role in helping people access daily information around the world. News aggregators are websites that collect and provide content from different sources in one location for easy viewing. However, the increasing number of news on the Internet makes it difficult for readers when they desire to access news they are concerned. One solution to this issue is based on employing recommender systems. In this research, we propose a novel method for news recommendation based on a combination of semantic similarity with content similarity between news and implement it as a feature of semantic-based news aggregators BKSport. Experimental results have shown that, a combination of both kind of similarity measures will result in better recommendation than when using either measure separately.2016 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept

67GZKNAL
Large-Scale Real-Time News Recommendation Based on Semantic Data Analysis and 
Users' Implicit andÂ Explicit Behaviors Ficel, Hemza; Haddad, Mohamed Ramzi; Baazaoui Zghal, Hajer10.1007/978-3-319-98398-1_17/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)Online news portals constantly produce a huge amount of content about different events and topics. In such data streams scenarios, delivering relevant recommendations that best suit each user's interests is a challenging task. Indeed, tight-time constraints and highly dynamic conditions in these environments make traditional batch recommendation approaches ineffective. In this paper, we present a scalable news recommendation system that takes into account data semantics, trending topics, users' behaviors and the usage context in order to (1) model news articles, (2) infer users' preferences and (3) provide real-time suggestions. In fact, our proposal is based on the semantic analysis of news articles' content in order to extract relevant keywords and referenced named entities. This information is then used to model users' interests by analyzing their attitudes while interacting with the available content. Moreover, our proposition accounts for the temporal variance of a news article's utility by considering its freshness, popularity and attractiveness. To prove our proposition's quality, scalability and efficiency in real-time data streaming environments, it was evaluated during the CLEF-NEWSREEL challenge connecting recommender systems to an active large-scale news delivery platform. Experiment results show that our system produces high quality and reliable performances in such dynamic environments.News recommendation; Semantic analysis; Stream-based recommendation; Temporal recommender; Trends2018 EN yes primary accessible No duplicate / newest versionyes only news recommendation no evaluated reject

ZLUKZD44 Bing-CSF-IDF+: A Semantics-Driven Recommender System for News van Huijsduijnen, Lies Hooft; Hoogmoed, Thom; Keulers, Geertje; Langendoen, Edmar; Langendoen, Sanne; Vos, Tim; Hogenboom, Frederik; Frasincar, Flavius; Robal, Tarmo10.1007/978-3-030-54623-6_13/FULLTEXT.HTMLjournalArticle Communications in Computer and Information Science This work proposes the Bing-CSF-IDF+ recommender – a content-based recommender that makes use of semantic relationships, and combines the best features of our earlier introduced Bing-SF-IDF+ and CF-IDF+ systems. First, we make use of concepts and concept relationships from a domain ontology. Next, Bing-CSF-IDF+ employs the synsets and synset relationships from a semantic lexicon that have not been previously captured by the domain ontology. Last, named entities and their frequencies as provided by Bing – not present in the semantic lexicon and domain ontology – are utilized. Our experiments show that Bing-CSF-IDF+ significantly outperforms Bing-SF-IDF+ and CF-IDF+ on scores and Kappa statistics based on a news data set.2020 EN yes primary accessible No duplicate / newest versionyes only news recommendation yes interconnected evaluated accept
LUGDBFZJ Location-aware news recommendation using deep localized semantic analysis Chen, Cheng; Lukasiewicz, Thomas; Meng, Xiangwu; Xu, Zhenghua10.1007/978-3-319-55753-3_32/FULLTEXT.HTMLjournalArticle Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)With the popularity of mobile devices and the quick growth of the mobile Web, users can now browse news wherever they want, so their news preferences are usually strongly correlated with their geographical contexts. Consequently, many research efforts have been put on location-aware news recommendation; the explored approaches can mainly be divided into physical distance-based and geographical topicbased ones. As for geographical topic-based location-aware news recommendation, ELSA is the state-of-the-art geographical topic model: it has been reported to outperform many other topic models, e.g., BOW, LDA, and ESA. However, the Wikipedia-based topic space in ELSA suffers from the problems of high dimensionality, sparsity, and redundancy, which greatly degrade the recommendation performance of ELSA. Therefore, to overcome these problems, in this work, we propose three novel geographical topic feature models, CLSA, ALSA, and DLSA, which integrate clustering, autoencoders, and recommendation-oriented deep neural networks, respectively, with ELSA to extract dense, abstract, low dimensional, and effective topic features from the Wikipedia-based topic space for the representation of news and locations. Experimental results show that (i) CLSA, ALSA, and DLSA all greatly outperform the stateof-the-art geographical topic model, ELSA, in location-aware news recommendation in terms of both the recommendation effectiveness and efficiency; (ii) Deep Localized Semantic Analysis (DLSA) achieves the most significant improvements: its precision, recall, MRR, and MAP are all about 3 times better than those of ELSA; while its recommendation time-cost is only about 1/29 of that of ELSA; and (iii) DLSA, ALSA, and CLSA can also remedy the “cold-start” problem by uncovering users' latent news preferences at new locations.Autoencoders; Deep neural networks; Explicit semantic analysis; Location-aware news recommendation2017 EN yes primary accessible No duplicate / newest versionyes only news recommendation no no interconnection evaluated reject
HZFWHDP6 Semantics-Enabled User Interest Detection from Twitter Zarrinkalam, Fattane; Fani, Hossein; Bagheri, Ebrahim; Kahani, Mohsen; Du, Weichang10.1109/WI-IAT.2015.182conferencePaper 2015 IEEE/WIC/ACM International Conference on Web Intelligence and Intelligent Agent Technology (WI-IAT)Social networks enable users to freely communicate with each other and share their recent news, ongoing activities or views about different topics. As a result, user interest detection from social networks has been the subject of increasing attention. Some recent works have proposed to enrich social posts by annotating them with unambiguous relevant ontological concepts extracted from external knowledge bases and model user interests as a bag of concepts. However, in the bag of concepts approach, each topic of interest is represented as an individual concept that is already predefined in the knowledge base. Therefore, it is not possible to infer fine-grained topics of interest, which are only expressible through a collection of multiple concepts or emerging topics, which are not yet defined in the knowledge base. To address these issues, we view each topic of interest as a conjunction of several concepts, which are temporally correlated on Twitter. Based on this, we extract active topics within a given time interval and determine a users inclination towards these active topics. We demonstrate the effectiveness of our approach in the context of a personalized news recommendation system. We show through extensive experimentation that our work is able to improve the state of the art.Feature extraction; Semantics; Semantic Web; Twitter; Electronic publishing; Encyclopedias; Semantic Annotation; Social Network Analysis; User Interest Detection2015 EN yes primary accessible No duplicate / newest versionno can't tell can't tell evaluated reject focus of the paper is not on news recommnder systems, the one used during the experiments is not proposed by the authors
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