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Background : Adiabatic Quantum Computing

1. An initial Hamiltonian HI chosen so that the ground state of the system is easy to find.

2. A final (also called problem) Hamiltonian HF that encodes the objective function so that the ground state is 
an eigenstate of HF having minimum eigenvalue. That is, a ground state of the quantum register 
corresponds to an optimal solution to P .

3. An adiabatic evolution path, a function s(t)  that decreases from 1 to 0 as t goes from 0 to tf, for some elapsed 
time tf .

4. In principle if the evolution is slow enough, we are able to find a solution to any problem if we can encode its 
solution in the ground state of Hc.
 

 

 

 

 

     

 



     

Assume that Hs has a nondegenerate ground state throughout time s. Let ρ  denote the spectral gap, the (positive) difference between 
the eigenvalues of the ground state and of the first excited state, at any time s. Let ρm  be the minimum spectral gap, then the time for 
the whole process

 



Quadratic Unconstrained Binary Optimization (QUBO)

The QUBO Objective function is as follows : 

Ising Objective Function

One popular method of encoding an optimization problem to be solved using QAOA, is to first 
formulate the problem as an Ising Objective function :



Quantum Approximate Optimization Algorithm
For us to to conveniently work using QAOA we need to map the Ising objective function 
to the qubits for which we use the Quantum Ising Hamiltonian which serves as the 
objective function of the QAOA algorithm.

The other type of Hamiltonian in the QAOA process is a summation of individual Pauli X operators for 
each qubit involved in the process, which intuitively represents a transverse field in the Ising model:



In QAOA, the qubits are initially put in a uniform superposition over the computational 
basis states using the Hadamard gate.

Next we apply the Hamiltonian pair C and B, p number of times which are governed by 
the parameters λ and β where γl∈[0,2π] and βl∈[0,π]. Taking the initial state as a uniform 
superposition state, the state after p steps come out to be:

|γ,β> = U(B,β)U(C,γ)p……U(B,β)U(C,γ)₂U(B,β)U(C,γ)₁|ψ> ,

where the unitary operators U(B,β) and U(C,γ) evolve the state with the Hamiltonian H_B 
and H_C over time β and γ. 

                                               



The expectation value of the objective Hamiltonian with respect to the state as 
|γ,β> is given as : 

We use classical optimization algorithms to optimize the parameters β and γ 
of length p taking the expectation value as the cost function for the minimization.

As long as the depth of the circuit p << n where n is the number of the qubits 
involved , we are efficiently able to sample the best solution of the ground state.



QAOA for solving linear equations with binary 
solutions
Let’s say we have a linear equation : Ax = b and we want to solve for x, where 
A∈Rm×n , x∈ {0,1}n and b∈Rm with m > n.

We use the binary linear least squares problem to get the optimum value of x.

The motivation behind choosing the BLLS problem to be applied to QAOA is twofold: firstly, its an NP-Hard problem 
that makes it a suitable candidate for QAOA. Secondly,it can act as a building block for other hard problems in linear 
algebra, such as the Non-negative Binary Matrix Factorization



.



QUBO formulation for the Binary Linear Least Squares problem : 

For us to work with QAOA we need to convert it into Ising Formulation : 

The objective Hamiltonian in the form of ising Hamiltonian function comes out 
to : 



We create Unitary operators which act as gate for the gate model out of both the 
objective Hamiltonian C and the mixer hamiltonian B which is only possible because of 
the commutation of the individual components in both the Hamiltonians.

These are time evolution operators which get their origin from the Schrodinger 
Equation. To understand these better kindly visit the given article on Blueqat Blog.

https://medium.com/mdr-inc/time-evolution-operators-be2968493b86

https://medium.com/mdr-inc/time-evolution-operators-be2968493b86


The unitary gates formed out of the objective Hamiltonian C and the mixer Hamiltonian 
B have Pauli X and Pauli Z components, thus we can write them as rotation operators 
about the Pauli gates.

The two qubit interaction ZZ gate can be implemented in the following form.



Thus the ansatz for the QAOA problem comes out to be U_C and U_B which helps us 
span across the entire Bloch Sphere.

Finally we find the expectation value of the objective Ising Hamiltonian of the Binary 
Linear Least Square about the newly created states using the above ansatz which is 
done on the quantum computer.

On the classical computer we optimize the angles λ and β using any of the classical 
optimization methods which are then again input in the above ansatz to get the minimum 
expectation value or the ground state of the Objective Hamiltonian.



As an example, let’s take the linear equation : Ax = b , 

Where A =                                                                           x =

And the solution vector b is : 

We need to find the binary solution of x which would satisfy the above linear 
equation.
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The QUBO formulation of the BLLS problem which will help in solving the linear 
equation comes out to be : 

− 7q1 − 10q2 − 7q3 + 4q1q2 + 6q1q3 + 4q2q3

THe Ising Hamiltonian formulation comes out to be : 

− σ1 − 3σ2 − σ3 + σ1σ2 + σ2σ3 + 1.5σ1σ3, where σi = σi(z)

The Circuit for the above problem is : 



The Blueqat code for the state preparation of the above circuit is :

from blueqat import Circuit



Blueqat has a function for finding the optimum solution for combinatorial problem 
using QAOA. It inputs both QUBO format and the Ising Hamiltonian format. The Blueqat 
code for the given linear algebra problem using QUBO input is : 

The code with the Ising Hamiltonian input is : 



Relative Error
We can calculate the relative error of the expectation value with respect to the 
ground energy as : 

           

                                                                https://arxiv.org/pdf/2006.15438.pdf

                                                               

https://arxiv.org/pdf/2006.15438.pdf


Challenges
1. One theoretical challenge is the proper pre-processing of the problem Hamiltonian by 

scaling and shifting the coefficients of the objective function, such that we optimally make 
use of the parameter space β∈[0,π], γ∈[0,2π].

2. Computationally non-trivial problems typically require a high degree of graph connectivity . 
Simultaneously, a high connectivity poses a challenge in quantum chip implementation 
because not all gatesets implement non-nearest neighbour interactions natively. 
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