
Universal Viewer
Text and Search



Göttingen UV Workshop
Common use cases for the UV (especially from NLW and BL)

Some starting points from github.com/UniversalViewer/user-stories:

● Displaying transcribed or translated text
● Providing access to more content of the object
● Content Search UI recommendations

This slide deck contains many useful resource links, including many prepared for 
UVCON 2018.

These slides: bit.ly/uvtext

https://github.com/UniversalViewer/user-stories
https://github.com/UniversalViewer/user-stories/issues/26
https://github.com/UniversalViewer/user-stories/issues/4
https://github.com/UniversalViewer/user-stories/issues/9
https://bit.ly/uvtext


Context
Stanford’s design proposals for the Universal Viewer in general

Universal Viewer design principles (topic for discussion?)

Stanford’s proposals for Search in particular

National Radio Archive (BL) requirements

British Library UV Phase 3 requirements

National Library of Wales requirements

These slides: bit.ly/uvtext

https://docs.google.com/document/d/1YJGne0JK4t_5ygC7wHvZrngw2TjTKHt8-Iq__L4Xklo/edit
https://docs.google.com/document/d/1qUl2FeDP7Y2WEcB8mHbimUc7xuEItIwPZAhAmj8RxUk/edit#
https://gist.github.com/tomcrane/8ca89f971d6571acab1016ba34c9dc85
https://bit.ly/uvtext


What do we want to get out of this meeting?
An agreement from BL, NLW and Stanford what to build for text and search

Decision - do we take the Stanford design direction for UV4, and is UV4 the BL’s 
next phase (aka UV Phase 3)? It’s a big jump.

Everyone happy with the UV's proposed treatment of textual content of the object 
and on the object, for viewing and searching.

A starter for a design that can be built.

A commitment to user testing these designs as we go.



What do we want to get out of this workshop?
An understanding of some common design challenges for the UV as a coherent 
user experience across more and varied content

Sharing of current thinking with the wider community

Encourage further discussion on GitHub user stories, and Slack

These slides: bit.ly/uvtext

https://bit.ly/uvtext


Very brief summary of General Design proposals
These notes were produced from Jennifer’s work, for sharing and commenting.

Stanford Design Proposals

https://docs.google.com/document/d/1YJGne0JK4t_5ygC7wHvZrngw2TjTKHt8-Iq__L4Xklo/edit


Very brief summary of General Design proposals
Summary: reduce 
clutter, 
calls-to-action for 
simple 
presentation

(see doc for more)



Very brief summary of General Design proposals



Very brief summary of General Design proposals

Mirador 3 
design for 
comparison



Very brief summary of General Design proposals
See the already linked document for 
discussion of this information 
panel/dialogue (and panels in general), 
including contextual information (the 
contents of the metadata panel change in 
response to navigation actions elsewhere, 
and the user can’t see this happening).

https://docs.google.com/document/d/1YJGne0JK4t_5ygC7wHvZrngw2TjTKHt8-Iq__L4Xklo/edit#heading=h.kjhtkoyha9w0


What are we talking about when we talk about the UV?
There are components that the UV uses, that could be used to compose other 
types of viewers. 

● Low-level components and libraries like OpenSeadragon, and utilities
● Digital-object-specific, usually IIIF-flavoured, components and libraries

There is also the maintained build of the UV - highly configurable, but still a 
coherent application with a particular stance about user experience. This is the 
thing that gets user-tested, is ready for you to use on your site.



What are we talking about when we talk about the UV?

It’s this UV that I’m talking about.

Design thinking needs to apply to a whole product, as used by BL, NLW, and 
others.



Universal Viewer Design Principles
The design principles emerged from UVCON and subsequent discussion.

They help us understand the differences between UV and Mirador

● UV is not a workbench
● UV is not a content creation environment (annotation tool)
● UV is encountered by passing users without any context (the default object 

viewer in a library catalogue, for example)
● UV is used by publishers to present objects to the widest audience as simply 

as directly as possible, rather than provided as a tool for users to work with

https://docs.google.com/document/d/1qUl2FeDP7Y2WEcB8mHbimUc7xuEItIwPZAhAmj8RxUk/edit#


Search



What are users searching, and what are they searching for?
The UV’s current user experience of search is for a special case. It assumes that:

● the object being searched is primarily a textual artefact, with many 2D image 
views (a book with many pages, with words on those pages).

● the text being searched is visible in the view(s) of the object (the UI can draw 
on the view to highlight the result(s) as words).

● search results are simple short text strings - the results are the matches
● search results map closely to the query term(s); if I search for “cat” I get 

highlights of the word “cat” in the images of the text

None of these are universal; they are only one search use case. We need to take a 
step back and think about what is being searched.



Search   Searchable Stuff 
Textual or Textish content



Show the textual content of the object
Don’t search just yet… think about showing.

The digitised printed book origin of the UV’s search UI means the UV’s user 
interface doesn’t deal with showing available text content, other than just 
rendering the image that contains the text. Additional UI is only concerned 
with locating and highlighting hits from full-text search operations.

What textual content is available that the UV could show?

 First look at textual content of digital objects…
not search just yet!



So what kinds of textual content do digital objects have?



Text Content
Rich text 
commentary on 
a painting



Annotations for 
digital pedagogy

Text Content



Outputs of 
crowdsourcing 
(part 1)

Text Content



Outputs of 
crowdsourcing 
(part 2)

Content is 
whole page 
transcription, 
possibly with 
some markup.

There would 
typically be 
multiple views 
(pages) each 
with their own 
text

Text Content



Outputs of 
crowdsourcing 
(part 3)

Content is 
structured data 
from table 
rows, linked to 
more than one 
view. The row 
data is also 
content on the 
map images.

Text Content



Rendering lines of text; a book readerText Content



Rendering lines of text; a running transcriptText Content



(this content is identical apart from its dimension targetsText Content

But… for AV there is usually one view, 
and for “bookish” things, there are 
usually many views (pages).



This text content 
is identical apart 
from its 
dimension 
targets. 

One is a spoken 
phrase in AV, the 
other is a line of 
text in an image.

(Aside) Text Content under the hood 



A static transcript (one textual body for entire view) Text Content



Text Content
All these things are content that the Universal Viewer might be expected to 
convey, in some form, to the user. These are BL and NLW use cases: indicate the 
presence of richer content gathered from crowdsourcing and other activity; show 
the transcribed/OCRed text of the work.

The UV cannot hope to understand the data models of specific crowdsourcing 
projects. But it might have a go at boiling them down to a textual representation 
and showing their relationships with spatial and temporal extents in the object.



Text Content
The UV could recognise and render more straightforward textual transcriptions, 
and align them with user actions in the spatial and temporal extents (scrubbing, 
panning, zooming in the view; selecting text alongside). For time-based media, 
this is a National Radio Archive requirement.

The text view is part of the experience, along with the spatial and temporal view. 

Can we generalise out from there to spatial content, and from there to complex 
structured annotation content rather than text lines? Can we maintain a UX 
consistency across radio broadcasts and tithe maps, or are they just so different 
that the UV has to choose between 2 or more UX approaches?



How do you get to this content?

One suggestion, see live demo

https://dspace-glam.4science.it/explore?bitstream_id=1877&handle=1234/11&provider=iiif-image#?c=0&m=0&s=0&cv=0&xywh=-5874%2C-390%2C16846%2C7798


Getting to the content - comparison with Mirador 3
The design approach of Mirador 3 is a nice route to viewing annotation content 
where that content fits the pattern of a simple text model associated with part of 
the canvas.

(quick demo)

Questions / Discussion -

What if the annotations are 40 separate text
lines? Or 600 separate words? What is
the logical extension of this UI to simple lines
of text annotations? To a reading experience?

(by the way, the Mirador 3 icons are info, navigation, search, layers, and annotations)

https://github.com/ProjectMirador/mirador-design/wiki/Mirador-3---Round-One-Interactive-Designs
https://xd.adobe.com/view/f2440f29-045b-4d8d-7b61-0d5c8ece8104-8475/


Comparison with Mirador 3
And, what’s the relation of this viewing activity to 
searching? Filter by text is a query parameter on a 
search; Filter by motivation a motivation parameter. 

We are searching within the current canvas, rather 
than a whole work - but the results would look the 
same to the user. Identical, if one
canvas.

For our phrase-level temporal or 
line-level spatial transcriptions, 
is Filter the same as search?

(by the way, the Mirador 3 icons are info, navigation, search, layers and annotations)



Comparison with Mirador 3
These things feel different  from
search within because our perception
of it is skewed by the UV’s
implementation. Which is a special
use case for scenarios where the server is able to 
return result-specific, on-the-fly word level 
annotations from large amounts of full text. That 
experience shouldn’t be compromised, but must be 
generalised.



Mirador 3 
With some 
manipulation of the 
UI you can arrange 
Mirador 3 to show 
line level 
annotations in a 
nearly book-reading 
experience, but it 
doesn’t naturally 
display like that; not 
quite the right 
affordance as text



Now, Search this stuff



Finding things in an object
If the UV is showing the textual content (from simplest text to structured 
annotations) then search is a filter of that content, and/or an indication of the 
matching content’s location in the work (highlight on an image, marker on a 
scrub bar for location within a view, sparklines for location across views).

(Sparkline UI felt to be unnecessary). 

A dynamic full text search is able to filter down to a single word. Other search 
services may not be able to do this, but there is a continuum of granularity 
(words, lines, paragraphs, structured annos, table rows, whole pages). And 
crucially the UV can’t tell where on the continuum a particular search service is - 
it’s annotations all the way down.



Textual content: independent variables
A work may have textual content (transcript, crowdsourced annotations) but no 
search service.

A work may have a search service, but not provide any text content for a viewer to 
show (Places of Wales is like this - example, example)

A work may have both (any Wellcome OCRed work); the 
UV can use the search but not (currently) show the text; 
it can’t do this:

A work may have multiple sets of textual content, some of which are searchable… 
transcript, director’s commentary, scholarly commentary, closed captions

https://places.library.wales/viewer/4557698
https://places.library.wales/viewer/4634750


Search designs 1

Discussion in Google Doc.
https://xd.adobe.com/view/67b06847-2009-4045-6776-a247725990aa-1181/ 

Updated search UI proposal from Stanford, after UVCON

● intended to be extension of current design language
● concerns about search CTA in footer
● could put it in a tab - but that ties it to the content panel. Search button 

could expose input field on click.
● Concerns about mobile version
● Experiments with white and black backgrounds
● Concern over sliding panel
● dependency on content panel

https://docs.google.com/document/d/1WmKWYcIUYeRaXDr9w3zcFhzqVH_cf-57jxXrR_c9U0o/edit
https://xd.adobe.com/view/67b06847-2009-4045-6776-a247725990aa-1181/


Search Designs 2
UV Search, 'Fully panel-ized'

● Frees search from dependency on content panel, but problem: if there is a 
content panel you have to close search to get to its CTA

● Suggestion - vertically stacked icons
● but: "It means you can't have Metadata and Contents open at the same

time, though, and I think that came out as a requirement in London"
● How crucial is multiple panels? And does this really prevent that? 
● And what about mobile?
● Relationship between overlays (dialogs) and panels (shift over)

https://xd.adobe.com/view/89b3bea6-3a03-474f-5aac-744297a92c7c-ff82/


Search Designs 3
● Conflicts between panel and popups: NLW Map
● Conflicts between panel and popups: a book

● User needs to be able to interact with the image/object as well as the results 
list, which made a panel seem like a necessity. “But I think it's possible to 
allow a popup to stay present without being modal”

● How does this relate to the textual content of an object?
● Still chevrons, which don't test well

https://xd.adobe.com/view/6b010180-95a8-4b9a-5d7d-532cb0b3f0ea-1d30/
https://xd.adobe.com/view/8f007620-6e38-4c21-67b3-eb85bfcf4580-f931/


Search panel, content panel
Is Search something you do inside the content panel?

Crucial difference… this is filtering within one view

They are not providing navigation of results within
the work, across views.

But for a single view (much AV), it’s the
same UX. 



If search panel is content panel
@jvine

This feels like we're back where we started, though, 
@tomcrane - with search enclosed inside another feature 
that may or may not always be exposed. If the textual 
content panel is fixed open, as in the screenshot, then it 
makes complete sense to search within that panel. But if 
the textual content is not exposed, where does search live, 
and how is it visible to the user? What happens in the NLW 
map use case? 

Is this the answer?



Assumption to be challenged
● The UV offers a consistent, comfortable, familiar UI across different types of 

media. If I've used the UV to view a manuscript or printed book from a BL 
catalogue search result, I'll feel at home if I encounter the UV when looking at 
the National Radio Archive. My search activities on BL content feel like the 
same application, regardless of the content.

If this consistency is not a requirement, then the National Radio Archive doesn't need 
to use the UV. But I think it is required; reduction of viewers in the BL estate is not 
just a code/configuration management issue, it's a UX issue too.



Revisit…. What do we want to get out of this meeting?
An agreement from BL, NLW and Stanford what to build for text and search

Decision - do we take the Stanford design direction for UV4, and is UV4 the BL’s 
next phase (aka UV Phase 3)? It’s a big jump.

Everyone happy with the UV's proposed treatment of textual content of the object 
and on the object, for viewing and searching.

A starter for a design that can be built.

A commitment to user testing these designs as we go.





Addendum

Example of 
text line 
annotations 
rendered in 
Mirador 3, 
once the 
anno panel 
has been 
popped out.



Additional notes
(from the meeting) on following slides.



We are trying to decide
Where the search icon / indicator / link goes

Is the search box tied to the content display once search is triggered?

Where are search results displayed so people can navigate within the item?

Where are annotations displayed?



Next Steps
Value proposition work; jobs to be done - BL to lead; so what, now what

Start NRA work

- Transitional Approach using NRA requirements

Ask RNIB about WCAG-2 and accessibility

Search results are another filter on available content options

Search not filter





Thank You!


