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Motivation Method Experiment

Video super-resolution (VSR) aims at restoring high-resolution (HR) 
videos from their low-resolution (LR) counterparts. 

Due to the lack of texture details in LR videos, we notice that current 
VSR methods, with or without event signals, still suffer from blurry 
textures or jitter effects, resulting in large errors in texture regions.

Contribution

We observe that event signals are not only with high temporal 
resolution but also full of high-frequency dynamic details, which are 
desirable for texture restoration in VSR.

We propose the first event-driven scheme for texture restoration in 
VSR.

We propose recovering high-frequency textural information 
progressively by our presented texture enhancement branch coupled 
with an Iterative Texture Enhancement (ITE) module.

Our proposed texture restoration method achieves state-of-the-art 
performance on four VSR benchmarks and especially excels in 
restoring texture-rich clips.

Two-branch Structure: Our EvTexture adopts a bidirectional recurrent 
network, where features are propagated forward and backward. At 
each timestamp, it includes a motion branch and a parallel texture 
branch to explicitly enhance the restoration of texture regions.
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Iterative Texture Enhancement: In the texture branch, we propose 
the ITE module to progressively enhance the propagation feature 
across multiple iterations. This module leverages high-frequency 
textural information from events, along with context information 
from the current frame. 

 

 

 

 

(a) The Overall Framework of EvTexture (b) ITE: Iterative Texture Enhancement
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