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GPT Architecture
● Stands for “Generalized Pretrained Transformer”
● Autoregressive model composed of stacked decoder blocks
● As opposed to BERT’s encoders

(image from http://jalammar.github.io/illustrated-gpt2)

http://jalammar.github.io/illustrated-gpt2


Encoder vs Decoder

(image from http://jalammar.github.io/illustrated-gpt2)

http://jalammar.github.io/illustrated-gpt2


(from: original gpt paper)

● Use learned positional embedding, not

sinusoidal like BERT

https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf


(image from http://jalammar.github.io/illustrated-gpt2)

http://jalammar.github.io/illustrated-gpt2


(image from http://jalammar.github.io/illustrated-gpt2)

http://jalammar.github.io/illustrated-gpt2


Processing Input
● Embed input
● Apply positional encoding
● Pass to first layer
● Process with self attention, layer norm, feed forward
● Pass through rest of the layers
● Multiply by embedding matrix
● Results used as token logits
● Autoregress



Applications
● Good at text generation
● Can do other tasks
● Apply linear layer to final 

layer’s token embeddings

● From gpt paper:

● Doesn’t have BERT’s CLS token
● Can average token embeddings to get a similar “summarization token”
● (As implemented here)

https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf
https://colab.research.google.com/drive/1MgpwzojvoIRv8Fypxvy2OnjS-IiExlG3#scrollTo=LTkmZyq8k7Pf


Model Sizes
● Small: 117 M
● Medium: 345 M
● Large: 762 M
● X-Large: 1.542 B
● GPT3: 175 B



GPT-3 Experiment Sizes

● GPT-3 also alternates dense and sparse attention (sparse attention matrix 
factorization O(n3/2))

● Lets it double context window length to 2048 tokens
● More wide than deep, apparently helps optimize gpu usage



Finetuning vs Already Being Good
● Original GPT paper had finetuning results
● Later papers focus more on 0/1/few shot performance
● Specifically, this means no gradient updates
● Just provide 0/1/multiple examples (and maybe text instructions) and have 

GPT-2/3 predict the next tokens

(next images from: https://arxiv.org/pdf/2005.14165.pdf)



Training Data

● Bug in filtering caused potential overlap with testing data



Results
● Lots of results
● 42 scored benchmarks
● Not all are shown





























Train/Test Data Overlap
● Construct “clean” test sets with all detected overlap removed
● Compare performance on clean to performance on “dirty”
● Finds little consistent trend

● PIQA and Winnograd were potentially affected





Generative Issues
● Repetition, contradiction, lack of common sense, very big/slow
● Still tends to be conceptually incoherent 

● This from Gwern:
● Larger model doesn’t seem to help with repetition
● Not good at rhymes/puns



GPT-2 Useage 
● Finetuning GPT-2 to generate poetry

...That the earth would then not open
(O, but to hear our fathers speak!),
The angel of the waters spake.
For in that time the race of man
Sought the groves, each his own dwelling,
Where were then fruits to satisfy,
Where were trees in plenty springing
To furnish them with fuel,
And so the forest grew,
And o'er it all was running
The river that we see.

From: https://www.gwern.net/GPT-2#gpt-2-1.5b

https://www.gwern.net/GPT-2#gpt-2-1.5b


GPT-2 Useage 
● Playing chess by looking at a sequence of moves and predicting the next 

move
○ Not very good at it

● SubSimulatorGPT2
○ Train GPT-2 345 M for each subreddit with ~500k Reddit comments
○ Train GPT-2 1.5 B on all comments
○ Generate simulated subreddits with the trained models

● AI Dungeon 2
○ Finetune GPT-2 on “choose your own adventure” text
○ Give people a text interface for the model
○ Apparently it was recently adapted to use GPT-3
○ Specifically, one of the smaller models
○ Still gives it longer context window



AI Dungeon Selected Posts
● https://www.reddit.com/r/AIDungeon/comments/epxz0k/thank_you_ai_very_c

ool/
● https://www.reddit.com/r/AIDungeon/comments/ecsq50/the_markets_are_up_

and_down_today/
● https://www.reddit.com/r/AIDungeon/comments/fqh60m/aw_man/
● https://www.reddit.com/r/AIDungeon/comments/hfk010/game_ruined_my_plot

twist_by_revealing_its_own/
● https://www.reddit.com/r/AIDungeon/comments/egsc07/sometimes_my_chara

cter_lacks_self_awareness/
● https://www.reddit.com/r/AIDungeon/comments/eztc47/ai_dungeon_starter_p

ack/

https://www.reddit.com/r/AIDungeon/comments/epxz0k/thank_you_ai_very_cool/
https://www.reddit.com/r/AIDungeon/comments/epxz0k/thank_you_ai_very_cool/
https://www.reddit.com/r/AIDungeon/comments/ecsq50/the_markets_are_up_and_down_today/
https://www.reddit.com/r/AIDungeon/comments/ecsq50/the_markets_are_up_and_down_today/
https://www.reddit.com/r/AIDungeon/comments/fqh60m/aw_man/
https://www.reddit.com/r/AIDungeon/comments/hfk010/game_ruined_my_plottwist_by_revealing_its_own/
https://www.reddit.com/r/AIDungeon/comments/hfk010/game_ruined_my_plottwist_by_revealing_its_own/
https://www.reddit.com/r/AIDungeon/comments/egsc07/sometimes_my_character_lacks_self_awareness/
https://www.reddit.com/r/AIDungeon/comments/egsc07/sometimes_my_character_lacks_self_awareness/
https://www.reddit.com/r/AIDungeon/comments/eztc47/ai_dungeon_starter_pack/
https://www.reddit.com/r/AIDungeon/comments/eztc47/ai_dungeon_starter_pack/


GPT-3 Usage
● GPT-3 hasn’t been released
● Some people were given API access
● Un-finetuned GPT-3 can generate surprisingly emotional poetry
● Can even comment on its own poetry
● It’s not so good at puns or rhymes
● Maybe due to byte-level encoding

● Many unconditional samples from: https://read-the-samples.netlify.app/

https://read-the-samples.netlify.app/


Some impressions from a GPT-3 user
● “I… find that GPT-3 does not just match my finetuned GPT-2-1.5b-poetry for 

poem-writing quality, but far exceeds it, while being incredibly versatile in 
handling poetry, Tom Swifty puns, science fiction, dialogue like Turing’s 
Turing-test dialogue, literary style parodies…”

● “...with deep learning software, you have to focus on providing data which in 
some way embodies the correct answer which you want; but with GPT-3, you 
instead think about how to describe what you want. With GPT-3, it helps to 
anthropomorphize it: sometimes you literally just have to ask for what you 
want. (It can’t possibly be that easy, can it? Sometimes, it is!)”

https://www.gwern.net/GPT-2#gpt-2-1.5b
https://www.gwern.net/GPT-3#poetry
https://www.gwern.net/GPT-3#tom-swifties
https://www.gwern.net/GPT-3#turing-dialogue
https://www.gwern.net/GPT-3#turing-dialogue
https://www.gwern.net/GPT-3#literary-parodies


Some impressions from a GPT-3 user
● “...if you use a prompt like “Transformer AI poetry: Poetry classics as 

reimagined and rewritten by an artificial intelligence”, GPT-3 will generate 
poems but then immediately generate explanations of how neural networks 
work & discussions from eminent researchers like Gary Marcus of why they 
will never be able to truly learn or exhibit creativity like generating poems.”

- Quotes from: Gwern Branwen, independent AI research with extensive 
experience with GPT and GPT-2

- The rest of the article is interesting and contains some tricks on getting the 
best out of GPT-3

- E.g., using commas in arithmetic problems greatly improves GPT-3’s 
performance

https://www.gwern.net/GPT-3#prompts-as-programming
https://www.gwern.net/GPT-3#prompts-as-programming






How Many Poems do You Need to get Good 
Results?
● 117 M: ~several hundred
● 1.5 B: ~50 - 100
● GPT-3: ~3 - 5



Textual Style Transfer
● Ask GPT-3 to write text from Harry Potter in some other author’s style
● Provide it with the first few lines
● Link here
● Full prompt:

Topic: humor: literary parodies and homages, pastiches, style parodies.
 
Parodies of the fantasy novel series _Harry Potter_ in the style of various famous authors:
 
By Ernest Hemingway:
 
"It was a cold day on Privet Drive. A child cried. Harry felt nothing.

https://www.gwern.net/GPT-3#successes


Textual Style Transfer
● After the above prompt, GPT-3 writes a few (incredibly dark) lines of 

Hemingway
● Then, it moves on to Jane Austen and writes some lines of her
● Then it moves on through 22 other famous writers, writing a few lines of each



Textual Style Transfer Example Snippets
● P.G. Wodehouse:

○ "Indeed,' said the headmaster, turning his lorgnette precisely three-quarters of a millimeter to 
port.

● Bram Stoker:
○ "Tis a fearful sight to see the cold, girlish venom run through his veins, one by one. The scar 

coruscates; a ghastly emerald lightning in the dark of night. But I'll attend him and I watch him 

from the very moment the dawn is gray

To the rays of sunset fading away

● Jane Austen:
○ "It is a truth universally acknowledged, that a broken Harry is in want of a book. This he knows 

to his cost; pressing that wretched nose against the window of a bookstore in Diagon Alley the 
last thing before he goes into hiding for several years, where upon, he goes straight to 
Azkaban."



GPT-3 Summarization
● See if GPT-3 can be prompted into summarizing text
● Andrew Mayne finds it can!



GPT-3 2nd Grader Summarization
(From here)

https://andrewmayneblog.wordpress.com/2020/06/13/openai-api-alchemy-summarization/


Result:
"Some people think that if you had one hundred people working on one problem 
for one hundred years you could not figure out how to solve it with a regular 
computer but if you had one hundred people working on one problem for one 
hundred years using a special kind of computer called a Quantum Computer you 
could figure out how to solve it."



GPT-3 8th Grader Summarization
● Using prompt: “My eighth grader asked me what this passage means:”

Result:

“When we say quantum computing, we mean computing based on quantum 
physics. With classical computing we perform calculations one bit at a time. With 
quantum computing we try to take advantage of a superposition between 1 and 0. 
This is what we mean by qubits. This allows us to make connections between 
pairs of bits (qubits) using quantum logic gates. Quantum computing allows us to 
perform computations faster than classical computing.”



● GPT-3 didn’t find “key passages” 
● It digested the content, ignored superfluous details, and rephrased the 

underlying meaning
● GPT-3 adapted its summary to the audience in question



GPT-3’s Summary of the Blogpost in Question
“This means that computers can read long passages like books or news articles 
and then summarize them into shorter passages with less complicated words so 
that they are easier for people who don't know much about computers or 
programming languages or math or whatever subject matter they're reading 
about."



2nd

Blogpost

(From here)

https://andrewmayneblog.wordpress.com/2020/06/24/open-ai-alchemy-emoji-storytelling/




Imitating Real People
● GPT-3 can also write with the style

and (maybe) content of a real person

● Here, Stephen King:

● [Relevant blogpost]

https://andrewmayneblog.wordpress.com/2020/06/11/the-aichannels-project/


Overall
● GPT-3 is not human level
● Not even close
● BUT, it does seem “general”
● Ask it to do something and it will try (think about how amazing that is)

○ Conceptual summarization and textual style transfer without any finetuning!
○ By just asking

● Wright brothers’ first flight was 37 meters at 10.9 km/hr (Wikipedia)
● Commercially useless, but clearly very different from anything before
● GPT-3 seems like a similar “step change”

https://en.wikipedia.org/wiki/Wright_brothers#First_powered_flight

