
BNL Analysis Facility Usage
Light usage over the last month (avg ~400 cores)

156 batch users registered

Jupyter resources available on HPC (shared compute with 
harvester instance)

3 months jobdata



BNL Analysis Facility Updates
GPFS filesystem had some issues in February, but with minor impacts

Eventual migration to Lustre within next FY

Jupyter instance updated to allow passing custom Slurm parameters and option 
exists to have custom kernels displayed based on Slurm Account selected.

Storage and compute resources unchanged since last update (overview here)

https://docs.google.com/presentation/d/1N62K3rSi3ONquWAkly9bB2G5e_JojQTlBCTRGMBnxPg/edit?usp=sharing
https://docs.google.com/presentation/d/1PsM7R8EzJy1OXTOSHzibcNBNT6-JC9BrKHcaIgVI9S8/edit?usp=sharing

