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Vision-Language Tasks
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“A group of young people 
playing a game of 

Frisbee.”
Image Captioning

Q: “What is the 
mustache made 

of?”

A: “bananas”Visual Question Answering



Vision-Language Tasks
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Image Retrieval
“Grey haired man in 

black and yellow tie.”

Image Generation

“Grey haired man in 
black and yellow tie.”



● Intuitive:
○ Humans learn in multimodal settings

● Applications:
○ Aid to visually impaired users

○ Online shopping and organizing photos

○ Grounded virtual assistants

● Scientific:
○ Visual recognition

○ Language understanding

○ Combining information across modalities

○ Visio-linguistic compositional reasoning

○ Commonsense and factual knowledge reasoning
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Why vision and language?



Current State of Vision-Language Research
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DeepMind’s Flamingo
Link

https://www.deepmind.com/blog/tackling-multiple-tasks-with-a-single-visual-language-model
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29%

PaLI: 84.3% [Chen et al., 2022]

Pretrained 
transformers

Generative 
models

Vision-Language Progress

Flamingo: 82.1% 
[Alayrac et al., 2022]



● Out-of-distribution generalization
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Vision-Language Challenges
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Confidential - DeepMind    Experimental Setup
Datasets
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Q: What is the large 
container made of?

A: cardboard

GQA
(Hudson and Manning, 2019)

VizWiz
(Gurari et al., 2018)

Q: Please fully describe 
what you see in this 
image, thank you.

A1: bird cage bottles 
paper towels
A2: birdcage cleaning 
supplies
A3: unanswerable
                  [...]

Q: What are these 
zebras doing?

A: Eating

VG 
(Krishna et al., 2017)

Q: What is the color of 
the hydrant?

A1: orange
A2: yellow
A3: orange
                 [...]

VQAv2
(Goyal et al., 2017)

Slide credits: Ivana Kajić



Confidential - DeepMind    Experimental Setup
Models
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● Total: 128 experiments 

● Two representative, widely-used pretrained models achieving strong 
performance in V&L tasks: 

ALBEF (Li et al., 2021)ViLBERT (Lu et al., 2019)

Slide credits: Ivana Kajić



IID vs OOD performance
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● Large drop in performance for OOD evaluation

Slide credits: Ivana Kajić



Potential factors causing poor OOD 
generalization: A qualitative analysis

● Poor reasoning skills (logical, spatial, compositional)
E.g., “Is the cheese to the right or to the left of the empty plate?”

● Overfitting to answer priors
E.g., “What is the skateboarder wearing to protect his head?” → “helmet”

● Overfitting to question format
E.g., “What animal … ?”, “What kind of animal … ?” (GQA) 

 
         “Who is … ?”, “What is … ?” (VG)
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45% accuracy drop



● Out-of-distribution generalization
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Vision-Language Challenges

● Data-efficient adaptation to new tasks



● If a model can caption images (VL task-1), can we adapt it to answer questions about 

images (VL task-2) with few examples?

● Can we use few-shot capabilities of pre-trained language models such as GPT-3?
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Data-efficient adaptation to new tasks 



MAPL    :
Parameter-Efficient Adaptation of 
Unimodal Pre-Trained Models for 
Vision-Language Few-Shot 
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Goal: Adapt pre-trained language model for visual inputs   

Image

Text

Vision 
Encoder

Language 
Model

Text

Slide adapted from Oscar Mañas 



What existing approaches do

● Finetune the entire language model [Dai et al. 2022, Hao et al. 2022]

● Insert and train adapter layers in the language model [Eichenberg et al. 

2021, Alayrac et al. 2022]

● Learn vision encoder from scratch [Tsimpoukelli et al. 2021]

Issues with existing approaches: 

● Large number of trainable parameters (~40M to ~10B)

● Inserting adapter layers is not straightforward

● Learning vision encoder from scratch does not scale well with larger vision 

encoders

Figure credits: Oscar Mañas 

Image
Text

Vision 
Encoder Language 

Model

Text

https://arxiv.org/abs/2203.06386
https://arxiv.org/abs/2206.06336
https://arxiv.org/abs/2112.05253
https://arxiv.org/abs/2112.05253
https://arxiv.org/abs/2204.14198
https://arxiv.org/abs/2106.13884


What we propose

● Reuse large pre-trained unimodal models while keeping them completely 

frozen and free of adapter layers

● Learn a lightweight mapping between the representation spaces of 

pretrained unimodal models.

Benefits of our approach: 

● Orders of magnitude fewer parameters

● Can be trained in just a few hours 

● Uses modest computational resources and public datasets

● Modular, hence easily extensible to newer/better pretrained unimodal 

models

Figure credits: Oscar Mañas 
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MAPL    : method

Slide credits: Oscar Mañas



● Dimensionality bottleneck.

● Shared projection layers.

● Learned constant embeddings.
Li=257, Lo=32

Di=1024, Dh=256, 

Do=4096Slide credits: Oscar Mañas

MAPL    : method



2-shot VQA.0-shot image captioning.

Slide credits: Oscar Mañas

MAPL    : inference



● MAPL achieves superior or competitive performance 
compared to similar methods while training orders of 
magnitude fewer parameters.

● MAPL is more effective than the baseline in low-data 
settings.

ArXiv: https://arxiv.org/abs/2210.07179

MAPL    : experimental results

https://arxiv.org/abs/2210.07179


Input:

Completion:

Input:

Completion:

WORK UNDER REVIEW - PLEASE DO NOT SHARE PUBLICLY

Slide credits: Oscar Mañas

MAPL    : qualitative results



● Out-of-distribution generalization
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Vision-Language Challenges

● Data-efficient adaptation to new tasks

Thanks!
Questions?


