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Placement Group, PG

e Without PGs, it will be difficult to manage and track tens of millions of
objects that are replicated and spread over hundreds of OSD
e Using PGs
o Reduce computational penalty
o Increasing PG number will reduce the per OSD load

e Each PG requires system resources, CPU, and memory



How PGs are Used?

I | | A placement group (PG)
i ’ aggregates objects within a pool

Placement Group #1 Placement Group #2

Usage: Tracking object placement

| ' and object metadata.

Pool




The object’s contents within a PG are stored in a set of OSDs.

Placement Group #1

Placement Group #2

For instance, in a replicated 2
pool, each PG will store objects on

2 OSDs




Should OSD#2 fail

Placement Group #1 Placement Group #2

v v v v

[ OSD #1 ] [ OSD #2 OSD #2 ] [ OSD #3 ] ENeW i

LS (SRt When Pool Size Changed: 2 --> 3

1. Another will be assigned to PG #1 ” : :
2. Will be filled with copies of all objects in 1. An additional OSD will be assigned to the PG

OSD #1 2. Will receive copies of all objects in the PG
PG does not own the OSD, they share it with other PGs from the

same/other pools

When PG number increases,
o The new PGs will be assigned OSDs

o The CRUSH function will change and some objects move some objects from former PGs
will be copied to the new PGs and remove the old one



Data Durability Issue

CaSCad | ng fal I U reS leading to the permanent loss of a Placement Group

The OSD fails and all copies of
the object it contains are lost.
For all objects within the PG the
number of replica suddenly
drops from 3 to 2.

Ceph starts recovery for this
PG by choosing a new OSD to
re-create the third copy of all
objects.

Another OSD, within the same
placement group, fails before
the new OSD is fully populated
with the third copy.

Some objects will then only
have one surviving copies.

)

A third OSD, within the same
placement group, fails before
recovery is complete.

If this OSD contained the only
remaining copy of an object, it
is permanently lost

R

Ceph picks yet another OSD
and keeps copying objects to
restore the desired number of
copies.




A cluster containing 10 OSDs with 512 PGs in a 3 replica pool

e CRUSH will give each PG 3 OSDs
e Inthe end, each OSDs will hosting (512 * 3) / 10 = ~150 PGs

1 OSD fail

e \When the first OSD fails, the above scenario will therefore start recovery
for all 150 PGs at the same time.

e The 150 PGs being recovered are likely to be homogeneously spread over
the 9 remaining OSDs.



20 OSD Cluster

A cluster containing (10 ->20) OSDs with 512 PGs in a 3 replica pool

+ each OSD is hosted by a 1TB
e CRUSH will give each PG 3 OSDs

e Inthe end, each OSDs will hosting (512 * 3) / 20 = (~150 -> ~75) PGs

+ 1 OSD crashed 20 OSD Cluster:
+ 19 OSD to do backfill 1 OSD = 1TB (failure)
operation 9 OSD to do backfill operation

e Copy sizem1Q OSDs cluster had to copy ~ 100GB each, they now have to
copy(50GB each instead.




40 OSD Cluster

A cluster containing (10 -> 20 -> 40) OSDs with 512 PGs in a 3 replica pool

+ each OSD is hosted by a 1TB
e CRUSH will give each PG 3 OSDs

e Inthe end, each OSDs will hosting (512 * 3) / 40 = ~35 PGs

+ 1 OSD crashed 20 OSD Cluster:
+ 39 OSD to do backfill 1 OSD = 1TB (failure)
operation 9 OSD to do backfill operation

e Copy sizer 10 OSDs cluster had to copy~ 100GB)\each, they now have to
copy (25GB each instead.




200 OSD Cluster

A cluster containing 200 OSDs with 512 PGs in a 3 replica pool
+ each OSD is hosted by a 1TB
e CRUSH will give each PG 3 OSDs

e Inthe end, each OSDs will hosting (512 * 3) / 200 =7 PGs

- oEDEEehze 20 OSD Cluster:
v 17 3=210SDtodo 108D = 1TB (failure)

E’ aCkf.'" SPENETEN (B 9 OSD to do backfill operation
replica)

e Copy size10 OSDs cluster had to copy~ 100GB)\each, they now have to
copy 47GB each instead. T /9 =999GB
+ Recovery will longer than 40
~ OSD
1T/21=47GB + ==>|n other words, recovery

goes faster when the number
of OSDs increases. --><--




e In a nutshell, more OSDs mean faster recovery and a lower risk of
cascading failures leading to the permanent loss of a PG.



Object Distribution Issue

iIf there was single a PG for 10 OSDs in a 3 replica pool

i because CRUSH would have no other choice.
==> only three OSD would be used

When more PGs are available, objects are more likely to be evenly

spread among them.

PG

No used

OSD

OSD




Choosing the number of PGs

If you have more than 50 OSDs, we recommend approximately 50-100 PGs per
OSD to balance out resource usage, data durability and distribution.

(0SDs * 100)
TOTAL PGS = ~s=mimwnimemiee=
pool size

If you have less than 50 OSDs, choosing among the preselection (next page) is
best



Choose PG NUMBER (obj | [obi ) (obj ) [obi ) [ obj )

R

Placement Group #1 | Placement Group #2

e <508SDs, set pg_num = 128 | ] '

e 5~ 100SDs, set pg_num =512 B
e 10~ 50 OSDs, set pg_num = 4096

ceph osd pool set {pool-name} pg num



A cluster containing 160 OSDs in a 3 replica pool

(0SDs * 100)
TOtal PGS = ~semesemaens-
pool size

(160 * 100)
--------------- = 5333.3333 ~ 8192 PGs
3

It's important to balance the number of PGs per pool with the number of PGs
per OSD (1. Balanced the PG # per pool 2. Balanced the PG # per OSD)



WN{RIE R IR KSR 2 PG and PGP?

@RI ERR, (1) OSD AIREF @ MNEE 4>, (2) Pool B2 = vl gE & I 0SB 4>
WAl AR 4E cluster RIIRAK, 5828 PG and PGP number?

e PGP is the PG for Placement purpose, which should be
kept equal to the total number of PGs

e Step 1: Check the existing PG and PGP number
o ceph osd pool get data-pool pg nhum
o ceph osd pool get data-pool pgp_num



e Step 2: Check B Cluster K IEEERE {OSD
number, replication pool size, Pool count}
o ceph osd dump | grep size

e Total OSD number = 9, replication pool size = 2,
Pool count =3

(0SDs * 160)
TOkaE PBEim Srmmmrmmmsios (9 *100)

pool size . = 45(0

2

Total PGs per Pool = Total PGs / pool count = 450/3
=150 ~ 756



e Step 3: Set the PG and PGP number for all other pool
Update data-pool

o ceph osd pool set data-pool pg num 256
o ceph osd pool set data-pool pgp _num 256



Monitoring OSDs

e An OSD's status

o in:inthe cluster

o out: out of the cluster
o up:up and running
o down: not running
Previous Currently Behavior
in out Ceph will migrate PGs to
other OSDs
in/out out Ceph will not assign PGs to
the OSD




Cephis Healthy_OK

You haven't started the cluster yet

The OSDs are in the peering when you just started/restart the cluster
You just added/removed an OSD

You just have modified your cluster map



OSD Status Check

Command Description

ceph osd stat Check how many OSDs
Check how many are up
Check how many are in

ceph osd tree Identify the ceph-osd daemons that aren't
running '-':?ZE:‘_::i: ' ceph osd tree

sudo Start an OSD, if it down
/etc/init.d/ceph -a
start osd.1




PG Sets

e If a POOL requires 3 replicas of a PG, CRUSH may assign them to osd.1,

0sd.2, 0sd.3
e CRUSH seeks a pseudo-random placement that will take into account
failure domains you set in CRUSH MAP

e Acting Set

o As a set of OSDs that contain the replicas of a PG



When A OSD in the Acting Set is down

Action Ceph Behavior

When You added or removed an | Ceph reassigned the PGs to other OSDs

OSD ==> Changing the composition of the Acting Set
==> Spawning the migration of data with "backfill"
process

When OSD was down, was Ceph is now recovering

restarted

An OSD in the Acting Set is Another OSD has temporarily assumed it duties

down or unable to service

requests




Up Set

e Up Set: the set of OSDs that will actually handle the requests
e The Up Set and Acting Set are virtually identical

When Ceph Behavior

Up Set != Acting Set

Ceph is migrating Data

An OSD is recovering

The cluster is rebalancing itself

Problem: HEALTHY WARN with "stuck state"




Check PG Status

Situation Command Note

List of PG e ceph pg dump -

To view which OSDs are within e ceph pg map {pg-num}
the Acting Set or the Up Set




Peering

o A data ZHI, EX&PG HIIRREWZERZ Active + Clean, FT LA ZEEE @ PG
WNEYFFE OSD Daemons #R[EIE B HIRIAREE. 5& EE#EE R = I T/E7E Ceph
HIER AT 2T 4 Peering

o {Ei%: Fi 25 PG # Acting set BJ5E—1{& OSD (primary OSD) [[] second OSD, % =1{& OSD it
17E%#3% active + clean #KEE

e Peering SE21%, 0SDs th & B #HKEELS Monitor



Peering

When Ceph is Peering a placement group

e Cephis bringing the OSDs that store the replicas of the PG into agreement
about the state of the objects and metadata in the PG

BRI, TLEEALEETF replica
objects B OSDs, #i[EE. B &l
primary OSD & pg # objects #lI
metadata B AE

4




Peering: Establish Agreement of the PG status

Before you can write data to a PG, it must be in active state, and it should be in
clean state

e For Ceph to determine the current state of a PG

o  The primary OSD of the PG (the first OSD in acting set), peers with the secondary and
tertiary OSDs to establish agreement on the current state of the objects and metadata in
the placement group

e The OSDs also report the status to the Monitor



Monitoring PG States

Ceph does NOT HEALTH_OK

When Note

[Pool] Just create a pool and PG haven't peered yet

[Recovering] The PG are recovering

[OSD] Just added an OSD or removed an OSD

[CRUSHMap] Just modified the CRUSH map and your PG are migrating

[Status error] There is inconsistent data in different replicas of a PG

Ceph is scrubbing a PG's replicas




Check PG Stat

Total pg number J the capacity J

How many pg
are active+clean




List Pool

ceph osd Ispools

Total Pool = 14 J




Format: {pool-num}.{pg-id}

pool-num =0

root@node-6:~/temp# |ceph pg dump | moreg
dumped all in format plain
version 15985

stamp 2015-11-12 12:27:56.268109
last_osdmap epoch 51

last_pg scan 50

full ratio 0.95

nearfull ratio 0.85
pg_stat objects mip degr unf bytes log disklog state state_stamp v reported
acting acting primary last_scrub scrub_stamp last_deep scrub deep scrub stamp
0 0 0 0 active+clean 2015-11-12 07:31: .602648
P 2015-11-12 07:31:33.542893 0'0 2015-11-12 07:31: .542893
0 0 0 0 active+clean 2015-11-12 09:29: .996171
1 2015-11-12 09:29:57.996144 0'0 2015-11-10 09:07:48.092730




The Output Format of the placement group

Format Command

JSON format ceph pg dump -o {filename} --format=json

Query PG ceph pg {poolnum}.{pg-id} query




Objects
N

0sD.0 0sD.1 0sD.2 0sD.3 0SD.4 0sD.5

DHEN e S0 -;i HER COEO

ol 1V

Pool—A ( rep size

Pool - B (rep size=3)

If the Pool-A
requires three
replicas of a PG,
CRUSH may
assign them to
0sd.0, osd.2 and
0sd.5 respectively

[ref]

Pool—C (repsize=2)

Pool - A Pool - B Pool - C
Copyright © Karan Singh , All rights reserved


http://karan-mj.blogspot.fi/2014/01/how-data-is-stored-in-ceph-cluster.html
http://docs.ceph.com/docs/v0.79/rados/operations/monitoring-osd-pg/

[Creating ]—}[ Peering ]—}[ Active ]

Creating PG

When you create a pool, Ceph will create the number of placement groups you
specified. Ceph will echo "creating” when it is creating PGs.

Step 1: Once PGs are created, the OSDs that are part of a PG's Acting Set will
peer

Step 2: Once peering completed, the PG's status should be "active + clean'

Ceph Client can begin write to the PG



Create A Pool The total number of PGs
for the pool. The default

value 8 is NOT suitable for
most systems.

/

ceph osd pool create {pool-name} {pg-num} [{pgp-num}] [replicated] \
[crush-ruleset-name]

ceph osd pool create {pool-name} {pg-num} {pgp-num} erasure \
[erasure-code-profile] [crush-ruleset-name]




Peering

e When Ceph is Peering a placement group, Ceph is bring the OSDs that
store the replicas of the placement group into agreement about the state
of the object and metadata in the placement group



A Peering Process for a Pool with Replica 3

OSD 1 OSD 2 OSD 3

Request To
eer >
< .
Peering
Request To
eer >
<4

Peering



¥£ pg HRY data object JEE E K
available 7£ primary £ ©/replica
B, E{EHRER

e When a PG is in the active state.
o The data in the PG is generally available in the
primary placement group and the replicas for read
and write operations



=—1{& pg #84 clean state
e 3’k primary OSD £ replica
OSDs #3F&E T 7 pg $#4

data objectsEd metadata #kRE
;&8 pg & A stray replicas

e \When a PG is in the clean state,
o The primary OSD and the replica OSDs have
successfully peered
o There are no stray replicas for the PG

o Ceph replicated all objects in the PG the correct
number of times



e E replica OSD &% [EI#R
replica object EfERIIE A

R, ;&8 PG BB E RIFE

DEGRADED degraded 1

e A primary OSD writes the object to storage, the PG will
remain in a degraded state until the primary OSD has
received an acknowledgement from the replica OSDs
that Ceph created the replica objects successfully



51a0& %} available for read/write T,
{BEREhHLE replica objects :ZF
BETF AN

PG with {active + degraded}

e An OSD may be active even though it doesn’t hold all of the objects yet
e |[fan OSD goes down, Ceph marks each PG assigned to the OSD as
degraded



Recovering

e When an OSD goes down, its contents may fail behind the current state of
other replicas in the PG

e Ceph was designed for fault-tolerance at a scale where hardware and
software problems are ongoing



Backing Filling (1/2)

e When a new OSD joins the cluster, CRUSH will assign PG from OSDs in the
cluster to the newly added OSD

State Behavior

backfill_wait a backfill operation is pending
backfill a backfill operation is underway
backfill_too full a backfill operation was requested, but

couldn’t be completed due to insufficient
storage capacity




Backing Filling (2/2)

Setup Behavior Default Value

osd max backfills the maximum number of concurrent 10
backfills to or from an OSD

osd backfill full ratio Enables an OSD to refuse a backfill 85%
request if the OSD is approaching its its
full ratio (85%, by default).

all setting: ref


http://docs.ceph.com/docs/v0.71/rados/configuration/osd-config-ref/#backfilling

Remapped

e When the Acting Set that services a PG changes, the data migrates from
the old acting set to the new acting set



Stale

e The ceph-osd daemons may also get into a stuck state where they aren't
reporting statistics in a timely manner (e.g., a temporary network fault)

while Ceph uses heartbeat to ensure the system are running
o If the primary OSD of a placement group's acting set fails to report to the monitor or
o If other OSDs have reported the primary OSDs down

==>the monitor will mark the placement group stale



Identifying Troubled PGs (1/2)

State Behavior

Unclean Placement groups contain objects that are not replicated the desired number
of times. They should be recovering

InActive Placement groups cannot process reads or writes because they are waiting
for an OSD with the most up-to-date data to come back up.

Stale Placement groups are in an unknown state, because the OSDs that host them
have not reported to the monitor cluster in a while (configured by mon osd
report timeout).




Identify Trouble PGs (2/2)

ceph pg dump_stuck [unclean | inactive | stale]




Finding An Object Location

e To store object data in the Ceph Object Store, a Ceph client must:
o Set an object name
o Specify a pool



# list pools
ceph osd Ispools

# list objects from a pool
rados -p {pool-name} Is

# identify the object location (OSDs)
ceph osd map {pool-name} {object-name}

# identify the object location (Hosts)
ceph osd tree
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