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Does money make people happier?

Source: Géron (2019)
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Question: 

1. Data exploration gives 
indication for a trend that is:

a. Positive or negative?
b. Linear or non-linear?

… but be careful, the data is noisy (i.e., partly random)

2. Model (type) selection: 

a. Regression or classification?
b. Linear or non-linear?
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How to predict the life satisfaction of  new country with a 
GDP per capita of 30000?
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A simple linear regression model

Source: Géron (2019)

Outcome = Model(GDP)

Life Satisfaction = b0 + b1 ⨉ GDP
b0

slope: b1
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How to select the best model?

Source: Géron (2019)

A few possible linear models with 
different parameters

Outcome = Model(GDP)

Life Satisfaction = b0 + b1 ⨉ GDP
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Model can refer to a

1. Type of model 

○ e.g., Linear Regression

2. Fully specified model architecture 

○ e.g., Linear Regression with one input and one output.

3. Final trained model 

○ e.g. Linear Regression with one input and one output, using 𝜽₀= 4.85 𝜽₁= 4.91 ✕ 10⁻⁵  

Source: Géron (2019)
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Model selection includes

1. Choosing the type of model 

○ e.g., Linear Regression

2. Fully specifying its architecture 
○ e.g., Linear Regression with one input and one output.

3. Fitting (training) the model to find the model parameters that 
will make it best fit the training data 

○ e.g. Linear Regression with one input and one output, using b₀= 4.85 b₁= 
4.91 ✕ 10⁻⁵ 

Source: Géron (2019)
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A simple linear regression model

ŷi = 𝜃₀ + 𝜃₁ ✕ x1

● ŷi is the predicted output (life 
satisfaction).

● 𝜃₀ is the bias (the y-intercept).
● 𝜃1  is the slope of our feature 1 (in 

machine learning often called 
weight of the feature) 

● x1 is our feature GDP (a known 
input).

All the same, just different notations:

ŷi = b₀ + b₁ ✕ x1

ŷi = w₀ + w₁ ✕ x1

Source: Géron (2019)
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How to select the best fitting model?
10-5 = 5 e-05 =  0.00001

= -0.00005

Source: Géron (2019)

A few possible linear 
models with different 
parameters (𝜃 = Theta)
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We used the mean squared error 
to select the best model.

Life Satisfaction = b0 + b1⨉GDP

- b0 = 4.85
- b1 = 0.0000491 (4.91e-05)

Our best fitting model

Source: Géron (2019)
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Our “old” best fitting model and more 
representative data 

Source: Géron (2019)



Prof. Dr. Jan Kirenz

We want our model to generalize well

That means data needs to be 
representative.

Possible data issues:

1. dataset to small: sampling noise

2. sampling method flawed: sampling 
bias

Source: Géron (2019)
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Can a model be “too good”? 

Source: Géron (2019)

Our complex model 
makes almost no 
errors!
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How well does it predict new data?

Source: Géron (2019)

Oh no!
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How well does this simple model predict new data?

Source: Géron (2019)
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We need to know how well our model predicts 
“new” data
 

Source: Géron (2019)
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Lab:  Jupyter Notebook 

Build a regression model



Prof. Dr. Jan Kirenz

Lab:  Jupyter Notebook 

Use your model to predict the life 
satisfaction of Cypriots.

Cyprus’s GDP per capita: 
$22587.
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What’s next?

● Data splitting
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Backup
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K nearest neighbors model (here with k=3)

● Prediction by local 
interpolation of the 3 targets 
associated of the nearest 
neighbors in the data.

● We take the mean value of 
these 3 countries
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(complexity of different  models)

model too 
simple

model too 
complex 

MSE for Training data

MSE for Test data (from 
evaluation set)

Very simple 
modelVery complex 

model

complex 
model

model with 
good 
flexibility

Low High

High bias
Low variance

Low bias
High variance

Bias-Variance trade-off
OverfittingUnderfitting
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Does money make people happier?

● Get the data at GitHub:

● Code in Colab:

Raw data:

OECD Better Life Index data: Life satisfaction

💾
IMF: Gross domestic product per capita

 💾

https://github.com/kirenz/datasets/blob/master/oecd_gdp.csv
https://stats.oecd.org/index.aspx?DataSetCode=BLI
https://www.imf.org/external/pubs/ft/weo/2016/01/weodata/weorept.aspx?pr.x=32&pr.y=8&sy=2015&ey=2015&scsm=1&ssd=1&sort=country&ds=.&br=1&c=512,668,914,672,612,946,614,137,311,962,213,674,911,676,193,548,122,556,912,678,313,181,419,867,513,682,316,684,913,273,124,868,339,921,638,948,514,943,218,686,963,688,616,518,223,728,516,558,918,138,748,196,618,278,624,692,522,694,622,142,156,449,626,564,628,565,228,283,924,853,233,288,632,293,636,566,634,964,238,182,662,453,960,968,423,922,935,714,128,862,611,135,321,716,243,456,248,722,469,942,253,718,642,724,643,576,939,936,644,961,819,813,172,199,132,733,646,184,648,524,915,361,134,362,652,364,174,732,328,366,258,734,656,144,654,146,336,463,263,528,268,923,532,738,944,578,176,537,534,742,536,866,429,369,433,744,178,186,436,925,136,869,343,746,158,926,439,466,916,112,664,111,826,298,542,927,967,846,443,299,917,582,544,474,941,754,446,698,666&s=NGDPDPC&grp=0&a
https://colab.research.google.com/github/kirenz/data-science-projects/blob/master/ds-first-steps-happy-gdp-statsmodels.ipynb
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Money can buy happiness, but only to a point

„Below an income of … 
$60,000 a year, people 
are unhappy, and they 
get progressively 
unhappier the poorer 
they get. 

Above that, we get an 
absolutely flat line. 
… Money does not buy 
you experiential 
happiness, but lack of 
money certainly buys 
you misery.” 

Watch TED-talk:

https://www.ted.com/talks/daniel_kahneman_the_riddle_of_experience_vs_memory?quote=655

