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Who am I? 

Zifan (子凡) [tsɹ̩³ fan²] Jiang (蒋) [tɕjɑŋ³]

● PhD student at University of Zurich
● Funded by the IICT project 
● Computer/data scientist & Web developer
● Computational linguist 

https://www.iict.uzh.ch/en.html


(Goal?) of Existing Sign Language Works



Recap: my first work  



Outline

● WMT shared task on sign language translation
● Data for sign language processing 
● Methodology for sign language processing

○ Segmentation
○ Alignment
○ Representation

● (interlude) Sign language processing 2024 and future
○ In the era of LLMs and deep pretrained models



WMT shared task on sign language translation

https://www.wmt-slt.com/

https://www.wmt-slt.com/


WMT shared task on sign language translation

2022 edition 2023 edition



What’s wrong?

● Data
○ Number of parallel examples: 10k << 1m
○ Quality: alignment, parallel vs. comparable data (>> 10k)

● Methodology
○ Transformers + ?
○ Tokenization/segmentation



Data

Swiss TV broadcast data

● https://www.wmt-slt.com/data
● https://sites.google.com/view/wmt-slt-v2022/data?authuser=0

The Signsuisse Lexicon

● https://www.sgb-fss.ch/signsuisse/

SwissSLi: the Multi-parallel Sign Language Corpus for Switzerland

● Under review @lrec-coling-2024

https://www.wmt-slt.com/data
https://www.wmt-slt.com/data
https://www.sgb-fss.ch/signsuisse/


Methodology

More basic tools

● Segmentation
● Alignment
● Representation



Linguistically Motivated Sign Language Segmentation

● Phrase-level
● Sign-level

@EMNLP2023



Linguistically Motivated Sign Language Segmentation

Per-frame classification of a sign language utterance following a BIO tagging scheme

Labelling Strategy: 0/1 vs. BIO Tagging



Boundary of Phrases

Optical flow of a conversation between two signers in the Public DGS Corpus



Boundary of Signs

Number of hand shapes per sign in SignBank



3D Hand Normalization



Segmentation + (isolated) recognition = translation?

● https://colab.research.google.com/drive/1CKlXVI3vP0NKZDZZ_I-Qb_wSHt2c
w4VT#scrollTo=u3NuOl9PYx7h

● Limitation of glosses: word order, information loss ->

@ACL2023

https://colab.research.google.com/drive/1CKlXVI3vP0NKZDZZ_I-Qb_wSHt2cw4VT#scrollTo=u3NuOl9PYx7h
https://colab.research.google.com/drive/1CKlXVI3vP0NKZDZZ_I-Qb_wSHt2cw4VT#scrollTo=u3NuOl9PYx7h


Methodology

More basic tools

● Segmentation
● Alignment
● Representation



Alignment

https://www.wmt-slt.com/data

https://www.wmt-slt.com/data


Alignment

https://www.robots.ox.ac.uk/~vgg/research/bslalign/

https://www.robots.ox.ac.uk/~vgg/research/bslalign/
https://www.robots.ox.ac.uk/~vgg/research/bslalign/


(interlude) Sign Language Processing 2024
In the era of LLMs and deep pretrained models



Self-supervised deep pretrained models (on huge data)

- Text: BERT, GPT, etc.
- Image: masked autoencoders (MAE) 

- based on ViT
- Speech: wav2vec 2.0

- Quantization
- Video: InternVideo

- Too expensive to train?



Weak supervision from text - CLIP



SignCLIP: our solution to alignment (sign language to text)

- Adapted from a VideoCLIP model
- Data scale

- HowTo100M videos (duration of each is ∼6.5 minutes with ∼110 clip-text pairs)
- Now collecting a few hundred thousand isolated ASL sign examples
- Spreadthesign: 600k

- Data representation
- 10-second video
- Dimension reduction
- Spatial vs. temporal

- Usage
- Language identification
- Recognition/retrieval
- Segmentation/alignment
- Glossed-based translation
- Quality estimation

https://github.com/J22Melody/fairseq/blob/v1/examples/MMPT/README.md


Methodology

More basic tools

● Segmentation
● Alignment
● Representation



Representations of Signed Languages

https://research.sign.mt/

https://research.sign.mt/


Representations of Signed Languages

https://research.sign.mt/

https://research.sign.mt/


SignVQ: our solution to representation

Existing work

- [Autoregressive Sign Language Production: a Gloss-Free Approach with 
Discrete Representations](http://nlpcl.kaist.ac.kr/~projects/signvqnet)

- [SignAvatars: A Large-scale 3D Sign Language Holistic Motion Dataset and 
Benchmark](https://signavatars.github.io/)

- Lee’s new work: Learning Sub-Lexical Components to Represent Sign 
Language

Ours

- Sign MediaPipe VQ

https://github.com/sign-language-processing/sign-vq
http://nlpcl.kaist.ac.kr/~projects/signvqnet
https://signavatars.github.io/
https://github.com/sign-language-processing/sign-vq?tab=readme-ov-file


MotionGPT




