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Predicting 
categories

Classification 
Linear Regression, 
Decision Tree,
Random Forest, 
Gradient Boosting 
Tree

Regression

Predicting 
numerical  

values

Clustering

Discovering 
structure

There are different types of models

Supervised learning Unsupervised learning

Logistic Regression, 
Decision Tree,
Random Forest, 
Gradient Boosting 
Tree

Use the patterns in my data to make predictions Tell me what patterns exist in my data

Conversion No conversion
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Breakdown of variables into their types

Source: Çetinkaya-Rundel & Hardin (2021)

Levels have an orderLevels have no order

numerical categorical

discrete continuous nominal ordinal

Values don’t include fractions Values can include 
fractions

(like 1.5, 2.3, …)

Quantitative Qualitative

Predicting 
categories

Predicting 
numerical  values

all variables
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Multiclass classification (3 or more)

Predicting a category for some given input

Binary classification

Conversion No conversion One conversion No conversion2 or more 
conversions
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Predicting spam mails

Source: Géron (2019)

Spam

Spam

No 
Spam

Spam

No 
Spam

Spam ?

Training data

Observation: 

Features: # of words, # of capital letters, price included, 
all caps, # of exclamation points  …

Labels: No 
Spam Spam

New mail

Model



Prof. Dr. Jan Kirenz

Predicting spam mails

Feature 1
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Spam

Spam

No 
Spam
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No 
Spam

Spam

Source: Géron (2019)

Observation: 

Features: # of words, # of capital letters, price included, 
all caps, # of exclamation points  …

Labels: No 
Spam Spam
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Predicting spam mails

1: “positive class”

0: “negative class”

Model

Spam

No 
Spam
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Confusion matrix: visualizing the performance of a 
classification model (binary classification)

Source: Wilber (2022)

Predicted: 1 Predicted: 0

Actual: 1

Actual: 0

No 
Spam

No 
Spam

Spam

Spam
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Confusion matrix: visualizing the performance of a 
classification model (binary classification)

Source: Wilber (2022)

Predicted: 1 Predicted: 0

Actual: 1 True Positive (TP)

Actual: 0

No 
Spam

No 
Spam

Spam

Spam
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Confusion matrix: visualizing the performance of a 
classification model (binary classification)

Source: Wilber (2022)

Predicted: 1 Predicted: 0

Actual: 1 True Positive (TP)

Actual: 0 True Negative (TN)

No 
Spam

No 
Spam

Spam

Spam
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Confusion matrix: visualizing the performance of a 
classification model (binary classification)

Source: Wilber (2022)

Predicted: 1 Predicted: 0

Actual: 1 True Positive (TP)

Actual: 0 False Positive (FP) True Negative (TN)

No 
Spam

No 
Spam

Spam

Spam
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Confusion matrix: visualizing the performance of a 
classification model (binary classification)

Source: Wilber (2022)

Predicted: 1 Predicted: 0

Actual: 1 True Positive (TP) False Negative (FN)

Actual: 0 False Positive (FP) True Negative (TN)

No 
Spam

No 
Spam

Spam

Spam
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Decomposing predictions

True Positives (TP): The number of 
positive instances correctly classified 
as positive. 

False Positives (FP): The number of 
negative instances incorrectly 
classified as positive. 

True Negatives (TN): The number of 
negative instances correctly classified 
as negative. 

False Negatives (FN): The number of 
positive instances incorrectly 
classified as negative. 

Source: Wilber (2022)



Prof. Dr. Jan Kirenz

Decomposing predictions

True Positives (TP): The number of 
positive instances correctly classified 
as positive. 

- E.g., predicting an email as spam 
when it actually is spam.

False Positives (FP): The number of 
negative instances incorrectly 
classified as positive. 

- E.g., predicting an email is spam 
when it actually is not spam.

True Negatives (TN): The number of 
negative instances correctly classified as 
negative. 

- E.g., predicting an email is not spam 
when it actually is not spam.

False Negatives (FN): The number of 
positive instances incorrectly classified 
as negative. 

- E.g., predicting an email is not spam 
when it actually is spam.

Source: Wilber (2022)



Prof. Dr. Jan Kirenz

Classification (decision) threshold

● Translate our numeric model predictions 
(e.g. 0.6) into distinct categories (e.g. 
spam or no spam). 

● We need to define a threshold (e.g. 0.5)

Source: Wilber (2022)

1: “positive class”

0: “negative class”

Model output for a 
particular mail: 0.6

Spam

No 
Spam

?

Threshold: 0:5
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Classification threshold

For example, if our 
classification threshold is 
0.5:

- we'll classify any email 
with a probability 
greater than 0.5 as 
being spam 

- and any mail with a 
probability less than 0.5 
as being no spam

Source: Wilber (2022)

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
-> classify spamclassify no spam <- 

Spam

No 
Spam
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