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Structure of this talk:

- Past ten years of AI progress
- Past year of AI progress (and why it has been surprising)
- Something strange is beginning to happen…

- Why measurement is getting increasingly hard
- Open questions and problems



What happened over the past ten years?

Scaling up of systems and convergence around an increasingly common, 
universal set of tools. 

Shift from academia to industry in terms of research. 

Shift from Western world to 'everyone' (who can afford a big computer) at the 
frontier.









Why are we here? arXiv: Scaling Laws for Neural Language Models

https://arxiv.org/abs/2001.08361


Why are we here?

THE GAME HAS CHANGED. 
ARTISANAL SCIENCE 
MOVES TO INDUSTRIAL 
PROCESS. 
A BIG DEAL!



One
Big 
Bug



What happened over the past year?

The big bug is getting worse. 

Appearance of large-scale generative models, sometimes with RL, leading to 
increasingly capable and rich systems. 

- GATO (flexible general agent)
- Dall-E-2 / CogView / Imagen (flexible image generation)
- Copilot (flexible code generation) 
- LM++, e.g, Palm, Anthropic RLHF assistant (flexible text models) 



From: https://bounded-regret.ghost.io/ai-forecasting-one-year-in/



Google 'MINERVA'

From: https://bounded-regret.ghost.io/ai-forecasting-one-year-in/



What is happening here?

What forces are driving this?

What does combo of bad 
benchmarks and bad predictions 
mean for future? 

In what other parts of science 
has progress beat expectations 
repeatedly?



Open problems

- How can we better measure progress, given rate of benchmark invalidation?
- We KNOW these models can augment people (e.g., code models). What's the 

best way to measure improved productivity?
- How can we create better ways to forecast this progress?
- What's the correct way to measure a multi-tool like a language model?


