Recognize the printed and handwritten numbers on the Steel billet
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Introduction
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Traditionally, record the numbers on the production line, requires humans to identify
the numbers on the steel billet, it's too wasted human power.
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Therefore, in order to achieve industrial automation and human power wasted,
we hope to use deep learning methods to realize printing and handwritten
number recognition on steel billet.
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In this way ,not only can reduce manpower, but also do quality control and
problem tracking more effective.
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[class] [x center] [y center] [width] [height]

® O - zidane.txt v

0 0.481719 0.634028 0.690625 0.713278
© 0.741094 0.524306 0.314750 0.933389
27 0.364844 0.795833 0.078125 0.400000
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Because the numbers on the steel billet can be framed by rectangle, and the background
is simple and the position of the text does not change much.
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So we choose to use YOLOv5, and choose YOLOv5m6 with fewer parameters as the pre-
trained weight.
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For the hyperparameter, we set the Batch size to 8, and train for 200 epochs.




&

Method

& " HNe4 305 4A SCFHER =) 3LN843054A

Text Recognition




I - | ' p




&

Method

model
TRBA
TRBA
TRBA
CRNN+CTC
TRBA
TRBA
TRBA
TRBA
CRNN+CTC
TRBA

Train data

Original images

Original images * Blur * Noise

Original images * Blur + Noise + Contrast [/ Brightness
All Data Augmentation

All Data Augmentation

Original images

Original images * Blur * Noise

Original images * Blur * Noise * Contrast [ Brightness
All Data Augmentation

All Data Augmentation

1x
ox
10x
20x
20X
1X
ox
110) ¢
20x
20x

M
-

< <X X< < < 22222



Model A

Model B







/jfé(l( [u/ //] fﬁ!f,,/![;)

/ens M N [ ‘J stanc \f~u‘+;[§
Str l ng LEeV f',r;;»,r, tein ,U].)‘* |




Result

model
TRBA
TRBA
TRBA
CRNN+CTC
TRBA
TRBA
TRBA
TRBA
CRNN+CTC
TRBA

Train data

Original images

Original images - Blur + Noise

Original images * Blur + Noise + Contrast / Brightness
All Data Augmentation

All Data Augmentation

Original images

Original images - Blur * Noise

Original images + Blur + Noise + Contrast / Brightness
All Data Augmentation

All Data Augmentation

1x
) ¢
1) ¢
20x
20x
1x
9x
10x
20x
20x

) |
-]

< < < < < Z2 2222

Score
284
238
220
338
198
537
355
345
418
283






Result
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The Validation score of this experiment was 284, which was obtained by training the original

data directly in the beginning.
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After data augmentation, it increased to 198, and finally increased to 157 through ensemble.
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Using the pretrain model fine-tune model, although the results are not very good, but in the

ensemble, it can make up for the lack of train from scratch.
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THE END




