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TABULAR INFERENCE (TNLI)

The tabular natural language inference
problem is similar to standard NLI.

But here, the premises are tabular data.
Task: Given a premise table, decide whether a
hypothesis is true (entailment), false

(contradiction) or undetermined (neutral).

Can be converted to the standard NLI task by
linearizing tables.

Check out INFOTABS (Gupta et al., 2020)
https://infotabs.qgithub.io

Joe Strummer

Birth Name
Born
Died

Genres
Occupation(s)

Instruments
Years Active
Labels

Associated Acts

John Graham Mellor
1952-08-21 Ankara, Turkey
2002-12-22  Broomfield,
Somerset, England

Punk Rock, Post Punk
Musician, Songwriter,
Radio Host, Actor

Vocals, Guitar, Piano
1970-2002

CBS, Sony, Hellcat,
Mercury

The 101ers, The Clash

H1: John Graham Mellor plays less instruments
than the number of labels he has worked for.

H2: Joe Strummer changed his surname after

he became a guitar player.

H3: Joe Strummer was active in the sports

industry for over three decades.


https://infotabs.github.io

MOTIVATION

Knowledge Issues: Tabular Data / Knowledge Base is mostly present in High
Resource Languages like English. High disparity across language in
Wikipedia.

Model Issues: Translating tabular data while maintaining the intent, context,
and the same quality of the source English language is difficult. Latency and
Throughput Issues.

Research Aspects: However, making inferences in a low resource language
over the English tabular source is a practical requirement.



MOTIVATION

Tabular Data / Knowledge Base is mostly present in High Resource
Languages like English.

Translating tabular data while maintaining the intent, context, and the same
quality of the source English language is difficult.

However, making inferences in a low resource language over the English
tabular source IS a practical requirement.

Can we construct a TNLI task in a bilingual setting?



BILINGUAL TABULAR INFERENCE (bTNLI)

A novel TNLI task wherein, the tabular
premise is in a high resource language,
while the textual hypothesis is in a low
resource language.

PREMISE

HYPOTHESIS
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e A novel TNLI task wherein, the tabular
premise is in a high resource
language, while the textual hypothesis is

PREMISE
in a low resource language.
QUESTIONS?
e How can we create a dataset that can
evaluate bTNLI?
HYPOTHESIS
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A novel TNLI task wherein, the tabular
premise is in a high resource
language, while the textual hypothesis
is in a low resource language.

QUESTIONS?

PREMISE

How can we create a dataset that can
evaluate bTNLI?

How well can multilingual models (for

example, mBERT) reason about bTNLI?

HYPOTHESIS

Joe Strummer

Birth Name
Born
Died

Genres
Occupation(s)

Instruments
Years Active
Labels

Associated Acts

John Graham Mellor
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Somerset, England

Punk Rock, Post Punk
Musician, Songwriter,
Radio Host, Actor

Vocals, Guitar, Piano
1970-2002

CBS, Sony, Hellcat,
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H1: John Graham Mellor plays less instruments
than the number of labels he has worked for.



OUR CONTRIBUTIONS

We introduce the novel task of bilingual tabular inference (bTNLI).

EI-INFOTABS, a dataset for bilingual tabular inference which contains
hypotheses in 11 Indian languages, while retaining the English tabular
premises from the INFOTABS dataset.

To create EI-INFOTABS, we leverage cutting-edge machine translation
models which provide high-quality translations of the hypotheses.

We access reasoning ability of state-of-the-art multilingual models trained with
varying strategies over EI-INFOTABS.



EXAMPLE FROM EI-INFOTABS

Joe Strummer

Birth Name
Born
Died

Genres
Occupation(s)

Instruments
Years Active
Labels

Associated Acts

John Graham Mellor
1952-08-21 Ankara, Turkey
2002-12-22  Broomfield,
Somerset, England

Punk Rock, Post Punk
Musician, Songwriter,
Radio Host, Actor

Vocals, Guitar, Piano
1970-2002

CBS, Sony, Hellcat,
Mercury

The 101ers, The Clash

English Tabular Premise

Language

Hindi

Telugu
Assamese

Oriya

Tamil

Punjabi

Gujarati

Hypothesis

SHTeT IMEH Ao 31 el T HEAT T Jolell H A ac
ol 8 Toteteh forT 3egiet e famam &

S R30)6 Tead 220D B30e5°D S06e30a°c.

S B (G3F SiFaF e 200l [FFF A6 Fa1%|

661 49Q0A @66 186 63710 09 ACA10RIA F6A |

ANER=N

G 6rVL_[LDLDIT 2002 (LD &6L FNILONS
Q&wevLIL (b eUbHSITI).

A RS 578 IH 936 3 UfgS™ IBAT &8 IH IITr Al

o8lot NeH AAR AMoll Wclotoll A3MIAML AMoj ol

wecllal A gHR AV &,

Label

NEUTRAL

NEUTRAL

NEUTRAL



CHALLENGES

e How does one estimate quality of machine translation in an
unsupervised manner and at scale?



TRANSLATING HYPOTHESES

John Graham Mellor plays less instruments than the

We machine translate the English number of labels he has worked for.

hypotheses provided in INFOTABS to 11

major Indian languages. ndicTrans
We use IndicTrans, an open-sourced !
state-of-the-art Indic NMT model which English-Hindi English-Telugu

b IndicTrans Model IndicTrans Model

outperforms commercial MT systems like
Google Translate, Bing Translate, etc.

SiieT MEH AR 3oT el HT &S préo 2opb e HIBVD
T RGN AFA AT  Sewdeo Doy Sod ey

Check out IndicTrans (Ramesh et al., 2022) T § TSt T 3l 713 ranmrgpi  S3r.
https://indicnlp.ai4bharat.org/indic-trans/ e &1

Se


https://indicnlp.ai4bharat.org/indic-trans/

MEASURING THE QUALITY OF TRANSLATIONS

Automatic Evaluation

We use BERTScore (Zhang* et al.,
2020)

An automatic scoring metric for
sentence similarity, between the
source and back-translated
English sentences.

We use IndicTrans to generate Indic
to English back-translated data.




MEASURING THE QUALITY OF TRANSLATIONS

Automatic Evaluation Human Evaluation
We use BERTScore (Zhang* et al., We  follow the  guidelines
2020) recommended in (Agirre et al.,
2016) to conduct human
An automatic scoring metric for evaluation.
sentence similarity, between the We (a.) diversely sample
source and back-translated source-translation pairs in each

language, (b.) prepare a common
Direct Assessment (Graham et

We use IndicTrans to generate Indic al., 2013) scoring strategy, and

to English back-translated data. (c) get the sampled data
evaluated by language experts.

English sentences.




MEASURING THE QUALITY OF TRANSLATIONS

Automatic Evaluation

We use BERTScore (Zhang* et al.,
2020)

An automatic scoring metric for
sentence similarity, between the
source and back-translated
English sentences.

We use IndicTrans to generate Indic
to English back-translated data.

Human Evaluation

We follow the guidelines
recommended in (Agirre et al., 2016)
to conduct human evaluation.

We (a.) diversely sample
source-translation pairs in each
language, (b.) prepare a common
Direct Assessment (Graham et al.,
2013) scoring strategy, and (c.) get
the sampled data evaluated by
language experts.

We observe high quality scores and note that our machine translated dataset closely

preserves the semantics of the source and is fluent.




EXPERIMENTS

How well do existing pre-trained multilingual language models perform on the
bTNLI task?*

Generic Models Indic Specific Models
IndicBERT, MuRIL as
i Pre-Trained ! ’
' ' mBERT, XLM-RoBERTa ; :
l : ’ they’re trained only on
. MULTILINGUAL | > as they’re trained on over y Y
: Models : ) Indic Languages and
: : 100 languages with a . e
---------------------- : . employ Indic specific
generic training strategy. o :
training strategies.
Check out IndicBERT (Kakwani et al., 2020) Check out MURIL (Khanuja et al., 2021)
https://github.com/Al4Bharat/indic-bert https://arxiv.org/abs/2103.10730

*We linearize the tables into paragraphic representations


https://github.com/AI4Bharat/indic-bert
https://arxiv.org/abs/2103.10730

Average Accuracy across Languages

RESULTS & ANALYSIS

mBERT [ MuRIL
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Results on a1 test split

Translate Train

We fine-tune and evaluate the multilingual
models on EN-IN. premise-hypothesis pairs
where IN. is one of the 11 Indic languages.

Training and evaluation done on each
language separately.

Each fine-tuned model is evaluated on the
same Indic language it was fine-tuned on.

*We also conduct cross-lingual evaluation of these
models



Average Accuracy across Languages

RESULTS & ANALYSIS

mBERT [ MuRIL
70

----------

65 .

60 . 61
59 .

55 .

50 :

45 .

Translate Train Bilingual Train .

----------

Results on a1 test split

Bilingual Train

We fine-tune the multilingual models on both
EN-EN and EN-IN. and evaluate on EN-IN.
premise-hypothesis pairs.

Training and evaluation done on each
language separately.

Each fine-tuned model is evaluated on the
same Indic language it was fine-tuned on.

Addition of English training data aids the
performance of mMBERT.

*We also conduct cross-lingual evaluation of
these models



Average Accuracy across Languages

RESULTS & ANALYSIS

70

65

60

55

50

45

mBERT [ MuRIL

----------

Translate Train Bilingual Tram Translate Test :

----------

Results on a1 test split

Translate Test

We fine-tune the multilingual models on EN-EN
and evaluate on EN-IN. premise-hypothesis
pairs.

The fine-tuned model is then evaluated on
each Indic language.

Poor Zero Shot Cross Lingual Transfer from

INFOTABS (English) to EI-INFOTABS
(Indic).



Average Accuracy across Languages

RESULTS & ANALYSIS

70

65

60

55

50

45

mBERT [ MuRIL

---------

Translate Train Bilingual Train Translate Test. Multilingual

Results on a1 test split

.

.

Multilingual Train (Unified
Model)

We fine-tune the multilingual models on all
languages including English.

The fine-tuned model is then evaluated on
each Indic language.

MuRIL performs best in this setting and forms
the benchmark for this task.



Average Accuracy across Languages

RESULTS & ANALYSIS

mBERT [ MuRIL
70

7 H

65 6 .
60 61 Z .
60 .

59 :

55 :
50 .
50 .

45 .

Translate Train Bilingual Train Translate Test  Multilingual *
. Translate Test , *

Train

Results on a1 test split

English Translate Test

We fine-tune the multilingual models on EN-IN.
premise-hypothesis pairs and evaluate on
EN-ENIN. premise-hypothesis pairs where
ENIN. represents IN. to EN back-translated
hypotheses.

Training and evaluation done on each
language separately.

Each fine-tuned model is evaluated on the
same Indic language it was fine-tuned on.

Forms a strong Translate then Test baseline on
EIl-INFOTABS.



Accuracy

70

LANGUAGE SPECIFIC PERFORMANCE

mBERT [ MuRIL

67 67 67
64 (4
& 61 ea 61 60 61 @ 61 60
35
Hi Bn Gu Pa Ma Te Ta Mi Kn As Or
MuRIL’s (Unified Model) results on a1
test split

Models perform best on Hindi(h/) and
Bengali(bn). This is expected as they are
high resource languages in the Indic context.

Assamese(as) and Oriya(or) are extremely
low resource in the Indic context.

Pre-training or fine-tuning on Bengali aids
the performance on Assamese due to
their high degree of relatedness.



Average Accuracy across Languages

MULTILINGUAL MODEL COMPARISON

70

65

60

55

50

45

mBERT M MuRIL

‘ A 4 67
1 | :
: . '

60

Translate Train Bilingual Train Translate Test  Multilingual
Train

g ---—---»

Results on a1 test split

MuRIL performs best across all
languages and experiments beating
IndicBERT and mBERT due to

e |arge parameter count
e Indic specific pre-training data

e Indic specific pre-training objectives
(Khanuja et al., 2021)
English MuRIL is multilingually robust as it

Toamslate Test performs similarly across all experiments
and languages.



Gold Labels

Gold Labels

CONFUSION MATRICES

Hindi
(High Resource)

MuRIL's Predictions on EI-INFOTABS

Assamese
(Low Resource)

MuRIL's Predictions on EI-INFOTABS
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Gold Labels

Gold Labels

Telugu

(Moderate Resource)

MuRIL's Predictions on EI-INFOTABS

Oriya

(Low Resource)

MuRIL's Predictions on EI-INFOTABS
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MuRIL performs similarly across all
languages irrespective of their degree of
low resource-edness in the Indic context.

Neutral is predicted with the highest
confidence.

MuRIL confuses Entailment with
Contradiction and vice-versa.

As noted earlier, MuRIL is multilingually
robust in the Indic context.



EI-INFOTABS v/s INFOTABS

Model (Rep) Dev a1 o) as
BERT3 (BPR) 63.00 63.54 5257 48.17
RoBERTag (TabFact) 68.06 66.7 56.87 55.26

{RoBERTaL (BPR) 7642 7529 6650 6426 )"

| RoBERTa (TabFact) 77.61 75.06  69.02  64.61

Human 79.78 84.04 83.88 79.33

Table 4: The human benchmarks and several baselines
on evaluation set of INFOTABS as reported in Gupta
et al. (2020) (TabFact) and Neeraja et al. (2021) (BPR).
Here subscript X; and Xpg represent X model L: Large
and B: Base versions respectively.

*RoBERTaL ARGE forms the benchmark on INFOTABS

Baselines on EI-INFOTABS are within an
absolute margin of 10% when compared to those

on INFOTABS.

But EI-INFOTABS is a more challenging dataset
than INFOTABS due to

1. bilinguality within the premise-hypothesis pair
2. low resource nature of Indic languages

Thus, baselines on EI-INFOTABS are strong and
promising.



RoBERTa v/s MuRIL

0.6

C

0.5

-0.4

-0.3

RoBERTa on INFOTABS
N

E

-0.2

C N E
MuRIL on EI-INFOTABS

Figure 3: Consistency Matrix which measures the
deviation of our best performing model, MuRIL
(Multilingual-Train)’s predictions on the o test set for
Hindi as compared to that of ROBERTay argg on the oy
test set of INFOTABS.

MuRIL disagrees with RoBERTa ,... on 47% of
examples with the Contradiction and Entailment labels.

However, for Neutral labels, it only disagrees on
around 36% of the examples.

However, the models fine-tuned on EIl- INFOTABS
broadly mimic the performance of RoBERTa on

INFOTABS.

LARGE

Both models predict Neutral hypotheses with the
highest confidence.

Both models confuse Entailment with Contradiction
inference label and vice-versa.



TAKEAWAYS

EI-INFOTABS, a dataset for bilingual tabular inference which contains
hypotheses in 11 Indian languages, while retaining the English tabular
premises from the INFOTABS dataset.

The dataset offers immense potential as it opens up avenues in (a)
multilingual tabular NLI, (b) bilingual claim verification, (c) and evaluation
of multilingual models.

To create EI-INFOTABS,, we leverage cutting-edge machine translation
models which provide high-quality translations of the hypotheses.

We access reasoning ability of state-of-the-art multilingual models trained
with varying strategies over EI-INFOTABS,.

enindicinfotabs.github.io



