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Motivation



Introduction

• Motivation - Unavailability of training data in all 
languages for cross-language NLP

• Goal - Train multilingual word embeddings usable for 
NLP tasks without retraining in each new language

• Problem - Generalize Multi lingual Word Embeddings 
and target various NLP Problems like NER, Sentiment

• Approach - Artificial Code Switching 



What is ACS ?

Artificial Code Switching

Example:       

   I have a blue car

I have un blue car

I have un blue gunda

I have a bleu car



Why is ACS useful?

Distributional Semantics

Similar Word Vectors:

a, un

blue, bleu

car,gunda



Expectations of ACS

vec(“king”) - vec(“man”)+ vec(“woman”)     ≈   vec(“queen”)

vec(“roi”) - vec(“homme”)+ vec(“femme”)     ≈   vec(“reine”)

vec(“roi”) - vec(“hombre”)+ vec(“woman”)     ≈   vec(“reine”)



Why not just translate 
entire corpus ?



Word Embeddings ?

CBOW : Works well on Syntactic

Skip Gram : Works well on Semantic 



Statistics

Training multilingual corpus : CBOW

Languages : French, Italian, English, Spanish

DataSet size: 9GB of Articles on Wikipedia

Factorie Toolkit for training word embeddings



Intrinsic Evaluation



Extrinsic Evaluation
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Extrinsic Evaluation



Conclusion
• Certain pairs of  languages are better at generalizing 

(Spanish - Italian)

• ACS performs poorly - multiple sweeps of code 
switching needed

• Adding more languages for embedding training 
generally seems to help

• Adding more languages to classifier training has 
mixed results



Future Work

• Improve ACS (word sense disambiguation, evaluation 
with concept cosine similarity, phrase level switch)

• ACS hyper parameter sweep (switch threshold)

• Test performance and generalizability (evaluation on other 
NLP tasks, new languages) 

• Improve evaluation task approach (phrase-level/ 
document-level features, better algorithms)



Questions ?



Extrinsic Evaluation


