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We are here today to ask for your help. 

- Dozens of criminal justice jurisdictions are considering or 
have instituted major changes to their bail systems in the 
US.

- In many of them, the opportunity to end cash bail is tied to 
putting risk assessment algorithms into pretrial decisions - 
in between people and their freedom.

- This isn’t about the ideal or theoretical role of data scientists: 
It’s about what happens in practice, and how you can 
connect with that.
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We are here today to ask for your help (continued). 
- In our organizing, we’ve met hundreds of people with major 

concerns about how these algorithms will enshrine bias into their 
predictions, and who are struggling for power over how court 
systems will use those predictions.

- Risk assessment and bail reform are not always decarceral - not 
always unwinding deep disparities that have caused mass 
incarceration.

- Our organizing, and much of the work of this community has 
changed the conversation on how communities can engage with 
algorithms in human decision-making systems.

- Will you help our communities hold algorithms accountable to 
us, and to a vision of decarceration and ending racial disparities?
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Goal for today is to begin building community 
governance of predictive algorithms in pretrial 

Urgent need for community governance to happen now in the field. If we 
don’t bring governance to bear on these tools now, risk of embedding larger 
bias into pretrial decision-making.  We hope to leave today with:

- A working definition of community governance over risk assessment 
in partnership with data scientists, with good arguments for why it is 
necessary and possible, and a sense of some of the traps and concerns 

- To start to build a community of practice from those in the room who 
want to help build community governance over risk assessment in real 
time

- Today will be a participatory exercise in talking about what that means
- After some initial level-setting and sharing examples
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Initial level-setting

- Where are we in the social, legal, and scientific debate on risk 
assessments in pretrial decision-making? 

-
- And what about this moment in time brought a broad coalition of 

advocates together 18 months ago to develop a major Statement 
of Concern about them?
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Level setting
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Level setting
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“Frameworks” — political and moral judgment
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What we know: Two kinds of research

● Statistical validation: Do the tools’ forecasts come true?
○ Some data here. Forecasts of missed appointments and rearrest can be generally accurate
○ But the burden of error is racially disparate

● Impact on Decision-making: What happens to people, once tools are 
introduced?

○ Very scant research here
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What we know - risk assessment isn’t 
always used decarcerally

10



11https://www.theatlantic.com/magazine/archive/2017/09/innocence-is-irrelevant/534171/



With all this in mind - how communities came to 
abolition

12



13



14



15
https://leadershipconferenceedfund.org/pretrial-risk-assessment/ 

https://leadershipconferenceedfund.org/pretrial-risk-assessment/


Some examples of what community validation could include:
- Data justice

- explaining what you are doing to impacted people, survivors of harm and survivors of mass 
incarceration, and listening to what they have to say about their experiences of the system

-
- Clearly explaining what tools are factoring in and what they aren’t

- data scientists explaining the limits of numbers & encouraging consideration of factors not 
systematically quantified, like a person’s community ties and how risk can be mitigated by meeting 
someone’s often quite simple needs

-
- Working with communities to make transparent and accountable HOW these predictions will be 

used - not what the numbers “say”, but what they “do”
- data scientists pushing systems to involve communities in deciding how the system RESPONDS to 

an assignation of risk. (How about meet someone’s needs?)
-

- Revalidating based on input from the community
- Not just testing to say “the tool is accurate in what it was programmed to predict” but “the tool is 

being used in ways that reduce the harms of mass incarceration as defined by the community” 16



Some examples of what community validation 
could include (part 2):

- Watching for the results that communities care about: not just reductions in FTA and 
NCA/NCVA, but are jails getting smaller, are jails getting less racist - and building needs 
assessment algorithms

-
- Using risk assessment to watch decision-makers and people with power: algorithms to 

watch police or judges
-
- Fight bias in framing of questions:  example: how questions asked about contact w/father 

for prisoner intake (Reuben)
-
- Fight to make sure these tools are only used decarcerally: only to send people home, 

preventing judges from using group predictions to punish individuals. A high-risk label should 
only trigger a hearing, not a decision to incarcerate
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Here’s how we’re gonna get everyone’s input:  

For the next 20 minutes:

- Attendees and organizers together will mock up up, from a data scientist’s 
perspective, how communities judged by risk assessment tools can be a 
part of a design, auditing, validation, or revalidation process.

- We will ask people to get up and write on the wall possible processes that 
would work and possible hurdles to this working

- Then we will have people indicate reactions visually to the proposed steps, 
leading into a whole group discussion. STICKERS!

- Finally, we will identify people interested in continuing to work to 
develop, refine, challenge and implement these ideas — paving the way 
for continued momentum after the tutorial.
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Questions to keep in mind:

(a)How can we do community validation in practice? The governance structures 
are hard to build and hard to explain. 

(b) How can we track successes and challenges of community control in a national 
way? 

(c) What continued dialog and learning is necessary between designers of these 
tools and impacted communities?
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Questions? 

- reuben@justleadershipusa.org, 267-414-4764
- hannah@mediamobilizingproject.org, 267-970-4007
- david.robinson@cornell.edu, 202-657-9892 
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