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 TL;DR

• Human annotation is expensive - automatically detect and classify great ape calls from continuous audio recordings.

• Three data sets of different great ape lineages collected during field research: chimpanzees, orangutans, and bonobos.

• Wav2vec 2.0, pretrained on 1000 hours human speech, transfers surprisingly well as an acoustic feature extractor used with LSTM.

 Discussion

• Wav2vec 2.0 transfers from human speech (high resource) to great ape calls (low resource) - what about other animals?

• Do the same observations hold if we move from the vocal-auditory channel to the manual-visual channel (gestures)?

• A broader picture of decoding the communication systems of non-human animals - e.g., the Earth Species Project.

Table 2: We run all experiments three times based on different random seeds and 
report the mean and standard deviation. acc. stands for frame-level accuracy, f1 
stands for the frame-level average F1- score weighted by the number of true 
instances per class. For hyper-parameters, we start E1 with batch_size = 1, dropout = 
0.4 and keep them by default, if not otherwise specified in the table.


