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Aboutness:
 Subjective & Objective

• Subjective: “Moby Dick is about more than just 
a whale” (Svenonius, 2000)

• Objective: a set of  terms that can be agreed 
upon as useful for database Information Retrieval 
purposes. (Svenonius, 2000)

Still challenging!



Aboutness for Humanities Documents
Scientific

• Linguistic 
Determinacy 

• Domain-specif
ic

 

Humanities

• Linguistically 
Complex

• Multidisciplinary 
language

• Expressive



Controlled 
Vocabularies: 

Helping to represent 
aboutness in a 

standardized way

•Avoiding language idiosyncrasies:
•Regional word usage and spellings
•Idioms
•Abbreviations 

(Bair, S. & Carlson, S., 2008)

•Text analysis and representation 
consistency 
(Bueno-de-la-Fuente, G., Mateos R.D. & Greenberg, J., 
2016)



19th Century Knowledge Project
Digital Scans in PDF T

o
Over 100,000 Individual TEI-XML entries

●  3rd ed., 18 vols., 1797 
●  7th ed., 21 vols., 1842 
●  9th ed., 25 vols., 1889 
●  11th ed., 29 vols., 1911 



Goals of  the 19th-Century 
Knowledge Project
• Long term question: How does the specification 

of  concepts change over time across four 
19th-Century Encyclopedia Britannicas (1797-1911)?

• Short term goal: Automated descriptive subject 
metadata creation for integration into the 
individual encyclopedia entry TEI-XML headings



Challenges of  
Automatically 
Indexing this 

Corpus

Multidisciplinary Linguistic 
idiosyncrasies

Varying lengths No Abstracts



Our Goals

•Automated keyword extraction
•Transformation of  keywords into controlled vocabulary 

terms
• Possibility of  indexing with multiple controlled vocabularies

•End Result: Large-scale automatic subject metadata 
generation with Controlled Vocabulary terms



HIVE Automatically Indexed Document Subject Headings:

Keyword 
extraction 
algorithm

Document

Natural 
Language
Keywords

2nd Algorithm maps keywords to controlled vocabulary terms



HIVE Indexing Example: 11th edition entry on Rameses 
(the city in Egypt)

http://hive2.cci.drexel.edu:8080/indexer

http://hive2.cci.drexel.edu:8080/indexer


HIVE Indexing Example: 11th edition entry on Rameses 
(the city in Egypt)

Automatically-generated LCSH and Agrovoc results

Image: Egypt by Laymik from the Noun Project



Three Keyword Extraction Algorithms

KEA++ MAUI RAKE

Features • TFxIDF
• First occurrence
• Keyphraseness (keyphrase 

frequency)

(Medelyan and Whitten 2008)

• TF-IDF
• First occurrence
• Keyphraseness
• Length 
• Node degree
• Wikipedia-based 

keyphraseness
• Spread
• Semantic relatedness
• Inverse Wikipedia linkage

 
(Medelyan, Perrone, and 

Witten 2010)

• Word frequency
• Word degree
• Ratio of  degree to 

frequency
• Co-occurrences
• Stop words
• Adjustable parameters: 

-Minimum characters per 
word
-Maximum words per 
phrase
-Minimum word frequency

 
(Rose et al. 2010)

Machine
-Learnin
g

Yes Yes No

Which to use?

Image: Neural interface by ProSymbols from the Noun Project



Topic 
Relevance 
Evaluation

Two Questions:
• For each article in the preliminary 

sample, what proportion of  the 10 
subject headings returned are 
relevant? 

• Since HIVE ranks the results 
according to relevancy, what 
proportion of  HIVE’s 
highest-ranked results for each 
algorithm are relevant results?



Steps

Compiling a 
sample for 
testing

1
Uploading 
entries to 
HIVE

2
Improving 
HIVE’s 
interface

3
Re-testing 
and 
optimization

4
Topic 
Relevance 
Analysis

5

• Evaluator reads entries
• Ranks the relevance of  the 

HIVE subject heading 
results 



Relevance 
Measures

• Relevant (R)

• Partially-Relevant (PR) 

• Non Relevant (NR)

Why Partial 
Relevance?

• User uncertainty 
regarding the information 
object’s degree of  
relevance

• Degree of  relevance in 
relation to an 
information goal 

(Hjørland and Christensen 
2002) 



Maui Kea++ RAKE

Relevant 28% 28% 67%

Partially Relevant 10% 9% 21%

Non-Relevant 62% 63% 12%

HIVE top-ranked 
as true relevant

0% 100% 100%

Precision score 
percentages are out 

of  the 100 total 
subject headings for 

each algorithm

Topic relevance precision scores for three algorithms tested in HIVE



KEYWORD EXTRACTION ALGORITHM

TO
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INDEXING ERROR EXAMPLE

1. Too many or too 
few results

• HIVE Version(s): 1 
• Algorithm(s): Maui
• Entry: 3rd edition, "Rhetoric" 
• Results: Zero results

2. Inappropriate levels 
of granularity (too 
broad)

• HIVE Version(s): Both
• Algorithm(s): All
• Entry: 11th edition, “Rameses” (the city)*
• Broad Result: “Names”

3. The absence of 
essential subjects

• HIVE Version(s): 1
• Algorithm(s): Maui & Kea++
• Entry: 9th edition, “Rice”
• Missing Result: “Rice”

4. Presence of 
obviously incorrect 
subject headings 

• HIVE Version(s): 2
• Algorithm(s): Kea
• Entry: 11th edition, “Rose”  (the flower)*
• LCSH Result: Heterosexual teachers

5. Different semantic 
meanings of a word

• HIVE Version(s): 1 
• Algorithm(s): Maui
• Entry: 11 edition, "Rum” (the liquor)*
• Results: "Rummy (Game),”  “Spirits 

(Islam)”
6. Time-Inappropriate 
Subject Heading

• HIVE Version(s): 2
• Algorithm: RAKE
• Entry: 11th edition, “Rifle”
• Result: “ZSU-23-4 (Antiaircraft gun)”

Table 3: Examples of  common indexing errors as found in the 
research on this corpus
* Italics indicate comments added by researchers for clarity

Types of  Indexing Errors

Identified by Lancaster 2003 
& Golub et al. 2016

Additional errors identified 
working with this corpus



Next Steps:
• Comparative topic relevance testing for before and after correction 

of  the historical Long S in the 3rd edition. 
• The “long S” used in the 3rd edition, which is indexed by 

HIVE as an f
• Example from the 3rd edition entry on Rum

• Comparative topic relevance testing to refine RAKE’s minimum 
word frequency parameter to accommodate for entries of  varying 
lengths 

• Integrating historical controlled vocabularies into HIVE
• Can we avoid time-inappropriate subject headings and 

common homonyms?
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Questions?

Thank you!


