
"Data structures 2.0 is written in human unfriendly language, such as the floating 
point values of an embedding. No human is involved in writing this code ... and coding 
directly in the floating point values is kind of tedious but possible (I tried)." [2]
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What is Software 2.0?

[1] https://karpathy.medium.com/software-2-0-a64152b37c35

"Software 2.0 is written in human unfriendly language, such as the weights of a 
neural network. No human is involved in writing this code ... and coding directly in 
weights is kind of hard (I tried)." [1]



What is Software 2.0? - Examples
Visual Recognition



What is Software 2.0? - Examples
Structure prediction



What is Software 2.0? - Examples
Text summarisation



What is Software 2.0? - Examples

Search and recommendations





What is Software 2.0?
"Software 2.0 is written in human unfriendly language, such as the weights of a 
neural network. No human is involved in writing this code ... and coding directly in 
weights is kind of hard (I tried)." [1]

Software 1.0
Rules + data → Answers

Software 2.0
Answers + data → Rules

Network 
architecture Desired output 

("Answers")
Data

Parameters{"Rules"



What is Software 2.0?
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What is Software 2.0?
"Software 2.0 is written in human unfriendly language, such as the weights of a 
neural network. No human is involved in writing this code ... and coding directly in 
weights is kind of hard (I tried)." [1]

Software 2.0
Answers + data → Rules



Why Software 2.0? - Benefits and considerations

Benefits
● Computationally homogeneous
● Constant running time and memory
● Simple to bake into silicon
● It is highly portable
● Direct optimization
● It is much better

Drawbacks
● Harder to understand
● Soft and unexpected failure 

modes
● Can be difficult to test
● Requires strict testing and 

monitoring of data
○ "unit tests for data"



Software 2.0:

● Source code comprises:
○ Dataset defining behavior
○ Neural net architecture providing 

code skeleton
● Many details (weights) to be filled in
● Training process compiles dataset 

into final neural network binary

What is Software 2.0? - Summary

Software 1.0:

● Human-engineered source 
code (e.g., .cpp files)

● Compiled into a binary that 
does useful work
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What are embeddings?

A dog sitting on 
some grass

[0.11, -0.24, ... , ..., ..., ..., ..., ..., ..., .., ..., 0.07, 0.16, -.07]

Model

Vectors (Embeddings)
● Encode the meaning of objects comprised 

of text, images, audio, video as vectors
● Embeddings are (learned) vectors
● Proximity in vector space equals "similarity"
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Inference

Query: Awwwww, a cute puppy in the grass

What are embeddings? How models understand text

Token embeddings

Embedding
3 5 788 43 6998 2458 235 34223 9857

Tokens: Awwwww, a cute puppy in the grass



Query:

What are embeddings? How models understand images

Patch embeddings

Inference

Embedding



f(                )

Query:

What are embeddings? How models understand images

Patch embeddings

Data

Embedding

"Weights" - to 
be learnt (𝛳)



"Data structures 2.0 is written in human unfriendly language, such as the floating 
point values of an embedding. No human is involved in writing this code ... and coding 
directly in the floating point values is kind of tedious but possible (I tried)." [2]
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Query: Awwwww, a cute puppy in the grass

Tokens: Awwwww, a cute puppy in the grass

Make these embeddings 
as close as possible

X Y

{ {

Training embedding models

{



Marqo FashionCLIP
State-of-the-art embeddings model for fashion search and recommendations

https://www.marqo.ai/blog/search-model-for-fashion

https://www.marqo.ai/blog/search-model-for-fashion


Marqo FashionCLIP
State-of-the-art embeddings model for fashion search and recommendations



Summary of software 2.0 and embeddings

● Software 2.0 
○ learns the functions from data instead of 

being handcrafted
● Embeddings 

○ learn the representation of data instead of 
being handcrafted

● Embeddings are learned vectors
● Embeddings provide a consistent format for 

diverse unstructured data 

A dog sitting 
on some grass

[0.11, -0.24, ... , ..., ..., ..., ..., ..., ..., .., ..., 0.07, 0.16, -.07]
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Search
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Building with Embeddings - why now?

● Embedding quality has dramatically 
improved

● Driven by:
○ data quality and quantity
○ training methods
○ hardware improvements
○ architecture improvements
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Transformers
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CLIP/SBERT



Classification

"Cinema"
"Restaurant"
"Clothing"

d(c, L)
"Cinema": 0.98
"Restaurant": 0.01
"Clothing": 0.01

"Dune is the best movie ever."

Embedding of the text Embeddings of the labels

Calculate the similarity of 
the content and labels

Embedding model

Labels



Classification

"Dune is the best movie ever."

Embedding of the text

"Positive"
"Negative"

Embeddings of the labels

d(c, L)Calculate the similarity of 
the content and labels "Positive": 0.99

"Negative": 0.01

Embedding model

Labels





https://huggingface.co/sp
aces/Marqo/Marqo-Fashi
onSigLIP-Classification

https://huggingface.co/spaces/Marqo/Marqo-FashionSigLIP-Classification
https://huggingface.co/spaces/Marqo/Marqo-FashionSigLIP-Classification
https://huggingface.co/spaces/Marqo/Marqo-FashionSigLIP-Classification


Search

Embedding of the query Embeddings of the products

d(q, P)Calculate the similarity of the 
query and products

"Product4": 0.76
"Product3": 0.74
"Product1": 0.18
"Product2": 0.11

Embedding model

"retro blue jacket"





Search

"retro blue jacket"

Embedding of the queries Embeddings of the products

d(q, P) "Product4": 0.76
"Product3": 0.74
"Product1": 0.18
"Product2": 0.11

Embedding model

"sports" "shiny"

+

-

Calculate the similarity of the 
query and products





Retrieval augmented generation (RAG)

"what is the clicking sound"

Embedding of the query
Embeddings of the document chunks

Embedding model

d(q, C)

"chunk1": 0.76
"chunk4": 0.74
"chunk2": 0.18
"chunk3": 0.11

Send top chunks to LLM

"The clicking 
sound is emitted 
by the anti-drip 

system"





Retrieval augmented generation (RAG)

d(q, C)

d(a, C) "chunk1": 0.88
"chunk4": 0.52

Rate the answer compared 
to the chunks

"what is the clicking sound"

Embedding of the query
Embeddings of the document 
chunks

Embedding model

"chunk1": 0.76
"chunk4": 0.74
"chunk2": 0.18
"chunk3": 0.11

Send top chunks to LLM

"The clicking 
sound is emitted 
by the anti-drip 

system"



Building with Embeddings

● Embedding based systems share a lot of 
similarities

● Embedding generation (inference) and 
comparing (scoring) make up the core

● Embedding generation handled by deep 
learning models

● The comparison (retrieval) of 
embeddings is handled by a vector 
database

Train

Generate Retrieve

d(q, C)



Train
Multimodal fine-tuning, optimised for user 

interaction data. 

Generate
Marqo’s open source inference engine 

provides fast image ingestion, inference and 
search.

Retrieve
Marqo provides a fully-managed Vespa 
vectorDB engine, deployed with Marqo 

inference nodes for low latency search and 
ingestion.

results = 
mq.index("my-index").search(
    "Marqo Polo"
)

mq.create_index("my-index", 
model=”my-custom-CLIP”)

mq.index("my-index").add_documents
(
    [{
        "title": "The Travels of 
Marco Polo",
        "image": "my-image-url” 
   }],
    tensor_fields=["title", 
“image”]
)

model_details = 
marqtune_client.train(
    method="weighted_clip",
    
model="open_clip/ViT-L-14/laion2b_
s32b_b82k",
    data={
        "id": "your_data_uuid", 
        "bucket_path": 
"path_in_bucket"
    },
    params={
        "param1": "value1", 
        "param2": "value2"
    }
)

45

Marqo Embeddings Cloud
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Conclusion

● Software 2.0:
○ Uses optimization to learn functions from data
○ Allows for increasingly complex programs

● Embeddings:
○ The data structures 2.0
○ Uses optimization to learn representations from data
○ Interface with unstructured data
○ Allow for composability

● Embedding models share a lot of similarities with each other
● Embedding based systems share a lot of similarities with each other



Thank you!

jesse@marqo.ai

Marqo
https://www.marqo.ai/

Open source
https://github.com/marqo-ai/marqo

Classification demo
https://huggingface.co/spaces/Marqo/Marqo-Fashi
onSigLIP-Classification

FashionCLIP
https://huggingface.co/Marqo/marqo-fashionSigLIP

Blog
https://www.marqo.ai/blog

https://www.marqo.ai/
https://github.com/marqo-ai/marqo
https://huggingface.co/spaces/Marqo/Marqo-FashionSigLIP-Classification
https://huggingface.co/spaces/Marqo/Marqo-FashionSigLIP-Classification
https://huggingface.co/Marqo/marqo-fashionSigLIP
https://www.marqo.ai/blog



