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EIC Streaming Readout Architecture
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cCCE

factor of 100 in
data reduction

1
Analog ~ 20m @ Power Supply System
(HV, LV, Bias)

Cooling Systems

EIC Stream/ng Readout (From Fernando Barbosa'’s talk at AI4EIC Sep. 9, 2021)




from EIC Yellow Report

Species 1 P e r e l 14 e J 14 e r e
Beam energy [GeV] 275 18 275 10 100 10 100 5 41 5
V3 [GeV] 140.7 104.9 63.2 447 28.6
No. of bunches 290 1160 1160 1160 1160
High divergence configuration

RMS A6, h/v [prad] 150/150 202/187 | 119/119 211/152 | 220/220 145/105 | 206/206 160/160 | 220/380 101/129
RMS Ap/p [1074] 6.8 10.9 6.8 5.8 9.7 5.8 9.7 6.8 103 6.8
Luminosity [10¥em~2s71] 1.54 10.00 448 3.68 0.44

High acceptance configuration
RMS A8, h/v [urad] 65/65 89/82 65/65 116/84 180/180\% 180/180 140/140 | 220/380 101/129
RMS Ap/p [1074] 6.8 10.9 6.8 5.8 9.7 5.8 9.7 6.8 10.3 6.8
Luminosity [10%cm2s7!] 0.32 3.14 3.14 \\Q 0.44

Table 10.1: Beam parameters for e+p collisions for the available center-of-mass energies /s with strong ha
and beam effects depend on the configuration. Values for high divergence and high acceptance configurations

Species I Au e I Au e | Au e l Au e

Beam energy [GeV] 110 18 110 10 110 5 41 5

V3 [GeV] 89.0 66.3 46.9 28.6

No. of bunches 290 1160 1160 1160
Strong hadron cooling

RMS A8, h/v [urad] 218/379 101/37 | 216/274 102/92 | 215/275 102/185 | 275/377 81/136

RMS Ap/p [1074] 6.2 10.9 6.2 5.8 6.2 6.8 10 6.8

Luminosity [1033¢cm—25~1] 0.59 4.76 477 1.67

Stochastic cooling

RMS A6, h/v [urad] 77/380 109/38 | 136/376 161/116 | 108/380 127/144 | 174/302 77/77

RMS Ap/p [1074] 10 10.9 10 5.8 10 6.8 13 6.8

Luminosity [10¥3cm—2s71] 0.14 2.06 1.27 0.31

Table 10.2: Beam parameters for e+Au collisions for the available center-of-mass energies 1/s. Luminosities and beam effects depend

on the cooling technique. Values for strong hadronic and stochastic cooling are shown.

cooling. Luminosities
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From YR 2.10

“Most of the key physics
topics discussed in the EIC
White Paper [2] are
achievable with an
integrated luminosity of 10
fb~" corresponding to 30
weeks of

operations.”

10x10%3 cm2s™' x 30 weeks

18.1 fb™’
(assumes 100% beam up time. YR
also says 60% operational efficiency
which would bring this to 10.3 fb™)

bottom line: 10fb™! represents
roughly first year of running
with about half of that for ep
scattering




from EIC Yellow Report
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10.3 Rate and Multiplicities

Table 10.4: Total e+p cross-section (Q? > 107%,10~% < y < 0.99 as a function of electron and
proton beam energies. The cross-sections were calculated using PYTHIA6 event generator
and might change slightly depending on the settings.

E. [GeV]

5 10 18
41 | 259 301 35.0
E,[GeV] | 100 | 321 37.1 416

275 | 39.4 44.6 (49.3)

The EIC total e+p cross-section is estimated using the PYTHIA6 event generator
as listed in Table 10.4. For each collision, Figure 10.2 shows the particle produc-
tion rates for the 20 GeV on 250 GeV beam energy configuration. Events were
simulated using PYTHIAG, and the total cross section reported by PYTHIA6 was
used to scale event counts to rates. No cuts, for example on event Q? or parti-
cle momentum, were applied. The 7-range spans the expected acceptance of the
main EIC detector. The term “charged” particles refers to electrons, positrons, and

Ttot(1b)

For ep scattering representing
half of a 30 week year of
running we expect:

_50ub x 5fb™' = 250B collisions

Inclusive ep scattering MC DST:
~600MB/2k events = 300kB/event

250B/(15weeks*7days/wk*24hr/d*3600s
/hr)/(60% accel. efficiency) =46kHz

46kHz * 300kB = 14GB/s (140Gbps)

_

close to Jin’s simulation calculation of O(100Gbps)

-



Multiple levels of event filter

cCCE

Input/Output Reduction = Technology
Factor
FELIX-like Compute 100Tbps/10Tbps 10 FPGA
Interface
Online Event Filter 10Tbps/1Tbps 10 FPGA, (GPU),
CPU
Offline Event Filter <1Tbps/01.Tbps ~10 FPGA, GPU,
CPU
Reconstruction 1Tbps/0.1Tbps 10 (FPGA),
GPU,CPU




Federated Computing Model QCCQ
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Federated Computing Model . CCe

Benefits of using a federated model in the near-time pipeline

e Each site only needs to handle a fraction of data
e EIC computing becomes a smaller fraction of each compute farm

e One site having diminished capacity temporarily can easily be
absorbed by others without reconfiguration




Worldwide LHC Computing Grid (WLCG)  (C(C €

Tier-2 sites
(about 140)

Tier-1 sites
10 Gbit/s links

-

Tier 0 - LHC
o Store all raw data
o 20% of LHC computing
o Initial reconstruction
o Distribute raw data and initial recon to all Tier 1
sites
Tier 1 - multiple sites(13)
o Combined capacity to store all data from Tier O
o Compute for large scale reprocessing
o Distribute data to Tier 2 sites
o Store simulated data from Tier 2 sites
Tier 2 - Universities and Scientific sites (155)
o Compute for specific analysis tasks
o Some reconstruction
o  Simulation
Tier 3 - End users
o small clusters or personal computers

https://home.cern/science/computing/grid-system-tiers



https://home.cern/science/computing/grid-system-tiers

An EIC Butterfly Model CCe

University Tier 0 EIC / University
University \ Q g / University
JLAB Tier 1 SDCC
University A A University
/ e
University ’ BATES ~ University
> N /| Tier2) ||  NERSC = \ ~ J
Tier 3 Tier 3
Y OSG <

Nearly all storage (raw data, reconstructed data, simulated data) is stored across Tier 1 sites




ECCE Computing Plan CCe

ecce-note-comp-2021-01- 0 X

- C & overleaf.com/pr &y ! L L Ke! featureS'
§Aps @\ B Jlab B3 Pub X C B3 Robotics B Al @ Mylifetouch @ Jupyterlab ES) Data Science B Personal =

B o s Reading List

& Menu 1 ec mp-2021- CAb Review 588 share @ submit 'O History @ Chat 1 . Streaming Readout
| WA S w 2 Recompile - @ & e 2

W figs &

: Reconstruction in near-real
[ Omain.tex H ¥ time (~2WeekS)

I header.tex : templat I

R Makeie ¢ 0 s gt 1, 202 3. Federated Computing
[ old_ README.md
B README.md

& refs.bib

Bisec_Al.tex ”, gy ' ECCE Computing Plan

i sec_detector_develop... 10

Preliminary

e :i o . ’ October 23, 2021 P Internal deadline Of Oct. 23
[ sec_offline.tex 13

Bisec offsie.tex - o  rough draft, all sections
i sec_online.tex b ;
§ Sy e Internal review Oct. 24-30
[ template_section2.tex
[ title_page.tex
B unsrturl.bst

e Designated Reader review
Nov. 1-15

v File outline

Introduction

Artificial Intelligence/Ma...

Detector and Program D...

Online

B seetmen e Final draft Nov. 30

Offsite Processing

Resource Requirements ... include{title_page}

12
ECCE Bi-Weekly meeting - Computing Team Report - Sep. 13, 2021



Open Questions . CCE

« Computing/Storage

« What are DOE rules, where are they written, can they be updated?
» LHC-style pyramid model vs. butterfly model?

« Common system for all EIC experiments?
« Data Processing/Software
« Limitations on calibration latency? (e.g. detector design)

* Nature and number of filters. Types of technology that can be used (e.g. FPGA,
GPU, ...)
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