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Optimization Application in Medical Physics/BME

- Machine learning

- CT and MRI undersampled reconstruction

- Map across different imaging modalities (e.g MRI to CT image)
- Dose optimization in radiotherapy

- Image registration & segmentation

o Generally post as a mathematical problem to find the best possible solution x*
for some problems with set constraints



Optimization mathematical formulation

w* = argmin, )./, log (1 + e"yi“’T"i)

n: number of data points

- Xi : ith data point

- Yi: ground truth of ith data point

w*: optimal nth dimension vector perpendicular to the plane that linearly

separates the two groups

o In a general sense the formulation for an optimization problem is:
x* = argming f(x)

such that g, (x) < by, fork =1,..k
such that h,, (x) = ¢;, fork=1, ... k



Vector norms Conditions
1) |x| = 0 always,and |[x] =0if x =0
2) Icfl‘ = |c|||£||,for any scalar c

3) |Ix+ Yyl <|lxl| + |Iy]| (triangle inequality)

Important norms:

l, norm: ||f1|| 11¥1=1|xn|

L, norm: ||x||, = VXN _, |x,|? (Euclidean)




12-norm (Closed form solution)

@ = 1A% — y||3
Af (%) = 24T(AX - y) = 0

ATAZ* = ATy
Xt = (ATA) ATy

If ATA is invertible

Af(x) =0




Constrained vs UnConstrained Optimization

Unconstrained

x* = argmin; f(x), for xeR™

//
Constrained /\\1

x* = argmin; f(X) .

such that g, (x) < by, fork=1,..k N
such that h,, (x) = ¢}, fork=1, ..k




Definition of Convexity
Definition: f(X) RN — R is convex if for any two X, X, and a scalar te(0,1). The following holds:
ftx, + (1 —0)xp) = tf(x,) + (1 — 1) ()

- If f(x) is convex and g(y) is
convex and monotonically
increasing than g(f(x)) is also
convex.

- If [|x]]2is convex and g(y) =
yA2 is convex and

| | > monotonically increasing for
y>0, then ||x||-*2 is convex.
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