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Problem statement

● UGC videos often suffer from various unpredictable distortions at different levels, 
such as low-level technical, mid-to-high-level aesthetic, and high-level semantic, 
which impact users' quality-of-experience (QoE)

● Existing VQA models are mainly designed to quantify quality from the technical 
aspect, such as distortions like noise, blur, compression artifacts.

● The demand for high-resolution and high-frame-rate videos on social media 
platforms presents new challenges for VQA tasks, as they must ensure 
effectiveness while also meeting real-time requirements

 → To develop a highly efficient and comprehensive evaluator for UGC
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Our model: COVER 

COVER processes the input video in five steps: 

I. Temporal Sampling II. Spatial Sampling

III. Feature Extraction IV. Feature Fusion

V.     Quality Regression



Step I: Temporal Sampling

- The semantic branch randomly samples one picture from every second of an input video

- The aesthetic branch randomly samples two picture from every second of an input video

- The technical branch randomly samples two picture from every second of an input video



Step II: Spatial Sampling

- The semantic branch resizes the frames from their original size to 512x512 (CLIP pre-trained input)

- The aesthetic branch resizes the frames from their original size to 224x224 (Aesthetics is robust to size)

- The technical branch sampled fragments* the pictures to 224x224 (inspired from Fast-VQA*)

* H. Wu et al, FAST-VQA: Efficient End-to-end Video Quality Assessment with Fragment Sampling, ECCV 2022



Step III: Feature Extraction

- The image encoder of CLIP* is used as the backbone of the semantic branch; A ConvNet is 
used for the aesthetic branch; a Swin Transformer is used for the technical branch

- During training, the backbone of the semantic branch is ❄frozen, while the backbones of the aesthetic 
branch and the technical branch are 🔥fine-tuned

* OpenAI, Contrastive Language–Image Pre-training



Step IV: Feature Fusion

- To enable feature interactions, the semantic feature is used to perform channel-wise cross-gating* on 
both the technical feature and the aesthetic feature

- Simple Cross-Gating Block (SCGB) retains only one gating pathway and channel-wise interactions, 
eliminating operations related to spatial interactions

* Z. Tu et al, MAXIM: Multi-Axis MLP for Image Processing, CVPR 2022



Step V: Quality Regression

- The features from each branch are individually fed into an MLP header to predict quality scores. The final 
predicted quality score is the sum of the quality scores from the three branches

- While training MLP headers, COVER minimizes the relative loss between the predictions of each branch 
and the overall opinion MOS



Experiments



Ablation Study

- No.1-3: The technical branch has the best performance among the three branches

- No.4-6: Combining either the aesthetic branch or the semantic branch with the technical branch can lead to 
significant performance improvements

- No.7-8: Adding the SCGB feature fusion block can further push the performance limit by approximately 1.5% 
in SROCC



Thank you!
COVER 
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