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Who are you?





blog.golang.org/go-cloud

https://blog.golang.org/go-cloud


Each cloud is similar at a high level.



Each cloud is different at a low level.



Application

Container

Kubernetes

Blob storageConfigurationDatabase Compute



Demo



Demo scenario

● Build demo with Go 1.11 using module
● Show source code of demo
● Run build binary



● Blob storage

● Runtime configuration

● MySQL database access

● Request logging

● Health checking

● Tracing

Supported APIs



ver 0.1.1



Currently it supports Google 
Cloud Platform and Amazon 
Web Services.



Appendix

Blog post/Presentation

blog.golang.org/go-cloud

youtu.be/_2ZwhvIkgek

Repository

github.com/google/go-cloud

https://blog.golang.org/go-cloud
https://youtu.be/_2ZwhvIkgek
https://github.com/google/go-cloud




and…?
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You can't tell where a program is going to 
spend its time.  Bottlenecks occur in 
surprising places, so don't try to second 
guess and put in a speed hack until you've 
proven that's where the bottleneck is.
Rob Pike
"Complexity", Notes on Programming in C



Measure.  Don't tune for speed until you've 
measured, and even then don't unless one 
part of the code overwhelms the rest.
Rob Pike
"Complexity", Notes on Programming in C



Tracing

● runtime/trace

● net/http/httptrace

go tool trace trace.out

Go standard packages for Observability

Profiling

● runtime/pprof

● net/http/pprof

go tool pprof myapp myapp.prof



blog.golang.org/profiling-go-programs

https://blog.golang.org/profiling-go-programs


blog.golang.org/http-tracing

https://blog.golang.org/http-tracing


Tracing

Stream of the event logs

● Latency
● Timing chart of 

goroutines

Definitions

Profiling

Statistical summary of the 
sampled events.

● CPU usage

● # of goroutines



What's new of Tracing in Go 1.11

● User annotation
○ trace.Task
○ trace.Region
○ trace.Log

Task

Region

goroutine

Region

goroutine

Log



golang.org/pkg/runtime/trace/

1.10

https://golang.org/pkg/runtime/trace/


tip.golang.org/pkg/runtime/trace/

1.11

https://tip.golang.org/pkg/runtime/trace/


opencensus.io

https://opencensus.io/




runtime/trace and go.opencensus.io/trace

Task

Region

goroutine

Log

runtime/trace

Trace

Span
Span and Task have similar tracing scope.

go.opencensus.io/trace



The output format of the execution tracer is hard to parse, and 
go tool trace is the only canonical tool that can understand this 
format. There is no easy way to automatically attaching 
execution tracer data to the distributed traces — hence we collect 
them separately and correlate later.

@rakyll
Developer Advocate, Google



cloud.google.com/trace/docs/

https://cloud.google.com/trace/docs/


Demo



Demo scenario

● Try runtime/trace in 1.10
● Try runtime/trace in 1.11rc1 with user annotation
● Use Open Census and confirm span corresponds to 

runtime/trace.Task
● Understand contrib exporter is easily linked to span (eg. 

Stackdriver)



Appendix

Blog post/Presentation

Debugging Latency in Go 1.11

opencensus.io

golang.org/pkg/runtime/trace/

https://medium.com/observability/debugging-latency-in-go-1-11-9f97a7910d68
https://opencensus.io/
https://golang.org/pkg/runtime/trace/


Thank you


