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This week .

Testing the model with Patterns - Clockwise/Anticlockwise Test
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Time Varying Features

e Justincrease channels
o Keep same kernel size
o Works for small movements
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Test Case

e FEither turn left/right randomly
e Can we detect left turns?
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o Probability of turning left/right

o 50% vs 100%? Can you tell difference?
o In between?
e Use entropy for the general case 1

H(X)=-) pilogpi =
1=1

0

0 0.5
PriX=1)



Test Case

Accuracy vs. Entropy
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Next week

e Testing Bee Simulator on multiple Frames
e Getting the relation between entropy and accuracy




