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Abstract— In the dynamic landscape of the stock market, where

investors navigate the flow of company shares, informed
decision-making is pivotal for successful investing. Beyond
company performance, stock price movements are influenced by
a myriad of factors such as economic conditions, inflation,
political events, natural disasters, and even global pandemics,
rendering the market highly unpredictable. In addition, social
media has emerged as a significant influencer in investor
decision-making. In response to these challenges, our project
employs advanced deep learning algorithms for time series
forecasting. By integrating the impact of social media into our
models, we aim to enhance the accuracy of stock price movement
predictions, providing valuable insights into future patterns and
understanding the impact of using social media as a crucial factor
in consideration.
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1. ProJECT DESCRIPTION

This project focuses on harnessing the power of advanced
deep learning models, specifically CNN+LSTM and
AR-LSTM, to forecast stock price movements. The chosen
dataset, sourced through Yahoo Finance using the Python
library yfinance, encompasses Netflix stock data spanning
from 01 January 2020 to 11 April 2024. Recognizing the
multifaceted nature of market dynamics, the project expands
its predictive capabilities by integrating the influence of social
media. Mokhtari et al, in their attempt to measure the impact
of tweets on the stock market, observed that in the case of the
company Apple “As the stock has been growing rapidly,
people would expect it to continue likewise, resulting in many
positive comments.”[1] Tweets, being a significant driver of
market sentiments, are scraped and processed to perform
sentiment analysis using natural language processing
techniques. The resulting sentiment polarity is seamlessly
incorporated into the stock dataset as an additional feature,
providing a nuanced understanding of the external factors
impacting stock prices.

The project follows a systematic approach:

e Implementing two distinct approaches, CNN+LSTM
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and AR-LSTM, for stock price prediction.

e Training models on historical Netflix stock data
enriched with social media sentiment features. We
aggregated the polarity value for each time period and
calculated the mean as p_mean. We added this as an
extra feature to our model while training.
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Figure 1: Conceptual model of the project
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Sentiment Analysis Integration:

Integrating sentiment polarity generated from Twitter data into
the stock dataset.

Comparative Analysis:

e Evaluating the performance of the two models,
CNN+LSTM and AR-LSTM, in predicting stock price
movements.

e Employing mean square error as the loss function to
assess model accuracy.

Real-time Evaluation:
e Assessing the robustness of the developed models

against new, real-time data to validate their predictive
capabilities.
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Several essential libraries were used as listed below:
twitter-xIlm-roberta-base-sentiment model, Numpy, Pandas,
Tensorflow, Sklearn, Keras, Matplotlib

II. Data COLLECTION

2.1 Stock Price Data:

The primary data source for collecting historical stock prices
is Yahoo Finance, accessed through the yfinance library in
Python.

2.2 Twitter Tweet Collection:

Access to the Twitter API is facilitated through authentication
using API keys and tokens. These credentials are obtained by
creating a Twitter Developer account. To focus on tweets
relevant to specific stocks, keywords, hashtags, or mentions
associated with the stock tickers are defined. For instance, if
the stock ticker of interest is "NFLX" for Netflix., keywords
such as "AAPL," "Apple," or related hashtags may be utilized
to filter tweets.

III. DATA PREPROCESSING

3.1 Stock Data Preprocessing

Missing values, common in financial datasets due to market
closures, were addressed by forward and backward filling to
ensure a continuous and complete dataset. The date column
was converted to a datetime format for consistency and ease of
analysis. Relevant features, such as Open, High, Low, Close,
and Adjusted Close prices, were selected for analysis.
Furthermore, we normalized the stock prices data for training
purposes, so that the input data is in a consistent range. We
used MinMaxScaler, which scales the data to a range between
Oand 1.

3.2 Twitter Data Preprocessing

Twitter data preprocessing is a crucial step in refining raw text
for sentiment analysis. The process begins with tokenization,
breaking down tweets into individual words. Lowercasing
ensures uniformity, preventing variations in letter cases from
affecting the analysis. URLs and symbols are removed to
focus on the textual content. Emojis are replaced with their
corresponding  textual representation, enhancing the
interpretability of emotional context. Stopwords, common but
less meaningful words, are excluded to reduce noise, and
lemmatization consolidates word variations. These steps
collectively contribute to a more streamlined and meaningful
dataset, laying the groundwork for accurate sentiment analysis
and interpretation of Twitter data in the context of our project.

IV. ALGORITHMS

4.1 CNN-LSTM

CNN has the characteristic of paying attention to the most
obvious features in the line of sight, so it is widely used in
feature engineering. LSTM has the characteristic of expanding
according to the sequence of time, and it is widely used in
time series. According to the characteristics of CNN and
LSTM, a stock forecasting model based on CNN-LSTM is

established. The model structure diagram is shown in Figure 4,
and the main structure is CNN and LSTM, including input
layer, one-dimensional convolution layer, pooling layer,
LSTM hidden layer, and full connection layer.
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Figure 2: CNN-LSTM structure diagram

CNN-LSTM Training and Prediction Process:
The main steps are as follows:

(1) Input: Input data required for CNN-LSTM training.

(2) Initialize Network: Initialize the weights and biases
of each layer of the CNN-LSTM.

(3) CNN Layer Calculation: The input data are
successively passed through the convolution layer
and pooling layer in the CNN layer, the feature
extraction of the input data is carried out, and the
output value is obtained.

(4) LSTM Layer Calculation: The output data of the
CNN layer are calculated through the LSTM layer,
and the output value is obtained.

(5) Output Layer Calculation: The output value of the
LSTM layer is input into the full connection layer to
get the output value.

(6) Calculation Error: The output value calculated by the
output layer is compared with the real value of this
group of data, and the corresponding error is
obtained.

(7) Error Backpropagation: Propagate the calculated
error in the opposite direction, update the weight and
bias of each layer, and go to step 4 to continue to
train the network.

(8) Save the model:
forecasting.

(9) Input: Input data required for the forecasting.

(10) Data Standardization: The input data are standardized
according to formula (8).

(11) Forecasting: Input the standardized data into the
trained model of CNN-LSTM, and then get the
corresponding output value.

(12) Data Normalised Restore: The output value obtained
through the model of CNN-LSTM is the standard
Normalized value, and the Normalized value is
restored to the original value.

Save the trained model for
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(13)Output Result: Output the restored results to
complete the forecasting process.

4.2 AR-LSTM (AutoRegressive Long Short-Term
Memory):

Autoregressive Component (AR):

The autoregressive component of the model leverages
historical observations to predict the future value of the time
series. It considers the linear relationships between past and
present values, allowing the model to capture the inherent
sequential dependencies in the data.

Long Short-Term Memory (LSTM) Component:

The LSTM component is incorporated to address the
limitations of pure autoregressive models when dealing with
complex, nonlinear patterns and long-range dependencies.
LSTMs are well-suited for capturing and learning patterns
across various time scales, making them effective in modeling
intricate relationships in time series data.

Model Integration:

The AR-LSTM model integrates both components in a
synergistic manner. The autoregressive output serves as an
input to the LSTM, allowing the model to learn from the
residual errors and capture higher-order patterns that might not
be adequately captured by the autoregressive component
alone.

Training and Optimization:

The AR-LSTM model undergoes a training process where it
learns to minimize the difference between its predictions and
the actual observed values. This involves optimizing model
parameters, such as autoregressive coefficients and LSTM
weights, through backpropagation and gradient descent.

V. REsuLTs

A. Stock PRrICE PREDICTION

Based on the trained model, we predicted the stock price
movement of Netflix until January 01, 2024 as shown in figure
3 and figure 4. CNN+LSTM seems to have caught the stock
price trend, but CNN as a part of its training process, smoothes
out some features, so there is still room for improvement.
AR-LSTM not only predicted the price movement trend, but
also gave more accuracy in terms of the closing price values.
We had 2,266,914 trainable parameters.
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Figure 3: CNN+LSTM: Prediction of Closing Stock price till
April 11, 2024

Figure 4: AR-LSTM: Prediction of Closing Stock price till
April 11, 2024

B. TESTING ACCURACY
We chose the Mean Squared Error (MSE) as our loss

function, particularly, because of its squared nature the curve
converges smoothly.
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Figure 5: CNN+LSTM: Training and validation loss with
Twitter Data

Figure 6: AR-LSTM: Training and validation loss with Twitter
Data

Figure 6 and Figure 7 show the loss curve during training
and validation. It is apparent that AR-LSTM converges faster
than CNN+LSTM.

C. Stock PRrICE PREDICTION USING TWITTER DATA

Figure 8 and Figure 9 show the stock prediction on the
testing data for CNN+LSTM without and with Twitter Data
respectively.
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Figure 8: CNN+LSTM: Testing Prediction without Twitter
Data

Figure 9: CNN+LSTM: Testing Prediction with Twitter Data

Although the price movement trend is captured well
enough, adding an extra polarity feature resulted in more
accuracy.
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Figure 10: AR-LSTM: Testing Prediction without Twitter Data

Figure 10 and Figure 11 show the stock prediction on the
testing data for AR+LSTM without and with Twitter Data
respectively. Again, the price movement trend is captured
more accurately when Twitter data is considered during
training.
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Figure 11: AR-LSTM: Testing Prediction with Twitter Data

CNN+LSTM AR-LSTM
MSE MSE With MSE MSE With
Without Twitter Without Twitter
Twitter Twitter
344.063933 | 280.722247 | 236.195984 | 230.8828055
7957878 1708451 8642219 2424638

Table 1: Mean-Squared Error values for both the models with

and without Twitter Data in consideration
V1. CoNcLUSION

Our project successfully navigated through various stages,
employing cutting-edge deep learning models—CNN-+LSTM
and AR-LSTM—to forecast Netflix stock movements until
April 11, 2024. The models were trained and tested on a
dataset comprising stock data from January 2020 to April
2024, augmented with the integration of sentiment features
derived from Twitter data. The CNN+LSTM model
showcased proficiency in capturing the overall stock price
trend, albeit with some feature smoothing inherent to its
training process. However, room for improvement was
identified. On the other hand, the AR-LSTM model not only
predicted the price movement trend but also demonstrated
enhanced accuracy in terms of closing price values,
showcasing its superior performance. The inclusion of Twitter
sentiment data emerged as a pivotal factor in refining time
series analysis. The MSE values further validate the success of
our approach.

VI. FuTurRE WoORK

Future work for this project involves a multifaceted approach
to enhance the predictive capabilities of the employed deep
learning models and extend their applicability. Optimization
efforts will delve into advanced hyperparameter tuning to
refine CNN+LSTM and AR-LSTM models, aiming for
heightened predictive accuracy. The exploration of sentiment
analysis will broaden to encompass diverse social media
platforms beyond Twitter, enriching the dataset and providing
a more comprehensive understanding of market sentiments.
Real-time sentiment integration mechanisms will be
implemented to ensure the models' responsiveness to swiftly
changing market conditions. Experimentation with additional
influential features, such as macroeconomic indicators and
news sentiment, will enrich the models' predictive power.
Efforts will also be directed towards enhancing model
interpretability through frameworks that highlight key
contributing factors.
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