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Abstract

With the rapid development of Artificial Intelligence, the research on
text information processing began to get researchers’ attentions. A huge
amount of textual data is available online; therefore, automatic text
classification is more than necessary. In Natural language processing, in
general, and in text classification precisely, the main issue is the curse of
dimensionality. Documents are represented by huge and sparse vectors.
Reduce this dimensionality without affecting the information amount in the
document is an active research area.

Word embeddings is the representation of the text using vectors such
that the words that have similar semantic will have similar vector
representation. Models like FastText, Glove and the two approaches of
word2vec model called CBOW and Skip-gram. In our project, we have
studied word embedding methods. Then we have used word embeddings as
a method to reduce the dimensionality of the documents. Therefore, similar
words are clustered and the clusters’ centres are used to represent the
whole cluster. To highlight the effect of this method we have compared a text
classification system with no dimension reduction and one with dimension
reduction.
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Introduction

Nowadays, text classification is becoming more and more challenging
due to the large amount of text documents available in the electronic forms.
To solve this problem, we need effective automatic text classification
techniques to save time and be able to organize extensive collection of text
documents.

Text classification is the process of assigning a label to a document based on
its content. This classification can be bi-class with two classes or multi-class
if the number of possible classes is more than two. Before passing the textual
data to the classifiers, a step of pre-processing is performed to prepare the
text for the classification.

Classifiers get the features of the documents in numerical vectors. These
vectors are characterised by their huge size and sparsity. This issue is called
the curse of dimensionality. To reduce this dimension, different approaches
are used. Feature selection where some pertinent features have to be
selected and useless one are discarded. Feature extraction are methods
where new features are extracted based on some transformations.

TF-IDF is the more used method to represent text for classification. Here,
each feature is represented by its inverse document frequency. But, in this
model, words with similar meaning have different representations.

To solve this problem, word embeddings is the representation of the text
using vectors such that the words that have similar semantic will have
similar vector representations. Models like FastText, Glove and the two
approaches of word2vec model called CBOW and Skip-gram were
developped.

In our project, we have used word embeddings as a tool for dimension
reduction in Arabic Language.

Objectives of the work
-Study the word embedding representations
-Use word embeddings as a tool to reduce the dimension of Arabic
textual documents
-Compare text classification with TF_IDF and word embeddings-
based reduced dimension
Organization of the manuscript
Chapter 1: word embeddings systems are studied
Chapter 2: Text classification system is presented in details.
Chapter 3: Deals with the implementation and the results obtained
Conclusion: Here we conclude our work and set some future works to be
continued






Chapter One Word embeddings

1- Introduction

In the last few years, the benefits of using distributed word
representations (embeddings) have been illustrated and highlighted in many
different NLP tasks including but not limited to, While these benefits were
accompanied by the provision of several open source word representation
models in English, the same cannot be said to be true with respect to Arabic.

The representation of words and documents is part and parcel of most, if
not all, Natural Language Processing (NLP) tasks. In general, it has been
found to be useful to represent them as vectors, and lend themselves well to
be used in many Machine Learning (ML) algorithms and strategies.

In this chapter we will see the definition of word embedding with the
three models suggested.

2- Definition

Word embeddings also known as word representation is one of the
important hypothesis representations used to represent words, phrases and
sentences to be used in several natural language processing (NLP)
applications , is used to represent the words by low dimensional vectors
representation, such that the syntax and semantic relationship between
words can easily be measured. *

There are several models for generating word embeddings. In order to
be useful, these models must be trained using very large corpus to
determine the semantic relationship between words since the semantic
similarity is important for several applications. Recently, four word
embeddings models were proposed that played a significant role in variety
of NLP applications called wordZvec model, Glove model, Aravec model and
Arabic Fasttext model.



3- Word Embeddings methods

In our graduation thesis, we study the word embeddings models like:
wordZ2vec, Glove and Arabic fast text models .

a) Word 2 Vec:

Word2vec model is a neural network that resolve the two problems of

“one-hot” representation and consists of one input layer, one output layer
and one hidden layer. Hidden layer has no activation functions.!
WordZ2vec consists of two approaches including continuous bag-of-words
model (CBOW) and Skip-gram models by ( mkolov et al-2013) where both of
these models are log-linear models and achieved improvements in term of
accuracy and computational cost.
The two approaches use the same hyper parameters such as the window size
and the vocabulary size. The window size represents the number of words in
the context and denoted by c and the vocabulary size denoted by |v|. The two
approaches of word2vec model which are CBOW and Skip-gram will be
covered in the following subsections:

1-Continuous Bag-of-Words Approach (CBOW)

The Continuous bag-of-words(CBOW) model aims to learn the
embeddings by predicting the center word in a context given the other
words in the context without regard to their order in the sentence , uses
log-linear  classifier to classify the predicted middle word given the
surrounding future and history words, CBOW maximizes equation (1) *
where W(t) represents the current word while the context words are
represented using the following symbols{ w(t-c), ... w(t-2), w(t-1) , w(t+1)
,W(it+2), ..., w(t+c) L
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The size of the sliding window determines the number of the words in the
context, such that if the size of the sliding window is five then the number of
the context words is four and the value of c will be equal to four. Moreover, in
order to predict a word, the preceding two words and the following two
words, of the middle word to be predicted, must be considered in the
context.

Figure 1:CBOW model architecture.

2-Continuous Skip-gram Approach (Skip-gram)

CBOW and Skip-gram approaches of wordZvec model are very similar in
the structure. However, there is only one difference between the two
approaches. While in CBOW the input for neural network are the context
words and the output is the middle word, in Skip-gram model the input is
the current word (middle word) and the output are the context words ,The
Skip-Gram model is the reverse of the CBOW. The context words are
represented using the following symbols { w(t-c) , ... ,w(t-2) , w(t-1) ,
w(t+1), w(t+2), ..., w(t+c) }, while w(t) represents the current word.

As in CBOW the objective of the model is to maximize the log of the
probability in equation (2)*.
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Figure 2: Skip-Gram model architecture.

For conclusion, in both models the input for the neural network will be the

one-hot representation of the words.

There are two evaluation methods in the Word2Vec model, namely

Hierarchical Soft max and Negative Sampling.

- Hierarchical Soft max was first introduced Morin and Bengio .
Hierarchical Soft max uses binary tree representations of the output layer
with words as leaves and each node, explicitly representing the relative

probabilities of their child nodes.
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Figure 3: Example binary tree for the hierarchical softmax model.

b) Vectors for word representation (Glove) method

The unsupervised word embedding model for word representation,
which is introduced by Pennington et al. is known as GloVe.
GloVe word embeddings stands for Global vector for word representation
since it captures the statistics of the global corpus directly from the model,
instead of depending on local context windows like word2vec model , Glove
uses the statistics efficiently by training the model on the global count of
word-to-word co-occurrence.
The basic idea behind the GloVe word embedding is to derive the
relationship between the words from statistics. Unlike the occurrence
matrix, the co-occurrence matrix tells you how often a particular word pair
occurs together. Each value in the co-occurrence matrix represents a pair of
words occurring together. So,word embeddings is a global log-bilinear
regression model and is based on co-occurrence and factorization of matrix
in order to get vectors



Example for The co-occurrence matrix.

Figure 4: The co-occurrence matrix*.

Now when you compute the ratio of probabilities between two pairs of
words say you have probabilities of (cat/fast) = 1 and (cat/the)=0.5, when
you compute the ratio of these, the result is 2 it says ‘fast’ is more relevant
than ‘the’. This is the idea behind the GloVe pre-trained word embeddings,
and it is expressed in this equation®:

I r

e (3)

FOwvwy v Ve ) =

Where Wi refers to the word vector of word i, and Pik denotes to the
probability of word k to occur in the context of word i.

The vectors for each word is assigned randomly. Then we take two pairs
of vectors and see how close they are to each other in space. If they occur
together more often or have a higher value in the co-occurrence matrix and
are far apart in space then they are brought close to each other.



If they are close to each other but are rarely or not frequently used
together then they are moved further apart in space.

After many iterations of the above process, we’ll get a vector space
representation that approximates the information from the co-occurrence
matrix. The performance of GloVeis better than Word2Vec in terms of both
semantic and syntactic capturing.

The GloVe model aims to study the vector of words in such a way that the dot
product of those words is equal to the logarithm of the probability of words
to appear together or the probability of their co-occurrence .this Model can
be written down as follows® :

H:;fr . ﬁ’k — f},- -+ B»’( = :'r(}g(X;'A ) (4)

Where w is the word vector, vector W is the context word vector, bi and bk
are scalar biases for the i-word.

Woman
Aunt
Man Queen
Uncle Niece
King
Nephew

Figure 5: Global Vectors for Word Representation.



c) Arabic fast-text Method

FastText can be defined as a word embedding method which is part of the
word2vec development, this model managed to show that their model was
able to train at 1 billion words within 10 minutes, within performing quality
of results compared to other models.

FastText model architecture is similar to the CBOW architecture in
WordZ2Vec, it has a hierarchical structure and represents words in dense
vector form. In addition, there is a hidden layer between the input layer and
the output layer, as shown in the following figure:

output
hidden
' [ &
T To o | TN—1 |

Figure 6 : Model architecture of fastText.

FastText Instead of learning vectors for words directly, which can
represents each word as an n-gram of characters, for example, take the word,
“artificial” with n=3 we choose the gram that we need , the FastText
representation of this word is <ar, art, rti, tif, ifi, fic, ici, ial, al>, where the
angular brackets indicate the beginning and end of the word.

This helps capture the meaning of shorter words and allows the embeddings
to understand suffixes and prefixes. Once the word has been represented
using character n-grams, a skip-gram model is trained to learn the
embeddings. This model is considered to be a bag of words model with a
sliding window over a word because no internal structure of the word is
taken into account. As long as the characters are within this window, the
order of the n-grams doesn’t matter.

FastText works well with rare words. So even if a word wasn’t seen during
training, it can be broken down into n-grams to get its embeddings.

The authors of FastText proposed different scoring functions to preserve the
subword information. Given the word w, the set of n-grams appearing in w

10



will be Nw c {1, .., N}, Where N is the dictionary size of n-grams. Vector
representation Zg is assigned for each n-gram n. the function” becomes:

s(w,c) = Z ZQTVC (5)

e Ny,

With : ¢ = context word , Vc = context vector

In the end, FastText is an excellent performer, capable of rapidly training
models on huge datasets and providing representations for words that do
not exist in the training data. When a word does not occur during model
training, its vector embedding may be determined by breaking it down into
n-grams.

11



Chapter two Text Classification

1- Introduction

In recent years, there has been an exponential growth in the number of
complex documents and texts that require a deeper understanding of
machine learning methods to be able to accurately classify texts in many
applications. Many machine learning approaches have achieved surpassing
results in natural language processing. The success of these learning
algorithms relies on their capacity to understand complex models and
non-linear relationships within data. However, finding suitable structures,
architectures, and techniques for text classification is a challenge for
researchers. In this chapter, we will see the text classification meaning, the
Arabic language in text classification brief overview of text classification and
the dimensionality reduction methods.

2- Definition

Text classification, also called text categorization is a classical problem
in natural language processing (NLP)?, is the process of automating a set of
documents into specific groups based on the content of the text itself
through the use of certain technologies and algorithms. It's also defined by
Elhassan and ahmed like a method of searching for data and exploring them
among large data and classifying them into groups for easy reference.’others
mentioned that there was a slight difference between text categorization and
classification. the categorization of texts entailed sorting them according to
their content, their classification placed them in certain groups that suited
their content according to author, subject, title, language, and other
classifications. Specialized research on the classification of texts has
increased significantly due to the enormous data available from many
sources, including Internet pages, e-mail messages, and news pages, texts
circulated through social media, reports, and journal articles. Therefore, this
research focused attention in order to make the best possible use of all these
data and classify them B5TC tasks include sentiment analysis, news
categorization and topic classification.

a) Sentiment Analysis

12



This is the task of analyzing people’s opinions in textual data, and
extracting their polarity and viewpoint. The task can be cast as either a
binary or a multi-class problem. Binary sentiment analysis classifies texts
into positive and negative classes, while multi-class sentiment analysis
classifies texts into fine-grained labels or multi-level intensities.

b) News Categorization

News contents are among the most important information sources. A
news classification system helps users obtain information of interest in
real-time by e.g., identifying emerging news topics or recommending
relevant news based on user interests.

c) Topic Analysis

The task, also known as topic classification, aims to identify the theme
or topics of a text.

The most text classification and document categorization systems can
be deconstructed into the following four phases: Feature extraction,
dimension reductions, classifier selection, and evaluations. us it showing in
the figure 6.

Dimensionality
L 3 _
N Reduction ' Evaluation

Feature Extraction b @ @ g

FTESA DB
sarenrs |

Prediction
(Predict test data)

LR LEa e b 1Lty L=eta ol

(lassification
(Learning model)

Evaluation of model

Figure 7: Overview of text classification pipeline.

The initial pipeline input consists of some raw text data set. In general, text
data sets contain sequences of text in documents as D={X1, X2, . . ., XN}

13



where Xi refers to a data point, with s number of sentences such that each
sentence includes Ws words with lw letters. Each point is labeled with a
class value from a set of k different discrete value indices.*

Then, we should create a structured set for our training purposes which call
this section Feature Extraction. The dimensionality reduction step is an
optional part of the pipeline which could be part of the classification system.
The most significant step in document categorization is choosing the best
classification algorithm. The other part of the pipeline is the evaluation step.

1. Feature Extraction

In general, texts and documents are unstructured data sets. However,
these unstructured text sequences must be converted into a structured
feature space when using mathematical modeling as part of a classifier.

First, the data needs to be cleaned to omit unnecessary characters and
words, because most text and document data sets contain many unnecessary
words such as stop words, misspelling, slang, etc. This called the
preprocessing text it's a crucial steps for text classification applications, we
will introduce methods for cleaning text data set for informative
featurization .

1.1Tokenization

Tokenization is a pre-processing method which breaks a stream of text

into words, phrases, symbols, or other meaningful elements called
tokens ''. The main goal of this step is the investigation of the words in
a sentence'”. Both text classification and text mining require a parser
which processes the tokenization of the documents, for example:

After sleeping for four hours, he decided to sleep for another four.
In this case, the tokens are as follows :

{ “After” “sleeping” “for” “four” “hours” “he” “decided” “to” “sleep” “for”
“another” “four” }.

1.2 Stop Words

Stop words are words that are particularly common in a text corpus
and thus considered as rather un-informative (e.g., words such as so,
and, or, the, ...”). One approach to stop word removal is to search against
a language-specific stop word dictionary. An alternative approach is to
create a stop list by sorting all words in the entire text corpus by
frequency. The stop list — after conversion into a set of non-redundant

14



words — is then used to remove all those words from the input
documents that are ranked among the top n words in this stop list*.

for example:
A swimmer likes swimming, thus he swims.

In this case, the will be as follows:

{ “swimmer” “likes” “swimming” *" “swims” }.

1.3 Capitalization

Text and document data points have a diversity of capitalization to
form a sentence. Since documents consist of many sentences, diverse
capitalization can be hugely problematic when classifying large
documents. The most common approach for dealing with inconsistent
capitalization is to reduce every letter to lower case. This technique
projects all words in text and document into the same feature space,
but it causes a significant problem for the interpretation of some words
Slang and abbreviation converters can help account for these
exceptions.

1.4 Slang and Abbreviation

Slang and abbreviation are other forms of text anomalies that are
handled in the pre-processing step. An abbreviation'* is shortened
forms of a word or phrase which contain mostly first letters from the
words, such as SVM which stands for Support Vector Machine. Slang is a
subset of the language used in informal talk or text that has different
meanings such as “lost the plot”, which essentially means that they’ve
gone mad .A common method for dealing with these words is
converting them into formal language®.

1.5 Noise Removal

Most of the text and document data sets contain many unnecessary
characters such as punctuation and special characters. Critical
punctuation and special characters are important for human

15



understanding of documents, but it can be detrimental for classification
algorithms.

1.6 Spelling Correction

Spelling correction is an optional pre-processing step. Typos (short
for typographical errors) are commonly present in texts and
documents, especially in social media text data. Many algorithms,
techniques, and methods have addressed this problem in NLP (Natural
Language Processing ).

Many techniques and methods are available for researchers
including hashing-based and context-sensitive spelling correction
techniques, as well as spelling correction using Trie and
Damerau-Levenshtein distance bigram.

1.7 Steaming and lemmatization

Stemming describes the process of transforming a word into its root
form. The original stemming algorithm was developed my Martin F.
Porter in 1979 and is hence known as Porter stemmer *3

, for example :

A swimmer likes swimming, thus he swims.

The resultis !:

{ “ a ”» uSWimmeru “ Iiken “SWimn “ ,u nthuu nheu uSWim ”» n.u}

Stemming can create non-real words, such as "thu” in the example
above.

In contrast to stemming, lemmatization aims to obtain the canonical
(grammatically correct) forms of the words, the so-called lemmas.
Lemmatization is computationally more difficult and expensive than
stemming, and in practice, both stemming and lemmatization have little
impact on the performance of text classification .

for example :
A swimmer likes swimming, thus he swims.

The result is !:

16



{ “ a ” uswimmern “ |ike" “SWimmingn “ ,u nthusu nheu nsWim ” n.u }

1.8 the N-Gram

The n-gram technique is a set of n-word which occurs “in that order” in
a text set. This is not a representation of a text, but it could be used as a
feature to represent a text. BOW is a representation of a text using its
words (1-gram) which loses their order .This model is very easy to
obtain and the text can be represented through a vector, generally of a
manageable size of the text. On the other hand, n-gram is a feature of
BOW for a representation of a text using 1-gram. It is very common to
use 2-gram and 3-gram. In this way, the text feature extracted could
detect more information in comparison to 1-gram'’.

An example of 2-Gram:

After sleeping for four hours, he decided to sleep for another four.

In this case, the results as follows:

{ “After sleeping”, “sleeping for”, “for four”, “four hours”, “four he” “he
decided”, “decided to", “to sleep”, “sleep for”, “for another”, “another four” }.

An example of 3-Gram:
After sleeping for four hours, he decided to sleep for another four.

In this case, the results as follows:

{ “After sleeping for”, “sleeping for four”, “four hours he”, “ hours he decided”,
“he decided to”, “to sleep for”, “sleep for another”, “for another four” }.

2-Dimensionality Reduction

The text or document data sets often contain many unique words, data

pre-processing steps can be lagged by high time and memory complexity. In
order to avoid the decrease in performance, many researchers prefer to use
dimensionality reduction to reduce the time and memory complexity for
their applications. Using dimensionality reduction for pre-processing could
be more efficient than developing inexpensive classifiers. Dimensionality
reduction methods help us create neater and cleaner models that are free of
noise and unnecessary features.
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3-Classifier

A classifier is an algorithm that produces class labels as output, from a set of
features of an object. It can automatically categories data into one or more of
a set of classes. text classifiers can be used to organize, structure, and
categorize pretty much any kind of text.

These are the four top classifier types we will be using in our study:

3.1) Random Forest (RF)

Random forest is another versatile supervised machine learning
technique that may be used for classification and regression. The term
"forest” refers to a set of uncorrelated decision trees that are subsequently
blended to minimize variation and produce more accurate data
predictions.!®

Random Forest Simplified

Instance
Random Forest -l S
"170;:\,\ = 0\ : = ,07\‘ ~—
A PN a P ol e
P EEERESRS o0 dd dbd'd o b do de'dd
Tree-1 Tree-2 Tree-n

Class-A C‘lalss-B Class-B

I Majority-Voting |

Final-Class

Figure 8: Random Forest'”.

3.2) Support Vector Machines (SVM)

A support vector machine (SVM) is a common supervised learning
model that is used for classification as well as regression problems. However,
it is often used for classification problems, creating a hyperplane with the
greatest distance between two classes of data points. This hyperplane is
known as the decision boundary, and it separates the data point classes.
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Figure 9: Support Vector Machines"”.

3.3) K-Nearest Neighbors (KNN)

KNN classifier determines the neighbors of an input document. The
predicted class label is collectively computed by all determined neighbors
where each one votes for the closest label. The class-label with the maximum

ballots is adopted. This is another major vote classifier.

A New example
to classify Class A

* * *_i“ Class B
* "*’ )
’*’ & l "AA
t P la A

\ \ K=3‘ .*
. K
‘\ H‘b___-*" f! ‘
" ’
~. K=7 .
- -

L X

Y-Axis
,lt

X-Axis

Figure 10: K-Nearest Neighbors Classifier”’.



3.4) Logistic Regression (LR)

is a this is a predictive model. It is a statistical learning technique used
for the task of classification. Even though the name of the classifier has the
word ‘Regression’ in it, it is used to produce discrete binary outputs.

05

Threshold Value

y=0.3

>

Figure 11: Logistic Regression”' .
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Chapter Three Implementation and Results

1 Dataset used

We used Al-Arabiya dataset, which is a dataset for text classification that
is composed of 5 categories and a total of 1500 documents.

Al-Arabiya dataset was used in this work to evaluate the proposed FS
methods. The features are selected from the training set only and, TFIDF for
the training and test sets are calculated separately using the final sets of
features obtained from either KNN, Logistic regression, SVM or Random
forest. Table 1 shows the distribution of documents for the dataset.

Table 1: Al-Arabiya dataset.

Dataset Train Test Total No-classes

Al-Arabiya | 1200 300 1500 5

[]

dataset= load files("/content/drive/NyDrive/arabiya_1508/data", encoding='utf-8')
print("nunber of ~docunents 1 ataset . data))

number of documents is 1500

Figure 12 : The dataset.

2 Development environment

We will talk in this section about the software we used to develop our
program.
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2.1-Python language

Python, created by Guido van Rossum, and released in 1991.%* An
interpreted language is a programming language which is generally
interpreted, without compiling a program into machine instructions. It is one
where the instructions are not directly executed by the target machine, but
instead read and executed by some other program.”?

2.2-Matplotlib

Matplotlib is one of the most successful and commonly used libraries in
Python, it was created by John D. Hunter in Python programming language in
2003. It provides various tools to create 2D plots from the data in lists or
arrays in python and makes use of NumPy.

2.3-NumPy

NumPy, stands for Numerical Python, is a library consisting of
multidimensional array objects and a collection of routines for processing
those arrays. It was created in 2005 by Travis Oliphant. Numpy, is an open
source project that can be used freely by developers and allows them to
perform mathematical and logical operations on arrays.

3 Performance evaluation

We'll explain the technique how we can evaluate our machine learning
classifiers, and how differentiate between.

e S:group of texts.

e True positives (TP): refers to the set of text documents that are
related to a particular category S, and were truly forecast to be in
category S.”

e True negatives (TN): refers to the set of text documents that are not
present in a particular category S, and were forecast to be in another
category than S.”

e False positives (FP): indicates the set of text documents that were set
to be in a particular category S, but these texts actually belong to
another category than S.”
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e False negatives (FN): indicates the set of text documents that were
incorrectly forecast not related to a particular category S, but they
actually belong to category S.

relevant elements
I 1

false negatives true negatives

retrieved elements

Figure 13 : Precision and recall.

3.1 Precision

Precision is defined as the percentage of correctly forecast texts of category
S, and can be calculated as follows :

Precision=TP /(TP +F P).

3.2 Recall

Recall is known as the percentage of real text documents of category S that
were correctly forecast, and can be calculated as follows:

Recall=TP/(TP +F N).
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4 Machine Learning Approaches

We trained four machine learning classification algorithms(KNN, SVM,
LR, RF), and we compared the results obtained from each classifier by their
accuracy and training time.

a- Text classification with TF-IDF

a.1 Prediction with linear SVM model

We divided our data into training and testing set (20%, 80%).
The results are in the following table:

Table 2 : SVM training \ testing time.

We also used some | 1raining time 864.164 s.
metrics in order to | Testing time 7.555 s.
evaluate our Accuracy 0.98

model, such as
precision, recall and f1-score for our 5 classes, the confusion matrix for our
SVM model:

precision  recall fl-score support

8.92 1.00 8.96 60
8.97 8.95 8.96 60
8.98 0.98 8.98 60
1.60 1.00 1.00 60
1.00 8.93 8.97 60

Figure 14: SVM metrics evaluations

e e o @]
57 1 e @]
@59 o @]

@ o060 0]
2 e o 56]]

Figure 15 : SVM Confusion Matrix.

24



a.2 Prediction with LR model

The Logistic Regression class from sklearn.linear model is the class
responsible for solving regression problems via logistic regression. The
results are:

Table 3 : Testing/training time and accuracy LR.

Training time 19.807s
Testing time 0.043s
Accuracy 0.973

Our metrics evaluation for the 5 classes and the confusion matrix for our LR
model:

precision  recall fl-score support

Finance 8.97 1.00 0.98 60
Medical 8.95 8.97 0.96 60
Politics 8.97 8.97 0.97 60
Sports 1.00 1.00 1.00 60
Tech 8.98 8.93 8.96 60

Figure 16 : LR metrics evaluation .

[[66 @ @ @ o]
[158 @ @ 1]
[1 158 @ 8]

[@ @ 660 0]
[@ 2 2 @56]]

Figure 17: LR Confusion Matrix.

a.3 Prediction with RF model

The Random Forest Regressor class of the sklearn.ensemble library is used
to solve regression problems via random forest. The most important
parameter of the Random Forest Regressor class is the n -estimators
parameter. This parameter defines the number of trees in the random forest.
We set the n estimators parameter to 100 and these were the results we got:

25




Table 4 : Testing/training time and accuracy RF.

We used others metrics as mentioned previously for our 5 classes, alongside
with the confusion matrix for our RF model:

precision

Finance 8.97
Medical 8.95
Politics 8.97
Sports 1.00
Tech

recall f1-score

1.00
0.97
0.97
1.00
0.93

9.98
9.96
9.97
1.00
9.96

support

60
60
60
60
60

Figure 18 : RF metrics evaluation.

Figure 19 : RF Confusion Matrix.

a.4 Prediction with the KNN model

We used the K-Nearest-Neighbors-Classifier (KNN) class from the

sk-learn-neighbors library to get the following results:

Table 5: Testing/training time and accuracy KNN.

Training time 19,804 s,

Testing time 0,043 s.

Accuracy 0,97
Training time 85,686 s.
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Testing time

1,058 s.

Accuracy

0,99

Our metrics evaluation for the 5 classes and the confusion matrix for our

KNN model:

precision

.97
1.00
1.00
1.00
.97

recall fl-score support

1.e0 .98 60
.97 0.98 60
8.98 8.99 60
1.00 1.00 60
0.98 .98 60

Figure 20: KNN metrics evaluation.

KNN Confusion Matrix:
[[0 @ © o o]
[e58 @ @ 2]

[1 @59 @ @]
[ @ @60 @]
[1 @ @ @ 59]]

Figure 21: KNN Confusion Matrix.

The figure below summarizes the comparison between different classifiers
based on training and testing times.

Tl

TIME WITH SECOMNDE

I ¢ 1o
| 7.555

HTaining set

B zsac

KENN

S L
W Testing set

o
141

19.307

043
0043

CLASSIFIER

L L3

Figure 22 :Training and Testing time result.
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All this result are those for the normal text classification, we want to have a
good result for the accuracy of each classifier, so we will apply the
dimensional reduction which is to minimize the words of our data to
improve the accuracy of the classifiers.

b- Text classification with dimensionality reduction

b.1 CBOW part

After the part of preprocessing of our data arabiya 1500, we apply the CBOW
code to give the vectors of each word in the data after the preprocessing.

b.2 Clustring part

After we finished the words embedding with the CBOW code, we apply
clustering, with the k-means method, based on similarity for result vectors
(words). Then each cluster is represented by its center.

b.3 Our two methods

After the clustering, we proceed in two different ways for our system. The
first one is to apply our four classifiers and see the result of the accuracy
after the dimensionality reduction with camel tools as a natural language
preprocess tokenizer. In the second way, we use another tokenizer which is
python Arabic.

The results of the two methods are in the following figures (all this results in
those figures are with 100 clusters):

e The first method: the accuracy in the four classifier is:
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KMN accuracy test score:8.95
recall fl-score

precision
a 8.92
1 8.95
2 8.98
3 1.88
4 8.98
accuracy
macro avg a.95
weighted avg 8.95

KNN Confusion Matrix:

[[57 @ 3 @ @]
[ 256 1 @ 1]
[1 356 @ 8]
[@ @ 159 @]
[2 @ 1 @ 57]]

Figure 23:Knn accuracy result.

done in 8.882s
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LR accuracy test score is 8.9633333333333334
recall fl-score

precision

Finance 8.92

Medical 8.97

Politics 8.97

Sports .98

Tech 8.98
accuracy

macro avg 8.96

weighted avg 8.96

LR Confusion Matrix:
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Figure 24:LR accuracy result.
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Random Fores accuracy test score:8.96

precision recall fl-score support

a 8.91 8.98 8.94 68

1 8.97 8.93 8.95 68

2 8.97 8.595 8.96 68

3 1.88 1.88 1.08 68

4 8.98 8.585 @.97 68

accuracy 8.96 368
macro avg 8.96 8.96 8.96 388
weighted avg B.96 8.96 8.96 388

Random Forest Confusion Matrix:
[[59 @ 1 @ 8]
[ 356 8 8 1]
[1 257 @ @]
[@ 8 @60 8]
[2 8 1 @57]]

Figure 25:RF accuracy result.

linear SVM accuracy test score:8.93

precision recall fl-score support

2} 8.87 08.958 8.89 68

1 0.50 8.95 8.93 68

2 8.57 8.93 8.95 68

3 8.97 1.00 8.98 6@

4 8.96 8.88 8.92 6@

accuracy 0.93 Jee
macro avg 8.593 08.93 8.93 368
weighted avg 8.93 8.93 8.93 3ee

linear SVM Confusion Matrix:
[[54 2 2 1 1]

[ 257 @ & 1]

[ 2 15 1 @]

Figure 26:SVM accuracy result.

e The second method (with py-arabic tokenizer) :

The results of all the clusters and all the classifiers are in the table 8.



We tried to explain and detail the experiments by illustrating the results in
the following tables show us all the results:

The first table is for accuracy without dimensionality reduction :

The classifiers Accuracy
KNN 0,99

SVM 0,98

LR 0,973

RF 0,97

Table 6 : Accuracy without dimensionality reduction.
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Horizontal (Category) Axis Accuracy
0.99
0.985
0.98
)
0.975
0.97
0.955
0.96
SUM KNN RF LR
, ™
Figure 27: Result of accuracy.
- The second one is for the result after the dimensionality reduction
with our two methods :
The first one: with camel-tools tokenizer.
Table 7:Accuracy with Camel.
100cluste | TS/TR | 200cluste | TS/TR | 300cluster | TS/TR 400cluster | TS/TR
rs Time r Time Time S Time
Knn 0.95 1.098s/ | 0.95 1.098s/ | 0.95 1.108s/8.5 | 0.94 1.110s/8.
3.614s 8.589s 96s 940s
Svm 0.93 1.029s/ | 0.96 1.034s./ | 0.94 1.098s/ 0.95 1.123s/1
107.75s 181.137 192.200s 98.597s
S
Lr 0.96 0.002s/ | 0.96 0.001s/ | 0.96 0.002s/19. | 0.98 0.001s/1
19.807s 19.809s 811s 9.812s
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Rf 0.93 0.043s/ | 0.97 0.043s/ | 0.96 0.044s/19. | 0.96 0.045s/1
19.804s 19.805s 807s 9.810s
ESVM EKNN mRF mLR _
ACC WITH 100 ACC WITH 200 ACC WITH 300 ACC WITH 400
CLUSTER CLUSTER CLUSTER CLUSTER
Figure 28: Histogramme accuracy result First method.
The second one : with pyarabic tokenizer
Table 8: Accuracy with PyArbic.
100cluste | TS/TR | 200cluste | TS/TR | 300cluster | TS/TR 400cluster | TS/TR
rs Time r Time Time S Time
Knn 0.95 0.012s/ | 0.95 0.021s/ | 0.95 0.019s/1.6 | 0.94 0.10s/
3.614 2.850s 98S 7.641S
Svm 0.93 1.040s 0.96 1.032s/ | 0.94 1.020s/ 0.95 1.005s
/107.75 18.137s 19.200s /11.59
s 7s
Lr 0.97 0.002s/ | 0.97 0.001S/ | 0.97 0.0025/19. | 0.98 0.001S
19.807s 19.813s 814s /19.80
19s
Rf 0.96 0.041s/ | 0.96 0.041s/ | 0.96 0.043s/19. | 0.96 0.044s
19.805s 19.809s 811s /19.81
5s
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Figure 29: Histogramme Accuracy result method two.

The reported results show that classifiers perform well with TF-IDF.
Accuracy vary from 97% to 99%, but they take an important time during
training phase. Using our embeddings-based reduction, we notice that all
classifiers pass to lower accuracy. We can explain this by the fact that we
have reduced 29298 to 100, 200 300 and 400 feature. We think that this
number of features may be small. Second argument is that each cluster is
represented by its center which is first randomly chosen by k-means. The
training time decreases with reduction and this is a straightforward
consequence. We see that the LR classifier is the unique classifier which
makes an accuracy closer to the normal text classification.
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General Conclusion and Future Works

In our work we have studied an active research problem in Natural Language
Processing which is dimensionality reduction. For this purpose, we have
studied in first the different word embeddings methods. We have also
reviewed all steps required for a text classification system: from cleaning,
tokenizing texts, representing text as numerical vectors to classifiers’
models. Hence, we have used SVM, KNN, LR and RF to classify our dataset.
We have use reduced set of Al-Arabyia dataset: 1500 documents. These
documents are written in Arabic language and belong to 5 different classes.
As a baseline, we have first tested a text classification using TF_IDF a method
to represent the documents.

Then, we have used CBOW-based embeddings, as a dimensionality reduction
method, in more precise words, as feature selection method. Therefore,
embeddings of the total vocabulary is clustered using K-means and only the
centers of the clusters are kept to represent the whole features’ set. Because
K-means algorithm, requires the input of k (the number of clusters to be
generated), we have tested the system on different values of K (100, 200,
300 and 400).

We have also noticed that there is a difference in the result of preprocessing
when we use Camel tools or PyArabic tokenizers. So we have tested the
system with both tools.

The reported results show that classifiers perform well with TF-IDF.
Accuracy vary from 97% to 99%, but they take an important time during
training phase. Using our embeddings-based reduction, we notice that all
classifiers pass to lower accuracy. We can explain this by the fact that we
have reduced 29298 to 100, 200 300 and 400 feature. We think that this
number of features may be small. Second argument is that each cluster is
represented by its center which is first randomly chosen by k-means. The
training time decreases with reduction and this is a straightforward
consequence.

As future work, we can extend the research to more than 400 clusters.

Because, we think that 400 feature is so small compared to 29298 features
generated by TF-IDF.
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