
12:30 pm Central 
URL: https://unl.zoom.us/j/183382852 
Phone: +1 669 900 6833  or +1 408 638 0968  or +1 646 876 9923 
Meeting ID: 183 382 852 (password required) 

Operations Meeting May 21, 2021 
Attendees: Jeff D, Derek, Brian L, Diego, Huijun, Jeff P, John, Janet 
Apologies: Pascal  (conflict with BNL/EIC call for S3) 

Fires 
●​  

Announcements 
●​ Diego is up on Freshdesk triage next week, Aaron is up the following week 
●​ Reminder: please move OPS Jira tx to “In Progress” if you have started working on 

them, and go through and move tx to “Done” if they are complete: 
○​ https://opensciencegrid.atlassian.net/secure/RapidBoard.jspa?rapidView=29&pro

jectKey=OPS  
●​  

Nebraska (Derek, Marian, John, Huijun, Eric)  
●​ GRACC 

○​ Gracc-collector ITB to tiger (in-progress) 
●​ OASIS  

○​  
●​ OSG Status Page (https://status.opensciencegrid.org/) 

○​  
●​ Check_MK - Alerting 

○​ Tests added to check if submitters report to GRACC 
●​ Frontends 

○​  

Madison (Brian Lin, Jeff Peterson) 
●​ PVC support verified! Job retention works, log retention will work once this is merged: 

https://github.com/slateci/slate-catalog/pull/497 
●​ Updating secrets should propagate into the containers without requiring redeploy once 

these PRs are merged: 
○​ https://github.com/opensciencegrid/docker-compute-entrypoint/pull/25 

https://unl.zoom.us/j/183382852
https://opensciencegrid.atlassian.net/secure/RapidBoard.jspa?rapidView=29&projectKey=OPS
https://opensciencegrid.atlassian.net/secure/RapidBoard.jspa?rapidView=29&projectKey=OPS
https://status.opensciencegrid.org/
https://github.com/slateci/slate-catalog/pull/497
https://github.com/opensciencegrid/docker-compute-entrypoint/pull/25


○​ https://github.com/slateci/slate-catalog/pull/496  
●​ HTCondor 9.0.1 is in testing, which should allow us to drop Tarball overrides for sites 

with Python 3! In Software’s court to test 
●​ Working on adding multiple SSH key support: 

https://github.com/opensciencegrid/docker-compute-entrypoint/pull/17  

Hosted CEs 
●​ Added in SciToken configs to all hosted-ce.yaml files (Arnav) 
●​ Beginning removal process of logging sidecar configs, at this point as I touch them, 

but will bulk change at some point along with double checking cert-manager configs 
●​ UTC running at larger capacity now after some CE Walltime bugs 
●​ Working with NDSU-Thunder for new CE 
●​ PSU progressing 
●​ Lamar CVMFS problem identified, hopefully running once they roll out config change 

locally 
●​ Ubuntu CVMFS install instructions sent to ODU 
●​ LSU-QB2 upgraded and requesting a new CE 
●​ GSU-ACORE replaced with GSU-ACIDS will be a new CE and cleanup of ACORE 
●​ AMNH-HEL singularity for GPU jobs still failing? 

Chicago (Pascal) 
●​ No updates from Uchicago 

Michigan (Shawn)  
●​  

UCSD (Jeff, Diego) 

Caches: 

●​ The Auth issue at PIC’s stashcache turned out to be due to the pilots trying to access the 
cache during the pilot’s validation and the pilot’s cert not being whitelisted in the caches. 
Should we whitelist the pilot’s cert in the caches or remove the validation? 

●​ Jobs running at OzStar accessing the Korean cache. Seems to be due to the OzStar 
cache not being included in the list of caches looked by staschace when looking for the 
closest cache  

Central Manager 
-​ NTR. Haven’t started the LIGO’s CM migration to tiger 

https://github.com/slateci/slate-catalog/pull/496
https://github.com/opensciencegrid/docker-compute-entrypoint/pull/17


Frontends 
-​ We had 2 problems during the week, first fetch-crl didn;t run and today the renewal of 

the proxy didn;t run or failed. I have enabled cron to log into syslog to get more details 
on what’s going on  

GWMS Factory 
●​ ITB Factory upgraded to gwms 3.7.4 

○​ Only change is a patch we already applied to keep entries working when tokens 
aren’t available 

○​ Plan to upgrade production on Tuesday May 25th 
●​ Edita is on vacation and will return May 25th 

AOB 
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