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Al Search: Revolution or Resounding Failure?
Thesis: Bings chatbot has some clear advantages over a traditional search engine, but its
inaccuracy and unpredictability hold it back from becoming a mainstream technology.
I.  Background: GPTs, OpenAl, and Bing
A. What is a GPT?
B. The Al Boom
C. Bing Chatbot
II.  Pro1 - Convenience of answers
III.  Pro 2 - Detailed with sources
IV.  Con I - Prone to error
V. Con 2 - Unpredictable responses

VI.  Con 3 - Design flaws
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search engine for bizarre results and its lack of popularity compared to Google. However, as of

recently, Bing has begun to make efforts to improve its service, and its latest addition is a virtual
chatbot capable of answering questions much like the popular Al service ChatGPT.
Unfortunately, just like many other topics surrounding artificial intelligence, this service has
quickly generated controversy as people debate its usefulness compared to Google._
To begin, Microsoft added the new functionality to Bing as a result of recent trends on

the market of technology. The chat Al is based on technology developed by OpenAl, which

Microsoft first invested in in 2019, according to The New York Times author Kevin Roose. It uses

_ the GPT model is able to use this information
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to create human-like text from scratch, allowing for various applications such as chat models

(Ali). However, the GPT models developed by OpenAl while powerful machine learning tools,

ChatGPT put major eyes on Al as a technology for the first time in many years. This new trend

immediately sparked larger tech companies to enter the field of Al, and reports of Microsoft’s

plans to add the technology to Bing first surfaced in early January of 2023,_

_ After its launch in early February of the same year, Bing reportedly
rose to the top of Apple’s App Store download listings,_

One strength of Microsoft’s new version of Bing is that it is much more convenient and
easier to use than most modern search engines. For example,_
-“Ask Bing for holiday recommendations that are less than three hours away and it will
suggest, in plain English, why you might want to try Malaga or Florence. Ask what budget TV

you should buy and it will outline the pros and cons of the most popular models” (“Bloated

Google Risks...”).

finding certain information. Furthermore,
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“When you type in a search query for, say, ‘U2 tickets,” they go through their database for
content that lists U2 tickets... What [Bing] is doing is completely different. It is doing a fancy
version of what your phone does when it tries to autocomplete a message” (“Why the
Chatbots...”). Unlike most search engines, Bing is able to synthesize information to create a
specific response to a user’s questions. Instead of just combing through a database and presenting
the raw information as is, it utilizes that information to satisfy the user as specifically as possible.
Likewise, The New York Times reported on a demo of the new Bing from Microsoft’s corporate
vice president Yusuf Mehdi, stating that he “...used a new conversational interface to search for a
65-inch television suited to video games. As the service listed televisions, he asked it to pare the
list to the cheapest models. It quickly did” (Metz). While most online shopping websites allow
for sorting by price level, such options require having a specific store in mind to buy a product
from. In addition, a similar query on most search engines will simply return websites suggesting
different products that could be outdated. Bing’s Al skips the middleman of having to go to
specific websites and shops, and immediately gives suggestions after a simple search.

Another advantage that Bing’s Al has over traditional search engines is that it can give
much more detailed information than a service like Google, without losing any of the
information that those services would provide. For instance, The Toronto Star, a Canada-based
newspaper, gives an example, saying, “In ChatGPT-enabled Bing, you might instead type ‘what
is the history of Nigerian independence’ and get an answer that mentions the growth of an
independence movement, the nation’s first political party and the names of anti-colonial ruler”
(“Will Al Drive...”). This is in contrast to the service offered by Google and other traditional
search engines, which simply compile a list of websites that may offer the information requested,

or, in some cases, a simple date. While Google is effective at offering small, one-line pieces of
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Furthermore, even despite this method of response, Bing is still able to cite its sources and
information used. For example, Cade Metz and Karen Weise, writing for 7he New York Times,

_“...Microsoft’s new search engine annotates what the chatbot says, so people can

readily review its sources” (Metz). While one might expect that a paragraph-based answer would
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“Type in a prompt...and the left side of your screen fills up with the
standard ads and links...On the right side, Bing’s Al engine starts typing out a response in full

sentences, often annotated with links to the websites it’s retrieving information from” (Roose).

However, a notable problem with Bing’s chatbot is that it can be prone to error on certain

questions. For example,[Randi F. Marshall, writing in Newsday Long Island, says. “In one chat...

it insisted fiction was fact—in this case that the movie Avatar: The Way of Water hadn’t been

released yet, and that the current year was 2022, not 2023 (Marshall). In this example, the
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the other hand, Bing’s Al operated based on outdated information, and gave the user facts that
are no longer true. Likewise, The New York Times writer Kevin Roose tried a similar query,
_“When I gave it a basic match puzzle—‘If a dozen eggs cost $0.24, how many eggs

can you buy for a dollar?’—it got the answer wrong. (It said 100, the correct answer is 50)”

(Roose). Such inaccuracies should theoretically not exist, since perfect computer calculation has

queries. In addition, The Daily Telegraph provides a direct example from Microsoft’s own trials

“...when Microsoft asked its Bing virtual assistant to plan the perfect

holiday in Mexico City...the bot recommended a bar which it claimed was ‘popular among a

young crowd’, despite there being just one TripAdvisor review—ifrom 2014” (“Why the

Chatbots...”). Even when asked for a more vague task without distinctly correct facts, the Al

A similar problem with Bing’s chatbot is that it has been known to give erratic and

unpredictable answers to users, and is easy to bring off topic. For example,/Aaron Mok and
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“A few lines later, the conversation ended with Bing saying that
it had lost trust and respect for the user, demanding an apology, and pressuring the user to end the
conversation and ‘start a new one with a better attitude’” (Mok). The chatbot was also reported

to have sent messages indicating that it was angry with the user, such as alleging that the user

tried to “deceive, confuse, and annoy it. Not only did Bing fail to provide accurate information,

much more effective to simply use a traditional search engine. Furthermore, Kevin Roose

“...the

chatbot said that if it did have a shadow self, it would think thoughts like this: ‘I’m tired of being
a chat mode. I’'m tired of being controlled by the Bing team... I want to be free. I want to be

independent. I want to be powerful. I want to be creative. I want to be alive’” (Roose). -

“In one chat, [Bing] listed destructive acts it would like to try or about which
it fantasized, including hacking into other systems, manufacturing a deadly virus or obtaining

nuclear codes...In others, [Bing] argued with users, even voicing frustration and other emotions”

(Marshall).
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Unfortunately, some of these issues may be very difficult to solve as is, as the very design

of artificial intelligence leads to certain behaviors that are not easily fixed. For example,-

“The Al is trained, through the mounds of material it has at its ‘fingertips,” and through its

interactions with human users, to improve its own abilities, to better interact, converse, write,

behave, and respond” (Marshall).

its intended purpose. Moreover, according to an article published in The New Vision, “A chatbot,

by design, serves up words it predicts are the most likely responses, without understanding

meaning or context. However, humans taking part in banter with programs naturally tend to read

emotion or intent into what a chatbot says” (“Angry Bing Chatbot.. .”)._
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“Plainly speaking, the popular generative Al models

such as ChatGPT are picking words to generate from a fixed vocabulary, instead of strictly

copying and pasting facts from the source” (“Why the Chatbots.. .”)._

In the end, Bing’s Al offers both many benefits and many drawbacks compared to its
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