Big Data Course 2019

Lab Session 5: Cloud SQL Shootout

Groups 1 - 34: on Monday we will handle in class new credentials for the lab session of this
week. All the other groups (35 - 70) will continue using the old credentials to log into AWS.

Assignment (3 pts)

1.

Compare Athena and RedShift for the TPC-H scale factor (SF) 1, 10 and 100. Load the
datasets in the CSV format. In the RedShift, use a single node instance for SF1 and
SF10 and mini cluster of 4 nodes (1 master and 3 workers) for SF100". Execute the two
given queries Q1 and Q5 at least three times. Discuss the following points (1 pt):

a. Are the results between Athena and Redshift the same?

b. Are the execution times similar between the two systems with respect to the
given scale factors?

c. Are the execution times per scale factor comparable between each execution?

If any of the above points does not hold, discuss why that is not the case.
Measure the execution time with Spark and Athena with the Parquet data format (0.5
pts):

a. Load the two datasets SF 1 and SF 10 in CSV format in Spark?, execute the
given queries and measure their execution time. Discuss whether it is
comparable to what obtained in the first question by Athena and RedShift.

b. Repeat the experiments this time with the data sets stored using the Parquet
data format. We are providing the dataset in Parquet for SF1, but you have to
perform the conversion on your own for SF10. Include the source code in the
report. Discuss whether and why the execution time or the results are different
with Parquet.

c. Repeat the queries on Athena loading the data from Parquet SF1/SF10/SF100.
Again, discuss whether the results or the execution times are different.

Explore the issue of partitioning your dataset for both Athena and RedShift. Can you
identify a scheme capable of improving the performance of either Q1 or Q57 If so, what
was your performance gain for SF10? Does your partitioning improve both queries or
only one of them? Otherwise, why there are no advantageous partitioning schemes for
the two queries? Include the source code to partition the data and load it in your final
report. For the measurements with Athena, only use the Parquet data format. (0.5 pts)

' Loading the data set may take up about 20 - 30 minutes.
2 SF100 is a bit too much to process for our Spark mini-clusters with 2 worker nodes.



4. Compare Athena, Redshift, Redshift Spectrum and Spark SQL in general terms. Discuss
in which scenarios each system can be more beneficial than the others. Cover aspects
such as query workload, data characteristics, ETL, overall performance, usability and
cost. (0.5 pt)

5. Consider the use cases below. For each of them, describe if you would choose any of
the systems considered, Athena, Redshift, Redshift Spectrum and Spark, possibly in
combination, to tackle that particular scenario. Motivate your choice, describe how you
envision it would be deployed, and estimate the cost per month your solution requires.
(0.5pt)

a. Data exploring. You have the availability of 16 TB of data in S3, in a variety of
formats (csv, json, text files, sql dumps). You want to occasionally perform
several ad-hoc queries per day. Multiple queries are often, but not always,
executed in narrow sessions. Each session typically refers to only about 1% of
the overall dataset, but different queries in the same session may touch part of
the same data multiple times.

b. Business reports. Your data set is organised in a star schema. It has one fact
table, which grows of about 2GB of new homogenous data every day. More
dimension tables are also present, their size is much smaller than the fact table
and their content seldom changes. You want to perform several queries per
hour. Each query may touch several gigabytes. About 90% of the overall data
scanned in the main “fact' table is from the last month.

c. Organisation. About 100 users in an organisation share the same data set of
about 32 TB. The users run, on average, 8 analytical ad-hoc queries per day,
scanning roughly 40GB of compressed data per query. Typically they
cumulatively refer to only 4 TB of this dataset in a month, and even inside this
subset, the data referred is highly skewed. Currently the whole data set is hosted
in an in-house solution. Their system suffers of temporary slow-downs when
multiple users operate concurrently, degrading the whole experience. The
organisation is wondering whether it is suitable for them to migrate their in-house
solution to the cloud, provisioning a (tentative) budget cap of $3800 per month.


https://en.wikipedia.org/wiki/Star_schema

Introduction

Today's business analyst demands SQL-like access to Big Data™ . Your task today is to design
a SQL-in-the-cloud data warehouse system. You will compare SparkSQL, Athena and Redshift,
which is a hosted version of the parallel database system Actian Matrix (probably better known
under its previous name ParAccel). As a benchmark, we are going to use TPC-H, an industry
standard benchmark for analytical SQL systems.

Three data sets with "scale factors" (SF) 1, 10 and 100 have already been created for you and
uploaded to S3.
In CSV format, they are stored at:
- SF1:s3://bigdatacourse2019/tpch_csv/SF1/
- SF10: s3://bigdatacourse2019/tpch_csv/SF10/
- SF100: s3://bigdatacourse2019/tpch_csv/SF100/
In Parquet format, they are stored at:
- SF1:s3://bigdatacourse2019/tpch_parquet/SF1/
- SF10: missing (!)
- SF100: s3://bigdatacourse2019/tpch_parquet/SF100/


http://www.tpc.org/tpch/

RedShift

In this part we are going to set up Amazon RedShift, load the data from TPC-H Scale Factor 1
and run our two target TPC-H queries.

Configure SQL Workbench

We will interact with RedShift by an external tool, SQL Workbench. The tool needs to be
downloaded and configured in your computer/laptop. Note, you may also have to install evi
Oracle Java to run those.

Download and install SQL Workbench from: http://www.sql-workbench.net/ . To connect to
RedShift, you need to have its driver with the SQL Workbench. This can be downloaded from
AWS:
https://s3.amazonaws.com/redshift-downloads/drivers/jdbc/1.2.20.1043/Redshift/DBC42-no-aw

ssdk-1.2.20.1043.jar
Once opened, register the driver from the button “Manage Drivers” on the bottom left, select

Amazon Redshift, replace the library with the path of the driver just downloaded and set the
class name to com.amazon.redshift.jdbc42.Driver :
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http://www.sql-workbench.net/
https://s3.amazonaws.com/redshift-downloads/drivers/jdbc/1.2.20.1043/RedshiftJDBC42-no-awssdk-1.2.20.1043.jar
https://s3.amazonaws.com/redshift-downloads/drivers/jdbc/1.2.20.1043/RedshiftJDBC42-no-awssdk-1.2.20.1043.jar

Start a Redshift Cluster

We strongly advise to read the rest of this tutorial before starting the cluster. These clusters are
quite costly, please keep their runtime minimal.

ﬁ Services ~ Resource Groups v %

History | Bearch services
Redshift )
Console Home @ Compute &Y Migration
Athena EC2 Application Discovery Service
1AM EC2 Container Service DMS
Lightsail & Server Migration
DynamoDB Elastic Beanstalk Snowball
S3 Lambda
Betch @g Developer Tools
CodeCommit
) storage CodeBuild
S3 CodeDeploy
EFS CodePipeline
Glacier
Storage Gateway E Management Tools
CloudWatch
@ Database CloudFormation
RDS CloudTrail
Py onE Config
ElastiCache OpsWorks

Service Catalog
Trusted Advisor

Create a new cluster. Use your user name as cluster name and choose an arbitrary
username/password.



Redshift dashboard CLUSTER DETAILS

Clusters Provide the details of your cluster. Fields marked with * are required.
Snapshots

P Cluster identifier* | bds-test-1 This is the unique key that identifies
Security a cluster. This parameter is stored

as a lowercase string. (e.g. my-dw-
Parameter groups instance)
Reserved nodes
Events Database name Optional. A default database named
: dev is created for the cluster.

Connect client Optionally, specify a custom

database name (e.g. mydb) to
create an additional database.

Database port*  ss39 Port number on which the database
accepts connections.

Master user name* | awsuser Name of master user for your
cluster. (e.g. awsuser)

Master user password* | e Password must contain 8 to 64
printable ASCII characters
excluding: /, ", ', \, and @. It must
contain 1 uppercase letter, 1
lowercase letter, and 1 number.

Confirm password*  -.oeeeeee Confirm master user password

We will use a single-node cluster, either dc1.large or dc2.large:

Redshift cashboard CLUSTER DETAILS  NODE CONFIGURATION

Clusters Choose a number of nodes and node type below. Number of Compute Nodes is required for multi-node clusters.
Snapshots

Security The ds2 node types replace the deprecated dsl node types. The

newer ds2 node types provide higher performance than ds1 at no

Parameter groups extra cost.Learn more.

Reserved nodes

Node e  dcllarge Specifies the compute, memory,
Events vp storage, and 1/O capacity of the

) ,
Connect client CPU 7 EC2 Compute Units (2 virtual cluster's nodes.

cores) per node
Memory 15 GiB per node
Storage 160GB SSD storage per node

I/0 performance Moderate

Cluster type  Single Node

Number of compute nodes* Single Node clusters consist of a
single node which performs both

R leader and compute functions.
Maximum 1 P

Minimum 1

Cancel Previous m

Make sure your cluster is configured to be publicly accessible and use the "Redshift-Public"
Security group



Redshift dashboard
Clusters
Snapshots

Security

Parameter groups
Reserved nodes
Events

Connect client

Launch!

CLUSTER DETAILS  NODE CONFIGURATION ADDITIONAL CONFIGURATION

Provide the optional additional configuration details below.

Cluster parameter group \ M] Parameter group to associate with this cluster.

Encrypt database ©None ) KMS(HSM Learn more about database encryption

Configure networking options:

Choose a YPC \ Default VPC (vpe-5a4f9a3e) ﬂ The identifier of the VPC in which you want to create your cluster

Cluster subnet group [‘default 3| Selected Cluster Subnet Group may limit the choice of Availability Zones

Felect Yes If you want the cluster to be accessible from the public internet. Select No if you

Publicly accessiblé
want it 1o be accessible only from within your private VPC network

)Yes@No Select Yes if you want the cluster to have a public IP address that can be accessed from the
public Internet, select No If you want the cluster to have a private IP addressed that can
only be accessed from within the VPC.

Choose a public IP address

Enhanced VPC Routing ('Yes@No Select Yes if you want to enable Enhanced VPG Routing. Learn more

Availability zone \ No Preference :‘| The EC2 Avallability Zone that the cluster will be created in.

Optionally, associate your cluster with one or

t of VPC security groups to associate
with this cluster.

Penguin (sg-3a6c1f46)

Redshift-Public (sg-532acb2c)

RIPClubPenguin (sg-8e6c1ff2)
ecuri e0c5f)

_/

Create CloudWatch Alarm _ Yes@MNo Create a GloudWatch alarm to monitor the disk usage of your cluster.

Optionally, create a basic alarm for this cluster.

Optionally, associate up to 10 IAM roles with this cluster.

Available roles | Choose a role e

Cancel Previous m




Redshift dashboard CLUSTER DETAILS  NODE CONFIGURATION  ADDITIONAL CONFIGURATION  REVIEW

Clusters You are about to launch a cluster with following the following specifications:
Snapshots - -
Cluster properties Database configuration

Security

These attributes specify the name of your cluster, what type of These properties specify the database name, port, and
Parameter groups virtual hardware it will run on, how many nodes it will contain, username you will use to connect to the database. The

and the availability zone in which it will be located. parameter group contains configuration values used by the
Reserved nodes database.
Events Cluster identifier: bds-test-1

A default database will be
created (dev)
Number of compute 1 (leader and compute run Database port: 5439

nodes: on a single node)

H Database name:
Connect client Node type: dcl.large

L Master user name: awsuser
Availability zone: No preference

Cluster parameter . . . edshift-1.0

group:
Security, access, and encryption CloudWatch alarms
These settings control whether your cluster will be created in ~ CloudWatch alarms are used to notify if metries for your
an existing VPC to allow for simpler integration with other cluster are within a certain threshold. All recipients under the
AWS Services, and the security groups which define access SNS topic specified for your alarm will receive notifications
rules to your cluster. once an alarm is triggered.
Virtual private cloud: vpc-5a4f9a3c Basic alarms will not be created for this cluster

Cluster subnet group:
Publicly accessible: Yes
Elastic IP: Not used
VPC security groups sg-2c80f350
Enhanced VPC Routing: No
Encrypt database: No

A Unless you are eligible for the free trial, you will start accruing charges as soon as your
cluster is active.

Applicable charges:
The on-demand hourly rate for this cluster will be $0.25 , or $0.25 /node.If you have purchased reserved nodes in

this region for this node type that are active, your costs will be discounted. Additional nodes will be billed at the on-
demand rate.

If you are eligible for a free trial, you will receive 750 hours of free usage for each month of the trial, applied across all
running dcl.large nodes across all regions. Regardless of when you start your trial, you will receive two full months of
free usage. Once your trial expires or your usage exceeds 750 hours/month, you can shut down your cluster, aveiding
any charges, or keep it running at our standard On-demand rate.

For more information, see Amazon Redshift Free Trial FAQ, Amazon Redshift Pricing, and Reserved Nodes
Documentation.

Cancel Previous Launch cluster

Connect to the cluster

We will use SQL Workbench to connect to the RedShift cluster. But first we need to find the
JDBC endpoint url. You can retrieve it from the RedShift web console. Once the cluster
becomes ready, you can see and copy its JDBC url:



Redshift dashboard Cluster: [festd2 : Configuration | Status | Performance | | Queries | | Loads | | Table restore

| Clusters Cluster: test42 o
Snapshots
Cluster v Database v Backup v
Security
Parameter groups Endpoint tests2. ewdekis92pgr . us-east-1.redshi fr.amazonaws.com:5439 ( authorized ) €

Reserved nodes

Events Cluster Properties Cluster Status
. Cluster Name test42 Cluster Status available
Connect client X
Cluster Type Single Node Database Health healthy
Node Type dcl.large In Maintenance Mode no
Nodes 1 Parameter Group Apply Status in-sync
Zone us-east-1c Pending Modified Values None
Created Time March 3, 2017 at 9:40:12 AM
UTC+1

Cluster Version 1.0.1187
VPC ID vpc-5a4f9a3c ( View VPCs )
Cluster Subnet Group default
VPC security groups Redshift-Public (sg-532acb2c)
(active)
Cluster Parameter Group default.redshift-1.0 (in-sync)
Enhanced VPC Routing No

Cluster Database Properties Backup, Audit Logging, and Maintenance
Port 5439 Automated Snapshot Retention Period 1
Publicly Accessible Yes Cross-Region Snapshots Enabled No
Database Name dev Audit Logging Enabled No
Master Username__2 Maintenance Window fri:06:30-fri:07:00
Encpypied Allow Version Upgrade Yes

JDBC URL jdbc:redshift://testdl.cwdekid9zpg
r.us-east-
1.redshift.amazonaws.com: 5439 /dev

Driver={Amazon Redshift (x64)};

east-1.redshift.amazonaws.com;
Database=dev; UID=awsuser;
PWD=1Nsert_your_master_user_passwo
rd_here; Port=543%

Open the SQL Workbench, and create a new connection (or profile, same thing). Set the driver
to Amazon Redshift, the JDBC url to the string copied above, the username and password to
the credentials set when the cluster was created:



[ JoN ) Select Connection Profile
BEIFEEIE 1 E Default group
Filter [«[&F]

¥ | Default group

o — \

Redshift ((am.amazan.rsdshift.jdbcdl.Drivsr\

jdbciredshift:/ /test42.cwdeki492pgr.us-east- l.redshift.amagonaws.com:5439/dev

Username awsuser

word essssssss _Show password_

Autocommit | i i ~ SSH Extended Properties

|| Prompt for username || Confirm updates | Read only Remember DbExplorer Schema

Save password || Confirm DML without WHERE || Store completion cache locally

Separate connection per tab | | Rollback before disconnect | Remove comments

|| Ignore DROP errors || Empty string is NULL || Hide warnings

|| Trim CHAR data Include NULL columns in INSERTs Check for uncommitted changes
——I Info Background x lz‘ (None) Alternate Delimiter

Workspace

Main window icon

Macros

Tags

Connect scripts | | Schema/Catalog Filter Variables Test

Manage Drivers Help - Cancel

You will be greeted by the Query/Query result screen. Run a simple query to check everything
works.

SELECT 42;



[ ] @ SQL Workbench/J New profile - Default.wksp

jle Edit View Data S50QL Macros Workspace Tools Help
1@ | 1K|¢|>|% | B @ cm < § -+ | d|E:|| (® By |8 |Es| User=awsuser, Schema=public, URL=jdbc:redshift:/,

Scus iy Statement 2 Database Explorer 3

Fs 4

Gl Messages

?column?
42

Ready, if you are L:1C11 0.29s| Timeout: 0| Max. Rows: 01-1/1
T

Create the tables

Before importing the data into the RedShift database, we need to create a schema, that is the
tables where the data will be stored.

The following SQL snippet should be valid for all datasets, SF1, SF10 and SF100:

CREATE TABLE region (r_regionkey INT NOT NULL, r name VARCHAR(25) NOT NULL, r comment
VARCHAR (152) NOT NULL, PRIMARY KEY (r regionkey));

CREATE TABLE nation (n nationkey INT NOT NULL, n name VARCHAR(25) NOT NULL,
n_regionkey INT NOT NULL, n_ comment VARCHAR(152) NOT NULL, PRIMARY KEY (n_nationkey));

CREATE TABLE supplier (s_suppkey INT NOT NULL, s name VARCHAR(25) NOT NULL, s address
VARCHAR (40) NOT NULL, s nationkey INT NOT NULL, s phone VARCHAR(15) NOT NULL,
s_acctbal DECIMAL(15,2) NOT NULL, s comment VARCHAR(101) NOT NULL, PRIMARY KEY
(s_suppkey) ) ;

CREATE TABLE customer (c custkey INT NOT NULL, c name VARCHAR(25) NOT NULL, c address
VARCHAR (40) NOT NULL, C_nationkey INT NOT NULL, c phone VARCHAR(15) NOT NULL,
c_acctbal DECIMAL(15,2) NOT NULL, c mktsegment VARCHAR(10) NOT NULL, c_comment
VARCHAR (117) NOT NULL, PRIMARY KEY (c_custkey)):;

CREATE TABLE part (p partkey INT NOT NULL, p name VARCHAR(55) NOT NULL, p mfgr

VARCHAR (25) NOT NULL, p_brand VARCHAR(10) NOT NULL, p_type VARCHAR(25) NOT NULL,
p_size INT NOT NULL, p container VARCHAR(10) NOT NULL, p retailprice DECIMAL(15,2) NOT
NULL, p comment VARCHAR(23) NOT NULL, PRIMARY KEY (p partkey)):;



CREATE TABLE partsupp (ps_partkey INT NOT NULL, ps_suppkey INT NOT NULL, ps_availqgty
INT NOT NULL, ps_supplycost DECIMAL(15,2) NOT NULL, ps_comment VARCHAR(199) NOT NULL,
PRIMARY KEY (ps partkey, ps suppkey), FOREIGN KEY (ps partkey) REFERENCES part
(p_partkey), FOREIGN KEY (ps suppkey) REFERENCES supplier (s_suppkey)) ;

CREATE TABLE orders (o orderkey INT NOT NULL, o custkey INT NOT NULL, o orderstatus
VARCHAR (1) NOT NULL, o totalprice DECIMAL(15,2) NOT NULL, o orderdate DATE NOT NULL,

o _orderpriority VARCHAR(15) NOT NULL, o _clerk VARCHAR(15) NOT NULL, o shippriority INT
NOT NULL, o comment VARCHAR (79) NOT NULL, PRIMARY KEY (o_orderkey));

CREATE TABLE lineitem (1 orderkey INT NOT NULL, 1 partkey INT NOT NULL, 1 suppkey INT
NOT NULL, 1 linenumber INT NOT NULL, 1 quantity INTEGER NOT NULL, 1 extendedprice
DECIMAL (15,2) NOT NULL, 1 discount DECIMAL(15,2) NOT NULL, 1 tax DECIMAL(15,2) NOT
NULL, 1 returnflag VARCHAR (1) NOT NULL, l_linestatus VARCHAR (1) NOT NULL, l_shipdate
DATE NOT NULL, 1 commitdate DATE NOT NULL, 1 receiptdate DATE NOT NULL, 1 shipinstruct
VARCHAR (25) NOT NULL, 1 shipmode VARCHAR(10) NOT NULL, 1 comment VARCHAR (44) NOT NULL,
PRIMARY KEY (1 orderkey,l linenumber));

COMMIT;

Data loading (SF1)

The following statements load the data for Scale Factor 1 (SF1). For the other datasets, replace
the value SF1 in the loading url with SF10 and SF100.
As we split the groups in two AWS accounts, replace the XXXXXXX according to your group
number:
e Account 450296069091, groups 1 - 34:
aws_access_key 1d=AKIAIFUHSX6B2GJGRSWQ;aws secret access key=0Gy6hKDeW+s2
S5Ephxaxz6XOBSIhCsJbkp/geBPr5
e Account 482531159440, groups 35 - 70, regenerated 10/Mar/2019 18:00:
aws_access_key 1d=AKIAJLBMYOAAG37300JA;aws_ secret access key=NTTk+CtoTHS%h
ymGu3D99hTd201WUw5IQxea5K4DF

copy region from 's3://bigdatacourse2019/tpch csv/SFl/region/' delimiter '|' gzip
credentials "XXXXXXX' MAXERROR 100;

copy nation from 's3://bigdatacourse2019/tpch csv/SFl/nation/' delimiter '|' gzip
credentials 'XXXXXXX' MAXERROR 100;

copy customer from 's3://bigdatacourse2019/tpch csv/SFl/customer/' delimiter '|' gzip
credentials 'XXXXXXX' MAXERROR 100;

copy orders from 's3://bigdatacourse2019/tpch csv/SFl/orders/' delimiter '|' gzip
credentials 'XXXXXXX' MAXERROR 100;

copy lineitem from 's3://bigdatacourse2019/tpch csv/SFl/lineitem/' delimiter '|' gzip
credentials 'XXXXXXX' MAXERROR 10000;



copy part from 's3://bigdatacourse2019/tpch csv/SFl/part/' delimiter '|' gzip
credentials "XXXXXXX' MAXERROR 100;

copy partsupp from 's3://bigdatacourse2019/tpch csv/SFl/partsupp/' delimiter '|' gzip
credentials 'XXXXXXX' MAXERROR 100;

copy supplier from 's3://bigdatacourse2019/tpch csv/SFl/supplier/' delimiter '|' gzip
credentials 'XXXXXXX' MAXERROR 100;

COMMIT;

At the end check whether the data has been actually loaded, by running a SELECT COUNT (*)
FROM <table> for all the loaded tables (replace <table> with an actual table name) after the
COMMIT. The load may take a while. Also, if you get errors, it's always a good idea to run the
command ROLLBACK and then try again.

Queries

Execute the following two queries through the SQL workbench. Note the execution time.

TPC-H Query 1:
select
1 returnflag,
1 linestatus,
sum(l quantity) as sum qgty,
sum (1l extendedprice) as sum base price,
sum(l extendedprice * (1 - 1 discount)) as sum disc price,
sum(l extendedprice * (1 - 1 discount) * (1 + 1 tax)) as sum charge,
avg (1 _quantity) as avg qty,
avg (1 _extendedprice) as avg price,
avg (1l discount) as avg disc,

count (*) as count order

from

lineitem
where

1 shipdate <= date '1998-12-01' - interval '108' day
group by

1 returnflag,

1 linestatus
order by

1 returnflag,

1 linestatus;
TPC-H Query 5

select



n_name,
sum(l extendedprice * (1 - 1 discount)) as revenue
from
customer,
orders,
lineitem,
supplier,
nation,
region
where
c custkey = o custkey
and 1 orderkey = o orderkey
and 1 suppkey = s suppkey
and c nationkey = s nationkey
and s nationkey = n nationkey
and n_regionkey = r regionkey
and r name = 'MIDDLE EAST'
group by
n_name
order by

revenue desc;

Shutdown

Those clusters tend to be rather expensive. It's important that once you've finished your work, to
shutdown your cluster:



Cluster: | testa2 ¥

Redshift dashboard — — Y Configuration | Status  Performance
| Ctusters Cluster: test42
Snapshots
Cluster v Database v Backup v
Security
Parameter groups test42.cwdekidoZpgr.us-east-1.redshift.amazonaws.com:5439

Reserved nodes
Properties
Cluster Name test42
Cluster Type Single Node
Node Type dc1.large
Nodes 1
Zone us-east-1c

Created Time March 3, 2017 at 9:40:12 AM
UTC+1

Events

Connect client

Delete Cluster

Cluster test42 €@

Create snapshot /Yes@No @

Automated snapshots for this cluster will be deleted. All changes
since the last manual snapshot will be permanently lost. To prevent
data loss, copy your last automated snapshot to a manual snapshot.

| acknowledge that when | delete this cluster, data changes since the

most recent manual snapshot will be lost.




Athena

Athena is an AWS service to execute interactive SQL queries over S3. In this part, we are going
to create a new database and perform the two TPC-H queries with the data sets already stored
in S3. The following instructions apply to Scale Factor 1 (SF1). But first of all, reach the Athena

console from the AWS page, click on Services, then look for Athena:

B Services ~  Resource Groups v % [\ Studentd07 @ 5369-4734-4285~  N.Virginla ~  Support v

History

| [earch services

~‘ Group  A-Z

Console Home

Athena oy

() Compute &Y Migration B0l Analytics
1AM EC2 Application Discovery Servicel
Redshift EC2 Container Service DMS EMR
5 o8 Lightsail & Server Migration seTSearch
yname Elastic Beanstalk Snowball Elasticsearch Service
S3 Lambda Kinesis
Batch Data Pipeline
Nl
€%, Developer Tools Quicksignt &
CodeCommit
D Storage CodeBuild
s3 CodeDeploy €2 Anificial Inteligence
EFS CodePipeline Lex
Glacier Polly

Storage Gateway Rekognition

Machine L earnina

[ﬂ Management Tools

Creating the tables

We first need to create a database and the tables to operate within SQL.

Create a database for you to use, by running the following query:
CREATE DATABASE groupXX;

B Application Services
Step Functions
SWF
AP| Gateway
Elastic Transcoder

@ Messaging
5Qs
SNS
SES

@ Business Productivity
WerkDocs

(replace XX with your group number), click "Run Query", finally select from the bar on the left

side. In the screenshot below the database name is BD_student_99:



_L'L Student007 @ 5369-4734-4285 ~  N. Virginia~  Support +

Athena QueryEditor  Saved Queries  History  Catalog Manager Settings  Tutorial  Help  What's new

1 CREATE DATABASE BD_student_99;

The selected database has no tables.

Add table.. Li]

Use Cirl + Enter to run query, Cirl + Space to autocomplete
m Saje As Format Query  New Query (Run time: 3.3 seconds, Data scanned: 0KB)

Results

Query successful.

To create the tables, paste the following SQL statements in the query window and execute
them. The SQL statements should be executed one by one (ouch):

CREATE EXTERNAL TABLE customer (

C CustKey int ,

C Name varchar (64) ,

C Address varchar (64) ,

C NationKey int ,

C_Phone varchar (64) ,

C AcctBal decimal (13, 2) ,

C MktSegment varchar (64) ,

C Comment varchar(120) ,

skip varchar (64)

) ROW FORMAT DELIMITED FIELDS TERMINATED BY '|' LOCATION
's3://bigdatacourse2019/tpch csv/SFl/customer/"';

CREATE EXTERNAL TABLE lineitem/(
L OrderKey int ,

L PartKey int ,

L SuppKey int ,

L LineNumber int ,

L Quantity int ,

L ExtendedPrice decimal (13, 2) ,
L Discount decimal (13, 2) ,

L Tax decimal (13, 2) ,

L ReturnFlag varchar (64) ,

L LineStatus varchar (64) ,

L ShipDate date ,

L CommitDate date ,



L ReceiptDate date ,

L ShipInstruct varchar (64) ,

L ShipMode varchar (64) ,

L Comment varchar (64) ,

skip varchar (64)

) ROW FORMAT DELIMITED FIELDS TERMINATED BY '|' LOCATION
's3://bigdatacourse2019/tpch csv/SFl/lineitem/"';

CREATE EXTERNAL TABLE nation/(

N NationKey int ,

N Name varchar (64) ,

N RegionKey int ,

N Comment varchar (160) ,

skip varchar (64)

) ROW FORMAT DELIMITED FIELDS TERMINATED BY '|' LOCATION
's3://bigdatacourse2019/tpch csv/SFl/nation/';

CREATE EXTERNAL TABLE orders (

O _OrderKey int ,

O CustKey int ,

O OrderStatus varchar (64) ,

O TotalPrice decimal (13, 2) ,

O OrderDate date ,

O _OrderPriority varchar(15) ,

O _Clerk varchar (64) ,

O _ShipPriority int ,

O Comment varchar (80) ,

skip varchar (64)

) ROW FORMAT DELIMITED FIELDS TERMINATED BY '|' LOCATION
's3://bigdatacourse2019/tpch csv/SFl/orders/';

CREATE EXTERNAL TABLE part(

P PartKey int ,

P Name varchar(64) ,

P Mfgr varchar (64) ,

P Brand varchar (64) ,

P Type varchar (64) ,

P Size int ,

P Container varchar(64) ,

P RetailPrice decimal (13, 2) ,

P Comment varchar (64) ,

skip varchar (64)

) ROW FORMAT DELIMITED FIELDS TERMINATED BY '|' LOCATION
's3://bigdatacourse2019/tpch csv/SFl/part/’';

CREATE EXTERNAL TABLE partsupp (
PS PartKey int ,

PS SuppKey int ,

PS AvailQty int ,

PS SupplyCost decimal (13, 2) ,



PS Comment varchar (200) ,

skip varchar (64)

) ROW FORMAT DELIMITED FIELDS TERMINATED BY '|' LOCATION
's3://bigdatacourse2019/tpch csv/SFl/partsupp/"';

CREATE EXTERNAL TABLE region (

R RegionKey int ,

R Name varchar (64) ,

R Comment varchar (160) ,

skip varchar (64)

) ROW FORMAT DELIMITED FIELDS TERMINATED BY '|' LOCATION
's3://bigdatacourse2019/tpch csv/SFl/region/';

CREATE EXTERNAL TABLE supplier (

S _SuppKey int ,

S Name varchar (64) ,

S Address varchar (64) ,

S NationKey int ,

S_Phone varchar (18) ,

S AcctBal decimal (13, 2) ,

S Comment varchar (105) ,

skip varchar (64)

) ROW FORMAT DELIMITED FIELDS TERMINATED BY '|' LOCATION
's3://bigdatacourse2019/tpch csv/SFl/supplier/"';

Make sure the tables have been created, e.g. they are in the tables list and all contain data. For
instance, the record count for the table lineitem should be 6001215:

SELECT COUNT (*) FROM lineitem

Queries

Execute the following two queries on the Athena console:

TPC-H Query 1:
SELECT

L RETURNFLAG, L LINESTATUS, SUM(L_QUANTITY), SUM(L_EXTENDEDPRICE),
SUM (L_EXTENDEDPRICE* (1-L DISCOUNT)), SUM(L_EXTENDEDPRICE* (1-L DISCOUNT) * (1+L TAX)),
AVG (L QUANTITY), AVG(L EXTENDEDPRICE), AVG(L_DISCOUNT), COUNT (1)
FROM

lineitem
WHERE

L SHIPDATE<= CAST ('1998-09-02"' AS DATE)
GROUP BY L RETURNFLAG, L LINESTATUS
ORDER BY L RETURNFLAG, L LINESTATUS;

TPC-H Query 5



select
n name, sum(l extendedprice * (1 - 1 discount)) as revenue
from
customer c join
( select n name, 1 extendedprice, 1 discount, s nationkey, o custkey from orders o
join
( select n name, 1 extendedprice, 1 discount, 1 orderkey, s nationkey from
lineitem 1 join
( select n name, s_suppkey, s nationkey from supplier s join
( select n name, n nationkey
from nation n join region r
on n.n regionkey = r.r regionkey and r.r name = 'MIDDLE EAST'
) nl on s.s nationkey = nl.n nationkey
) s1 on 1.1 suppkey = sl.s suppkey
) 11 on 11.1 orderkey = o.0 orderkey
) ol
on c.c _nationkey = ol.s nationkey and c.c _custkey = ol.o custkey
group by n name
order by revenue desc;

Observe the query runtime and amount of data read.



Troubleshooting

Redshift

® TInvalid operation: current transaction is aborted, commands ignored until end

of transaction block; Run rollback
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