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CSX4237: Time Series Analysis
L-T-P-Cr: 2-0-2-3
Course Objectives:

1. Students will learn about important time series models and their applications in various fields.

2. Students will be able to formulate real life problems using time series models.

3. Students will be able to use statistical software to estimate the models from real data, and draw
conclusions and develop solutions from the estimated models.

4. Students will learn to use visual and numerical diagnostics to assess the soundness of their
models.

5. Students will learn to communicate the statistical analyses of substantial data sets through
explanatory text, tables and graphs.

6. Students will learn to combine and adapt different statistical models to analyze larger and more
complex data.

Course Outcomes:

After completion of the course, students will be able to:

SL Course Outcome (CO) Mapping to PO

No

1 Understand what is time series, stationary proces and ARMA | POI, PO2
models

2 Understand spectral analysis, Stationary Process and ARMA Models | PO1, PO2, PO6,

POS

3 Apply important concepts and principles of Nonstationary and | PO1, PO3, PO6
Seasonal Time Series Models.

4 Summarize the Multivariate Time Series and State space models. PO1, PO2, PO6
Understand different time series forecasting techniques PO1, PO2, PO6

UNIT 1 Lectures: 8

Introduction - Examples of time series, Stationary models and autocorrelation function, Estimation
and elimination of trend and seasonal components.

Stationary Process and ARMA Models - Basic properties and linear processes, Introduction to ARMA
models, properties of sample mean and autocorrelation function, Forecasting stationary time series,
ARMA(p, q) processes, ACF and PACF, Forecasting of ARMA processes.



UNIT-1I Lectures:8
Spectral Analysis - Spectral densities, Time-invariant linear filters, The spectral density of an ARMA
process, Modeling and Forecasting with ARMA Processes.

Modeling and Forecasting with ARMA Processes - Preliminary estimation, Maximum likelihood
estimation, Diagnostics, Forecasting, Order selection.

UNIT-III Lectures:6
Nonstationary and Seasonal Time Series Models - ARIMA models, Identification techniques, Unit
roots in time series, Forecasting ARIMA models, Seasonal ARIMA models, Regression with ARMA
erTors.

UNIT-1V Lectures:8
Multivariate Time Series - Second-order properties of multivariate time series, Estimation of the mean
and covariance, Multivariate ARMA processes, Best linear predictors of second-order random vectors
, Modeling and forecasting.

State-Space Models - State-space representations, The basic structure model, State-space
representation of ARIMA models, The Kalman Recursions , Estimation for state-space models.

UNIT-V Lectures:6
Forecasting Techniques - The ARAR algorithm, The Holt-Winter algorithm, The Holt-Winter seasonal
algorithm. Estimation of time series models.

Textbooks:
Brockwell, Peter J. and Davis, Richard A. (2002). Introduction to Time Series and
Forecasting, 2" edition. Springer-Verlag, New York.
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