There is a debate within the field of Al regarding whether recursive self-improvement by an Al is
possible, and, if so, whether it is likely to happen.

Prominent skeptics of recursive self-improvement include:
e Francois Chollet, who argued in 2017 that recursively self-improving systems cannot
achieve exponential progress in practice.’
e Ted Chiang, who argues that Als are like compilers, where bootstrapping allows
self-improvement, but only up to a point.

Points of disagreement include:

e Whether an Al would need full access to its entire codebase for recursive
self-improvement. Stuart Armstrong posits that it would not, because many pathways to
self-improvement do not rely on this ability, such as the creation of sub-agents or partial
self-maodification.

e Whether a self-improving Al's capabilities will eventually reach the point of diminishing
returns, and where this point may lie. For example, when it comes to Als built using
modern deep learning paradigms, some have argued that self-improvement may be
infeasible and not cost-effective, due to the complexity and computational demands of
these types of Als. If this is true, then such Als wouldn’t satisfy the criteria for being seed
Al, which were imagined to be designed and not selected for by search-like processes,
requiring understanding of their own source code and the ability to make goal-preserving
modifications to themselves.

e Whether AGI will have incentives to self-improve in the first place.

A common response to this objection is that self-improvement may be easier outside the deep
learning paradigm, as the field of Al is replete with examples of a radical change in approaches
allowing previously unfeasible problems to be solved extremely easily. Moreover, improving
source code in the context of deep learning does not just refer to, say, a neural network
changing each of its weights directly (although steering it as such may well be possible), but
also things like code defining the architecture or the code for collecting training data, etc.

Ultimately, the danger of self-improvement does not lie in hypothetical infinite recursive
improvements, but in pushing the AGI further down a path to Al takeover — even fairly modest,
concrete and reasonable improvements may push an AGI beyond the point of controllability.
Given that some trends in modern Al provide for steps on the path to self-improvement, the
question of its long-term feasibility remains a crucial one. Furthermore, self-improvement is one
way to get fast takeoff, but it is not the only one.

Alternative phrasings

' See also Eliezer Yudkowsky’s rebuttal.
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Related

e H Might an "intelligence explosion" never occur?
e B Why would the first Artificial General Intelligence ever create or agree to the creati...
e H Does the idea of a recursively self improving Al assume that the Al is able to solve ...

Scratchpad

Drafts at unknown dates

Alternatively, a terminology for a scenario where pivotal Al that don’t engage in extensive
self-modification are constructed instead, is KANSI.

https://www.lesswrong.com/posts/8NKu9WES7KeKRWEKK/why-all-the-fuss-about-recursive-sel
f-improvement

Though, to be clear, from my perspective it’s still entirely plausible that you
will be able to turn the first general reasoners to their own architecture and get
a big boost, and so there's still a decent chance that self-improvement plays an
important early role. (Probably destroying the world in the process, of course.
Doubly so given that I expect it’s even harder to understand and align a system
if it’s self-improving.)

comments:
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A difference | think Paul has mentioned before is that Go was not a competitive industry
and competitive industries will have smaller capability jumps.

The thing the industry is calling AGI and targeting may end up being a specific style of
shallow deployable intelligence when "real" AGl is a different style of "deeper" intelligence
(with, say, less economic value at partial stages and therefore relatively unpursued). This
would allow a huge jump like AlphaGo in AGI even in a competitive industry targeting AGI.

https://www.lesswrong.com/posts/wZAa9fHZfR6zxtdNx/agi-systems-and-humans-will-bot
h-need-to-solve-the-alignment

It’s not clear to me when that will happen. Will this be as soon as AGI systems
grasp some self / situational awareness? Or will it be after AGI systems have
already blown past human cognitive abilities and find their values / goals
drifting towards stability?



It seems possible that at the point an AGI system reaches the “has stable goals
and wants to preserve them”, it’s already capable enough to solve the
alignment problem for itself, and thus can safely self-improve to its limits. It
also seems possible that it will reach this point significantly before it has
solved the alignment problem for itself (and thus develops the ability to
self-improve safely).

If it’s the latter situation, where an AGI system has decided it needs to
preserve its goals during self improvement, but doesn’t yet know how to...

comments:

it should not be underestimated how dangerous running multiple copies of yourself can be
if you're not yet in a state where the conversations between them will converge usefully.
Multiple copies are a lot more like separate beings than one might think a priori, because



copying simulator does not guarantee the simulacra will remain the same, even for a model
trained to be coherent, even if that training is from scratch.

Computer scientists, however, believe that self-improvement will be recursive. In effect,
to improve, and Al has to rewrite its code to become a new Al. That Al retains its
single-minded goal but it will also need, to work efficiently, sub-goals. If the sub-goal is
finding better ways to make paperclips, that is one matter. If, on the other hand, the
goal is to acquire power, that is another.

The insight from economics is that while it may be hard, or even impossible, for a
human to control a super-intelligent Al, it is equally hard for a super-intelligent Al to
control another Al. Our modest super-intelligent paperclip maximiser, by switching on
an Al devoted to obtaining power, unleashes a beast that will have power over it. Our
control problem is the Al's control problem too. If the Al is seeking power to protect
itself from humans, doing this by creating a super-intelligent Al with more power than
its parent would surely seem too risky.

Note difference: ai’s know their goals, humans collective don’t

| expect the alignment problem for future AGls to be substantially easier, because the
inductive biases that they want should be much easier to achieve than the inductive biases
that we want. That is, in general, | expect the distance between the distribution of human
minds and the distribution of minds for any given ML training process to be much greater
than the distance between the distributions for any two ML training processes. Of course,
we don't necessarily have to get (or want) a human-like mind, but | think the equivalent
statement should also be true if you look at distributions over goals as well.
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The solution for Al is that Al will choose slower methods of self-improvement, like learning
or getting more hardware vs. creating new versions of itself. This means that Al will
experience slower takeoff and thus will less interested in early treacherous turn — and more
interested in late treacherous turn when it will become essential part of society.

What we want is a controlled intelligence explosion, where an increase in strength of the
AGl leads to an increase in our ability to align, alignment as an iterative problem...

https://www.lesswrong.com/posts/oyK6fYYnBisNx5pfE/is-recursive-self-im
provement-relevant-in-the-deep-learning



"


https://www.lesswrong.com/posts/midXmMb2Xg37F2Kgn/new-scaling-laws-for-large-language-models#Consequences
https://www.lesswrong.com/posts/midXmMb2Xg37F2Kgn/new-scaling-laws-for-large-language-models#Consequences
https://www.lesswrong.com/tag/g%C3%B6del-machine
https://www.lesswrong.com/tag/g%C3%B6del-machine
https://www.lesswrong.com/posts/r3NHPD3dLFNk9QE2Y/search-versus-design-1
https://www.lesswrong.com/posts/r3NHPD3dLFNk9QE2Y/search-versus-design-1
https://www.lesswrong.com/posts/oyK6fYYnBi5Nx5pfE/is-recursive-self-improvement-relevant-in-the-deep-learning#fnojbm42ebmoe
https://www.lesswrong.com/posts/X2i9dQQK3gETCyqh2/chris-olah-s-views-on-agi-safety
https://www.lesswrong.com/posts/oyK6fYYnBi5Nx5pfE/is-recursive-self-improvement-relevant-in-the-deep-learning#fn94s6ic6kwmo
https://www.lesswrong.com/posts/oyK6fYYnBi5Nx5pfE/is-recursive-self-improvement-relevant-in-the-deep-learning#fnctnr5f09ph
https://aiimpacts.org/likelihood-of-discontinuous-progress-around-the-development-of-agi/
https://aiimpacts.org/likelihood-of-discontinuous-progress-around-the-development-of-agi/
https://www.lesswrong.com/posts/oyK6fYYnBi5Nx5pfE/is-recursive-self-improvement-relevant-in-the-deep-learning#fnq1jixxuo14a
https://www.lesswrong.com/posts/oyK6fYYnBi5Nx5pfE/is-recursive-self-improvement-relevant-in-the-deep-learning#fn0vsz28jkoyws

If the aforementioned objections are correct, then insomuch as one's
intuitions around foom were rooted in some expectation of recursive
self-improvement and insomuch as one believes that the first AGIs will be
created within the deep learning paradigm'®’ then the inapplicability of RSI to
deep learning should update people significantly downwards on the
likelihood of hard takeoff/foom'*+..

Recursive self-improvement and Al takeoff
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Recursively self-improving Al is considered to be the push behind the
intelligence explosion.

From "Hard Takeoff" (emphasis mine):

RSI is the biggest, most interesting, hardest-to-analyze, sharpest
break-with-the-pastcontributing to the notion of a "hard takeoff" aka "Al
go FOOM", but it's nowhere near being the only such factor. The advent of
human intelligence was a discontinuity with the past even without RSI...

I think there are other avenues for hard takeoff that don't hinge so strongly on
RSI (e.g. hardware/content overhang2®129130131) "hyt they also seem to be
somewhat weakened by the deep learning paradigm'32/231134) (perhaps
especially so if scaling maximalism is true)'35/13°/1371138] That said, my broader
scepticism of foom deserves its own top level post.

I am also not persuaded by the justification for foom credulity based on
AlphaGo. I don't think AlphaGo is necessarily as strong an indicator for foom
as suggested: AlphaGo was able to blow past human performance in the
narrow field of Go via 3 days of self-play; it does not seem that general
competence in rich domains is similarly amenable to self-play.
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The MIRI 2000s paradigm for an Al capable of self-improvement, was that it would be
modular code with a hierarchical organization, that would potentially engage in
self-improvement at every level.

The actual path we've been on has been: deep learning, scaling, finetuning with RLHF, and
now (just starting) reflective agents built on a GPT base.

A reflective GPT-based agent is certainly capable of studying itself and coming up with
ideas for improvement. So we're probably at the beginning of attempts at
self-improvement, right now.

Inability of neural nets to quickly retrain a new larger versions will slower the speed on their
progress and thus many competing Als are more likely to emerge. It is less likely that they
can merge later by "merging utility functions" as NNs have no explicit utility functions. Thus
multipolar world is more likely.
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