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Abstract 

While the mathematics of fusion is quite general, every practical fusion engine must be tuned to a particular application to 

achieve acceptable performance with real data on tactical hardware. Tuning is typically achieved for a specific set of sensors and 

for specific track types of interest. For example, the fusion engine for a fifth-generation fighter is tuned for that aircraft’s sensors 

and for the types of air-to-air tracks it needs to engage. The result is a fusion engine which may perform very well in a bounded 

subset of the multidimensional data space generated by the parameters of the sensor measurements and the track attributes, 

while performing less efficiently or even failing in other parts of that data space. 

A joint all-domain command and control system requires addressing a much larger subset of the potential multidimensional data 

space than that processed by contemporary practical fusion engines. At the same time, there is pressure to re-use existing fusion 

engines in which a great deal has already been invested. 

This paper describes how multiple sensor fusion engines can be combined in an open architecture to provide the best overall 

estimate of the fused sensor track picture while managing the overall computational requirements. It describes how the 

component fusion engines can be calibrated, the open multi-fusion-engine framework adjusted to ensure that each component 

engine is fed the data for which it is best suited, and how the outputs from the various fusion engines can be correlated to deliver 

the final fused track picture. 

1​ INTRODUCTION 

While the mathematics of fusion is well published and 
generally understood, every practical fusion engine must 
be tuned to a particular application to achieve acceptable 
performance on anything larger than a trivial dataset. As 
a result of real-world effects, a fusion engine that may 
perform very well in a portion of the multidimensional 
data space {position x velocity x acceleration x radar 
signature x SIGINT parameters x …} generated by the 
parameters of the sensor measurements and track 
attributes, may perform less well or even poorly in other 
parts of that data space. A universal high-performance 
fusion engine does not exist except for very focused 
applications [1]. 

Tuning is typically achieved over a specific set of sensor 
inputs and a specific set of track types of interest. For 
example, the fusion engine of a fifth-generation fighter 
might be tightly tuned for that aircraft’s sensors, mission 
computer, and for the types of air-to-air tracks it needs to 
detect, track, and engage. That tuning process requires 
deep understanding of the fusion technology, sensor 
capabilities, and the specific application, and typically 
takes significant investments to succeed. Within the 
portion of interest of the multidimensional data space 
the fusion engine may perform phenomenally well. 
Outside that portion it may be inefficient, or even 
completely fail. 

Unlike a fifth-generation fighter, a C4I system for Joint 
All-Domain Command and Control (JADC2) is necessarily 
concerned with a much larger portion of the 
multidimensional sensor and track data space. Typically it 
must ingest data from a range of distributed sensors of 
various types, and must track a wide variety of entities 
across multiple domains. Due to the contested nature of 
the communications and cyber environment, the fusion 
component of the JADC2 system may need to function 
distributed across multiple C2 nodes, maintaining a 
coherent tactical picture (CTP) when possible and 
resynchronizing that picture after disruptive events. All of 
this must be accomplished with the limited 
computational resources that can be deployed to the 
tactical edge. 

Both the cost of developing and tuning fusion engines 
and the shrinking timelines available for deployment at 
the speed of relevance demand re-use of existing 
high-performance fusion engines, despite the bounds on 
their applicability. These conflicting requirements drove 
the development of the open architecture for fusion 
management discussed here. 

This paper is organized as follows: Section 2 provides 
background on the concept of “what is fusion?”, modern 
fusion engines, the compromises required to build 
efficient implementations to support real-time tactical 
applications, and the conflict between those 
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compromises and the needs of JADC2. Section 3 
describes an open architecture for efficiently executing 
multiple fusion engines in parallel while managing 
computational requirements in tactical applications. 
Section 4 describes how practical tactical fusion engines 
can be characterized, while Section 5 discusses how that 
characterization can facilitate re-use of existing 
high-performance fusion engines in that open 
architecture fusion management framework. Section 6 
describes potential on-going work to implement and test 
this approach. 

2​ BACKGROUND  

The goal of data and information fusion has been defined 
as “the process of combining incomplete and imperfect 
pieces of mutually complementary data in such a way 
that a better understanding of an underlying real-world 
phenomenon is achieved” (Wolfgang Koch, Fusion 2011 
Tutorial Workshop). Specifically, the overarching goal of 
sensor fusion is to attain an accurate characterization of 
detected objects in the joint battlespace so that 
high-confidence, timely application of military options 
and weapon resources can occur [2]. This problem is 
exacerbated by the raw speed of modern warfare where 
the time between a weapon engagement decision and 
target impact is exceedingly compressed. Improving the 
tactical picture is the same as improving information 
processing; thus, this is the purpose of performing fusion 
on all the sensor information that is available that can 
help develop the tactical picture. 

A solid approach to consider for a fusion process and 
architecture design evaluation is to examine what Hall 
and Steinberg composed in 2001 in their seminal paper 
”Dirty Secrets in Multisensor Data Fusion” [3], which 
discusses a series of dictums about information fusion. 
For the purposes of our paper, some of these include: 

A.​ There is no substitute for a good sensor 

B.​ Downstream processing cannot fix upstream 
errors or failures 

C.​ Sensor performance information is critical for 
sensor fusion applications 

D.​ There is no one “right” fusion algorithm or 
approach 

From a systems process perspective, a reliable method to 
achieve successful track fusion is to fully profile the 
performance of the sensors and sources and the type of 
data that will be presented for fusion. [4]. A lot of the 
challenge is to quantify the “known unknowns” and 

design in provisions for “unknown unknowns”. So the 
design for resiliency in a fusion architecture is extremely 
important. [5]. This may not be possible with a single 
fusion engine (FE) or approach.  

2.1​ MODERN FUSION ENGINES 

A helpful visualization of a successful modern track and 
classification fusion process is shown in Figure 11.  

 

Figure 1 – the expected result of a resilient and robust 
modern fusion capability 
 
In this illustration, the uncertainty in an object’s location 
– denoted by the central ellipse labeled “F” – is reduced 
significantly via the combining or fusion of disparate sets 
of sensor information. There is a spatial orthogonality to 
the kinematic and classification information allowing for 
optimization of the intersections of the uncertainty 
ellipses. There is also modality diversity between sets of 
information like Identification Friend-or-Foe (IFF) which is 
cooperative, Electronic Warfare (EW) which is 
unintentionally cooperative, and radar which is 
non-cooperative that enable more complex automated 
decisions based on the information characteristics 
present and that the error trends differ [6]. 

Specifically, for track and ID fusion, Figure 2 is an 
excellent way to distinguish it relative to the other fusion 
levels and how multi-modal orthogonal data works when 
combined to improve tracking and situational assessment 
(SA) [7]. 

1 Figure generated at LM for use in a variety of tutorials 
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Figure 2 - JDL Fusion Levels and Orthogonal Data for 
Improved Tracking and Situation Assessment 
 

Referencing Figure 2, the Joint Directors of Laboratories 
(JDL) Level 1 (L1 – track and ID) Object Assessment is also 
called Object Refinement. This processing level combines 
information from the results of level 0 processing within 
sensors. This level is about fusing the attributes of 
objects to detect, locate, characterize, track, and classify 
these objects. This level of processing involves 
information assignment/correlation/fusion (per Figure 1) 
and taxonomic classification such as F-16, CG-47, etc. This 
means assigning an identity to an object from a 
taxonomy—a set of mutually exclusive possibilities with 
probabilities associated with its uncertainty. Generally, to 
fuse information at this level, multiple hypotheses must 
be tracked due to uncertainties in predicted positions of 
objects and their identity.  

Automating the fusion and declaration decision process 
flexibly across L1, as information becomes available and 
without throwing away valuable information and context, 
is challenging. L1 fusion performance is further 
compounded by the challenges with real-time 
distribution of fusion capabilities across a large System of 
Systems (SoS) enterprise covering thousands of miles of 
land and ocean and extending from sub-surface to space 
domains. This point is illustrated in the conceptual 
Coalition and Joint Multi-Domain C2 enterprise shown in 
Figure 3. 

 

Figure 3 – C/JADC2 Network-Centric SoS OV-1 
 

The challenge, as shown in Figure 3, is to develop a L1 
fusion architecture and a set of algorithms that integrates 

many disparate sensor and source reports in four warfare 
areas: Space, Air, Ground, and Sea-Surface, so warfighters 
at all levels of the chain of command can readily 
understand the current tactical situation and make 
decisions based on that understanding. Further, this L1 
fusion system must work within a dynamic and 
heterogeneous networked SoS structure as information 
sources will provide diverse quality and types (e.g., 
tracks, Associated Measurement Reports (AMRs), 
measurements) of information across multiple 
information dimensions and security levels. Figure 3 is 
also an illustration of the challenges for a successful 
JADC2 deployment. This is considered further in section 
2.3. 

2.2​ ALGORITHMS CONSTRAINED TO ACHIEVE PERFORMANCE 

With a distributed, multi-sensor data fusion architecture, 
the problem of constrained computational nodes is 
evidenced. Referring to Figure 3, there are varying 
degrees of tactical hardware capabilities across the SoS. 
Yet, for most of these sensor and processing nodes, the 
need for “real-time” computational capabilities is the 
same. 

The computational challenge for the heterogeneous 
platforms in Figure 3 requires a scalable selection of data 
fusion capabilities. The computational platform and 
sensor variation on a Hobart class DDG is very different 
from a E-7A Wedgetail. Both are very different from an 
unmanned MQ-9B. Real-time processing at the edge is 
still required regardless of the platform/node capabilities. 

Recently, the development of the Internet-of-Things (IoT) 
and the concept of “smart cities” has ushered in an 
architectural concept similar to Figure 3 where multiple 
sensors and sources contribute to a fused product. 
Instead of a 5th generation stealth fighter communicating 
to an Operations Center, the IoT might connect a smart 
coffee maker with a refrigerator that monitors food 
consumption. Information could be fused there in order 
to automatically purchase more coffee through a smart 
Internet device (or potentially the fusion resides in the 
smart Internet device).  

A major concern in this multi-sensor fusion IoT 
architecture is energy efficiency [8] [9] [10] [11]. This is 
also a major concern for tactical edge-based fusion and 
communications due to the need to minimize Space, 
Weight and Power (SWaP) for deployable, portable, and 
packable computational form factors. As the discussion in 
section 2.3 evolves, the necessity of a fusion architecture 
to scale the types and numbers of fusion engines 
becomes clear.  
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2.3​ BREADTH OF THE FUSION PROBLEM IN JADC2 

In a real-world, networked, real-time, tactical and 
operational fusion enterprise (as shown in figure 3), the 
following are considerations for this enterprise [12]: 

1.​ Data type processing (measurements, 
AMRs/tracklets, tracks) 

2.​ Sensor and source report dimensionality (1D, 2D, 
3D) including  

a.​ Electronic Intelligence (ELINT) 

b.​ Electronic Support Measures (ES or ESM) 

c.​ Communications Intelligence (COMINT) 

d.​ RADAR (both active and passive) 

e.​ Air, Ground, and Surface Moving Target 
Indicators (AMTI, GMTI, SMTI) 

f.​ Photonics trackers (Infrared Search and 
Track (IRST)) 

3.​ Association and dissociation of tracks 

4.​ Track maintenance and evaluation including 
intermittent sensor reporting 

5.​ Out-of-time order measurements and track 
updates 

6.​ Time-late measurements and tracks 

7.​ Data integrity (data ringing) 

8.​ Non-organic and organic information combining 

9.​ Environmental affects (e.g., noise, jamming, 
fading) 

10.​Organic and networked information processing 
across representative nodes 

Also, these systems characteristics are necessary to fully 
evaluate SoS applicability of fusion engines and may not 
be available: 

A.​ Source code and documentation 

B.​ Maturity of fusion product 

C.​ Fielded systems using the fusion product 

D.​ Ease of use via open interface design and 
extensibility​
 

E.​ Resiliency to unexpected inputs and corrupted 
information 

F.​ Stability of networked operations in corrupted 

environments 

G.​ Scalability of the system especially for distributed 
fusion operations 

H.​ Distributed design for organic and networked 
sensors/sources and C2 nodes 

I.​ Communications bandwidth usage and 
availability 

J.​ Information (sensor and source) availability 

We envision that a practical fusion enterprise will require 
multiple fusion engines/processes whose performance 
will be optimized for various modalities and 
environments.  

3​ AN OPEN ARCHITECTURE FOR MANAGING FUSION 

We have seen that a practical JADC2 system needs to 
accommodate multiple fusion engines. The compelling 
arguments for modular open architectures are well 
known [13], so an open fusion architecture can provide 
optimum flexibility and speed to deployment for the 
system developer, the acquisition agent, and the end 
user.  

Let the multidimensional data space of interest be MDS. 
For a given fusion engine (FEi), call the portion of the 
MDS where it performs well MDSPi. The individual fusion 
engines which this architecture combines may be tuned 
for a discrete partitioning of the multidimensional data 
space of interest to the joint commander, 

 ⋃ 𝑀𝐷𝑆𝑃
𝑖

= 𝑀𝐷𝑆,  ⋂ 𝑀𝐷𝑆𝑃
𝑖

=  ∅
 they may be tuned for portions that are disjoint but do 
not cover that space,  

 ⋃ 𝑀𝐷𝑆𝑃
𝑖

< 𝑀𝐷𝑆,  ⋂ 𝑀𝐷𝑆𝑃
𝑖

=  ∅
or they may be tuned for portions which overlap.  

 ⋂ 𝑀𝐷𝑆𝑃
𝑖
≠ ∅

In what follows, the collection of fusion engines is 
referred as a “constellation”.  

The open architecture for managing fusion wraps a fusion 
management framework around this constellation of 
fusion engines to provide good quality, high performance 

fusion over the union of their tuned regions . ⋃ 𝑀𝐷𝑆𝑃
𝑖{ }

The Open Fusion Architecture service resource flow in 
Figure 4 describes how multiple sensor fusion engines 
are combined in an open architecture to provide the best 
overall estimate of the fused sensor track picture while 
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managing the overall computational requirements. The 
basic concept is that the Sensor Measurement Routing 
Service directs incoming sensor measurements from any 
source to the fusion engine(s) which can best process 
them. Each fusion engine processes the sensor 
measurements it receives as it would in a traditional 
single-fusion-engine deployment. The fusion engines 
generate track reports and provide them to the Select 
Best Fused Track Estimate Service. When this service 
receives multiple estimates of the same track, it selects 
the best estimate using an appropriate metric. Then it 
delivers the combined fused track picture to the 
(Common Track Picture) CTP Service. 

This architecture requires that the individual Sensor 
Fusion Engines in the constellation be characterized 
against a set of standardized scenarios to determine the 
portion of the multidimensional data space of interest 
(MDSPi) in which they perform well. That information is 
used by the Sensor Measurement Routing Service to 
ensure that each fusion engine is fed the data for which it 
is best suited. Where the incoming sensor data falls into 
an area that overlaps the MDSPi for more than one fusion 
engine, the Sensor Measurement Routing will feed it to 
each of the appropriate fusion engines in parallel.  

For the case where the tuned regions of the available 
high-performance fusion engines do not cover the MDS, 
lower performing untuned engines can be added to the 
managed fusion engine constellation to address sensor 
measurements in the remaining data space of interest. 
This will incur an overall performance penalty, but is an 

option where there are not sufficient high-performing 
fusion engines to cover the MDS. 

Because this architecture is open, the constellation of 
fusion engines can easily be changed over time as new 
engines become available that improve overall 
performance, either by improving coverage of the MDS 
or by replacing outdated engines. When the constellation 
is changed, only the Sensor Management Routing Service 
needs to be updated. 

If the portions of the MDS for which the individual fusion 
engines are disjoint, the total computational complexity 
of this process is bounded by the computational 
complexity of the least efficient component FEi, scaled by 

the frequency of tracks in MDSPi. If there is overlap in the 
tuned portions, the growth in complexity should be linear 
in the size of the overlap, assuming a uniform distribution 
of tracks of interest. 

4​ CHARACTERIZATION OF A FUSION ENGINE 

The Single Integrated Air Picture (SIAP) program [14] has 
established quality measures for tracking and 
classification. It should be noted that there are other 
sources that can also contribute additional quality 
metrics. However, these metrics have been established as 
the reference for quantifying kinematics and 
classification/ID performance. The cited reference 
provide formulaic methods to quantify these measures. 
These equally apply to L1 fusion performance. These 
baseline metrics are defined at a high level for both 
centralized and network-based fusion architectures as 
follows: 
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Completeness – All kinematic (e.g., position, velocity) and 
attribute (e.g., identification, classification) information is 
incorporated in a System Track. 

Correctness – All kinematic and attribute information 
from a given real-world object is assigned to a System 
Track. 

Clarity – No ambiguous or spurious tracks are generated, 
and tracks contain no ambiguous or conflicting 
identification (ID) . 

Continuity – Track associations are maintained if an 
object continues to be observed by one or more sensors . 

Accuracy – Estimated position and velocity (or angular) 
accuracies are maintained in System Track.  

Latency – Measured from track initiation, update, and 
error. This is the time difference from a detection (or 
similar threshold) to the status of initiation, update, and 
an established number of standard deviations in error. 

It is expected that these metrics are expanded to account 
for a fully distributed L1 fusion architecture. However, the 
core metrics are sufficient and extensible to a distributed 
architecture. 

A challenge for a distributed architecture is its ability to 
rank the requirements for these metrics and establish the 
scope and performance priorities. So for an enterprise 
fusion problem like JADC2, the following requirements 
and performance rankings should be considered: 

Essential. Indicates a requirement which the JABMS must 
be capable of meeting, to the full extent specified, to 
achieve the minimum level of functionality and 
performance of the service. Failure to meet any Essential 
requirement will exclude a FE or multiple FE capabilities 
from contention. 

Very Important. Indicates a requirement in which the 
JABMS function is considered to be Essential, but the 
performance to which this function is achieved may be 
considered to be of Important value. Failure to meet a 
Very Important requirement does not (individually) make 
a FE non-compliant, but in the aggregate may have a 
large impact on architecture possibilities. 

Important. Indicates a requirement which the JABMS 
should be capable of meeting, to the full extent specified, 
to achieve the intended level of functionality and 
performance of the service. 

Desirable. Indicates a requirement which the JABMS does 
not need to meet in order to achieve the intended 

functionality and performance of the service, but which 
provides additional benefit, such as in future anticipated 
needs.  

Information. Indicates text which has been provided for 
information only, in order to provide context for a section 
of the specification. It may also guide a requirement 
which the JABMS should demonstrate adherence to. 
Compliance to information as design principles will 
necessarily be assessed more subjectively than a simple 
‘pass/fail’ for each; however, the relative level of 
compliance to Design Principles may still influence 
architecture development. 

Referencing section 3, the open architecture 
characterization of a given data fusion engine is shown in 
Figure 5 via an Internal Block Diagram (ibd). 

 

Figure 5: Open Architecture data fusion engine 
characterization  
 

The characterization of a given fusion engine (labeled as 
the Data Fusion Engine (DFE) in Figure 5) is 
componentized across the architecture to automatically 
evaluate the performance of each one. This design has 
been incorporated in an existing data fusion test bed. The 
DFTB was designed for automated fusion engine 
evaluation across multiple programs. 

5​ UTILIZING FUSION ENGINE CHARACTERIZATION FOR 
MULTI-ENGINE MANAGEMENT 

The mapping of each FEi into the MDSPi can be used in 
multiple ways to construct the Sensor Measurement 
Routing Service. If the MDSPi is characterized as a 
collection of intervals in MDS, those intervals could be 
expressed in simple logic or fuzzy logic conditions that 
would be used to route the incoming sensor 
measurements to the appropriate FEi. If the MDSPi is 
described as a continuous and differentiable bounding 
surface, a cross product in MDS would indicate which 
side of each bounding surface a sensor measurement 
lies. If the set of all {MDSPi} is captured in a deep learning 
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network, querying the compressed parametric 
representation of that network with the sensor 
measurement would identify the appropriate FEi. 

The critical point is that each of these mathematical 
techniques is of low computational complexity, with a 
scaling constant that is proportional to the 
dimensionality of the MDS. These computationally 
inexpensive operations induce minimal overhead in the 
routing process, which implies that the overall 
computational complexity of the entire fusion system 
comprising the management framework and the 
constellation of fusion engines is bounded by the 
computational complexity of the individual FEi, scaled by 
the relative frequency of sensor measurements occurring 
in the respective MDSPi. For highly tuned tactical fusion 
engines, this computational complexity previously has 
been minimized to the maximum extent practical by 
source programs of record, so the net effect is that the 
combined fusion system captures those prior 
investments to deliver highly efficient sensor data fusion 

across  in exchange for the cost of FEi ⋃ 𝑀𝐷𝑆𝑃
𝑖{ }

characterization. 

6​ FUTURE IMPLEMENTATION AND TEST OF THE OPEN FUSION 
ARCHITECTURE 

In the near future the authors plan on applying the 
methodology described in Section 4 above to 
characterize a few existing high-performance fusion 
engines. Depending on the results of that 
characterization, and in particular on the degree of 
overlap in the MDSPi of the individual FEi, a Sensor 
Measurement Routing Service and a Select Best Fused 
Track Estimate Service will be implemented. These 
services will be combined with the FEi as depicted in 
Figure 4, and the resulting data fusion ensemble will be 
integrated into a prototype JADC2 system currently under 
development. 

This prototype JADC2 system will then be exercised on a 
suite of scenarios similar to those used to characterize 
the individual FEi as well as with live and recorded sensor 
data collected during system of systems integration. The 
performance of the prototype JADC2 system will be 
measured and compared with the performance of the 
prototype JADC2 system prior to integration of the data 
fusion ensemble. The results of this effort will be 
published in an appropriate forum. 
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