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AoKkTOpbI (PhD) FeLIBIME T9pesKeciH alIy YIIiH JUCCePTANMIFa

BEPIIKOXA BAYBIP/KAH 9OCETYJIbI

AKaJIeMUSJIBIK 5KOHE MiHE3-KYJIBIK JepeKTepiHe Heri3Ie/reH :Kacau/abl
HHTEJIEKT dicTepi apKbLibl IT MaMaHABIKTAPBI CTYIEHTTEPiHIH
MAaHCANTHIK TPAEKTOPUSICHIH 00JIKAY

KyMBICTBIH 03€eKTiJiri: JKahauaeix eHOEeK HapBIFbI A PITBIK
TpaHC(OPMALIUSIHBIH, ~ KapKbIHIBI  YIEPICIHIH  HOTHXKECIHIE  TyOereii
e3repicrepre yuiblpagbl. by kargail MkeM/l TEXHUKAJBIK KOHE TaJlJaMajibIK
KalineTTepre ue *aHa OybIH MaMaHAAPBIH Aaspiayabl KaXKeT eTTi. OHIMAUIIKTI
apTTHIPy >KOHE WHHOBAIMSIHBI BIHTAIAHIBIPY MaKCaAThIHIA OJIEM eNJepiHAeTi
KOCIMOPBIHAAp aBTOMATTaHIBIPY, ACPEKTEP/Ii Talaay *KoHE jKacaHIbl HHTEIUICKT
(OKW) TtexHonorusutapbiHa OapFaH cailblH KeOipek cyueHin keneni. COHBIH
cajjapbelHaH OuTiM Oepy cajachblHAa TEXHOJOTHSIIBIK JIaMbIFaH 3KOHOMHKAHBIH
e3repMenli TajJanTapblHa COHWKEC OKBITY MEH Kociou Oarmapriay TocuIaepiH
Oeilimney OOMBIHIIA KBICBIM KYILIEHIN OThIp. JlYHHEKY3LIIK 3KOHOMMKAIBIK
dbopymubiH «Future of Jobs Report» (2023) ecebine coiikec, aBTOMaTTaHILIPY
HOTHXKECIHJIE IIaMaMeH 85 MWJUIMOH >KYMBIC OPHBI KOWBUTYbl MYMKIH, ajaiiga
U PIIBIK YKOHOMUKaFa OaphiHIa OediMaenTeH 97 MIITMOH JKaHa KYMBIC OPHBI
Kypbutagpl. MyHOall mapagurManblK —e3repic  OKYIIBUIAPABI i TOJIBIK
KaJIbIIITaca KoliMaraH MaMaHJIbIKTapFa JalbIHAAy YIIIH JAepeKTepre Her13/1ereH,
YKEKEJICH IIPIIITeH TACLI1 KaXKeT eTe/Il.

Ocsl typreina KM TexHONOTUsUIaphlHAa HETi3/€NTreH KaciOu Oarmapray
XKyienepl YHUBEPCUTET MEH €HOEK HapbIFbl apachlHAAFrbl OLIIM allIaKThIFbIH
KOIOJIBIH, THUIMJII KYpaJIbl PETiHJe KEeHIHEH TaHbiMan Oojia Oactaawl. MyHnaii
XKyhenep MallMHAIBIK OKBITY MEH OOJDKaM[bl Tajaayibl IMaiijiajJaHa OTBIPHIIL,
CTYAEHTTIH EKe €peKIIeNIKTepl, MIHE3 THIIl, dJIEyeTTI MAaHCANTHIK OarbITTaphl
MEH OKY JKETICTIKTEepl apachIHJarbl ©3apa OalyaHbIicTapAbl aHbIKTal1bl. COHFBI
3epTTeyNiep KOPCETKEHAEH, >kKacaHabl MHTEJUIEKT JOCTYpil KociOu keHec Oepy
OMICTEpIMEH  CAJIBICTBIPFAH/IA AHAFYPIBIM  JIONT  JKOHE  IKEKEJICHMIPUITeH
YChIHBICTap Oepe anaapl, OyJ1 ©3 Ke3eriHae XKYMbICKa OpHajllacy MEH Kaciou
KaHaraTTaHy JeHreiiH apTTeipaibl. byaan Oeinek, oky Tangaysl (Learning
Analytics - LA) men 6iim 6epy aepekrepin enaipy (Educational Data Mining -
EDM) OarbITTapbiHa JE€T€H KbI3BIFYIIBUIBIKTBIH apPTyhl ONEMIIK FBUIBIMU
KaybIMJIACTBIKTBIH OiiM Oepy HoTwkenepiH skerinaipyaeri KU-miH oneyeTiH
MoitbiHIaraHbiH  KepceTeal. OHrycTik Kopes, Cunramyp xoHe DPUHIASHAUSA
CeKUIIl MeMJICKeTTep OKY OarmapiiamMayiapblH OediMaey MEH CTYACHTTEPIiH
yirepimin  O6omkayra apHanraH JKU-HerizmenreH menrimzaepal OiumiM - Oepy
KYWECiHEe €HTI3iN, KaApAbIK OJEYeTTI JNaMBITYAbIH THIMAI TETIKTEepIH



KaJIBIITACTBIP/IBI.

Anaiina, OyJ1 TEXHOJIOTUSUIAPBI SPTYPIIi reorpadusIblK aiitMakTapaa icke
acwIpy JICHTeHiHE eneyii alblpMambuibikTap Oap. Jdamymibl ennepae aepexrep
WHQPAKYPBUTBIMBIHBIH,  KeTKUTiKCi3miri, KW camaceiHmarel MamaHAApIbIH
TalIbUIBIFEl  KOHE OuliM  Oepy  KyllenepiHe JepeKTepre Heri3JenreH
HMISHIMIEPAl  MHTETPAlMsUIayAblH  OJICI3MIIN CHAKTHI KYHETIK Keaepriiep
Ke3neceni. Ay Korapbl TAaOBICTBI €NJIEPE€ MBIKTHI JIEPEKTEp IKOKYHECI MeH
WHHOBAIUSHBI KOJIJAUTHIH HWHCTHTYIIMOHAIBIK TETIKTEPAIH OOMybl alKbIH
apThIKIIBLIIBIK Oepeni.Hotmwkecinae Ounim Oepy canaceiHaa <KW kaObuimay
anmakTeirel»y (Al adoption gap) apTein, OyJ1 YITTBIK 0ocekere KabUIeTTUIIK MeH
TYJEKTepJiH €HOeK HapbiFbiHA OediMIeny MYMKIHAIKTEpl apachbiHIaFbl
TEHCI3IKT1 KyIIEHTY1 bIKTUMAJ.

Ocel  3epTTey IKYMBICHI JaMyIIbl SKOHOMHKAJIAPJbIH KOHTEKCIHE
OeiMIeITeH MaHCAITHIK TPaeKTOpUsSHbI OoxkaynbiH JKM-Herizaenren Moaenin
93ipIiey apKbUIbI aTajiFaH aIaKTHIKTHI KBICKApTyFa TIKEJIeH yiaec KOcabl.

3epTTey KYMBICHIHBIH MaKcaThl: byJ nuccepTanusiibikK 3epTTey KYMBICHIHBIH
Makcatbl — akmapartelk TexHomorusmap (IT) wmamaHnmbiFblHIA OKUTHIH
CTYIEHTTEP/IH aKaJIEeMHUSUIBIK KOHE MIHE3-KYJIBIKTBIK JI€PEKTEpIHE HET13/1eTIeH
JKacaH/bl HWHTEJJIEKT >KYHECIH o3ipyiey apKbUIbl OJIapbIH OoJallak KociOu
TPaeKTOPHUACHIH 00JKay OONBIN TaObLIAIbI.

3epTTey TanceipMasaapbl: by auccepTanusibK 3epTTey 0ec Herisri MakcaTka
HeT137eNe/:

1) AxameMusIbIK, MIHE3-KYJIBIKTHIK >KOHE MOTHBAIMSIIBIK KOPCETKIIITEPIl
KAMTHUTBIH KONOJIIEMIl CTYAEHTTIK JEPEeKTEep/ll KUHAY KOHE alJIbIH ana
OHJICY.

2) YKacaH/bl MHTEJUIEKTKE HETI3JIENITeH MAaHCANTHIK TPACKTOPUSHBI OOJIKAY
TOCUIAACPIH 3ePTTEY KOHE TaJay.

3) XK TexHONOTHUSICHIHA HETI3[ENreH MaHCANTBIK TPACKTOPUSHBI OOJDKay
KOCBIMITIACBIH K00aray.

4) ¥ ChIHBUIFAaH MOJEIBAIH JOJITIH, €CeNTey THIMAUIITIH >KOHE IKaIThI
naiiianaHy KeJeMiH HaKThl YHHBEPCHUTET JepeKTepl HeTi3iH e Oaraay.

5) MaHcanTbhlK TpaeKTOpUsHbl OOJDKayFa apHaJIFaH OHTAWIaHIBIPbUIFaH
Konmoropos—Apnonea xeiniciH (Kolmogorov—Arnold Network, KAN)
3epTTeY.

bipinmn Tanceipma OoibiHma, Cyneiimen Jlemupen ynuBepcuteTiHiH [T
OarpIThl OOWBIHINIA OKUTHIH 692 CTYIEHTTIH JAEpEeKTepl HETi31He aKaAeMUSIIbIK
KETICTIKTEP, MIHE3-KYJIBIK EPEKIIEeTIKTEPl KOHE KOCI0M OCHIMIIIK apachIHIaFbl
OaitnanpicTap TangaHael. OpOip akHbiManbl GPA (oprama Oamn), MOHAIK
yirepim, kobOamapra KaTbICy JKOHE MOTHBAIMSUIBIK JCHTEH CTYICHTTEPIIIH
MaMaHJaHy HOTIDKenepiMeH (MbIcasbl, OarjapiiaMaiblK KamMTaMmachi3 €Ty



o3ipney, JepeKTep FhUIBIMBI HEMeCe JKacaHIbl WHTEJUICKT OaFbITTaphl)
apachIHIaFbl YPAICTEPl aHBIKTAY YILIH 3€PTTEIII.

Exinmi TamceipmMa OOWMBIHINA, aKaJIEMHSUIBIK, MIHE3-KYJIBIKTBIK JKOHE
MOTHBaLUSIIBIK Aepekrep Herizinae [T cTyneHTTepiHiH MaHCANTHIK OaFbITTapbIH
Oomkayra apHaJfaH €H THUIMIl JKOHE JOJI MOJCNbJAl aHBIKTay YIIIH CEeri3
MaITUHAJIBIK OKBITY alroputmi canblcThipbllibl: K-Nearest Neighbors (KNN),
Random Forest (RF), Support Vector Machine (SVM), Gradient Boosting (GB),
Naive Bayes (NB), Decision Tree (DT), Multi-Layer Perceptron (MLP) xone
TabTransformer. OpOip momens 10 ece Kpocc-Bamuaamus 9SIICI aAPKbLIbI
OKBITBUIBIIT JKOHE TEKCEPLIl, OYJI HOTHIKENEPIIH CTATUCTUKAIIBIK TYPAKTbUIBIFBI
MEH CEeHIMAUTITIH KaMTamachki3 eTTi. Tanmgay HoTmxkecinae Gradient Boosting eq
YKOFapbl OHIM/I1 ATAJTOHBIK MOJIEb PETIH € TaHbUIbI. KeiliH 3epTTeyaiH eKIHII1
Ke3eHiHAe o oHTainanapipeuirad  KonmoropoB—Apnonbsa xernici (KAN)
apXUTEKTYpachIMEH caibICThIpbuLabl. Ochlnaiina, KapamaibiM MalIuHAIbIK
OKBITY OMICTEPIHEH KypJeil HEUPOXKEIUNK MOAeNbaepre OIpTiHACH KOIly
OMICTEMEINIK KOMip KaJbIITaCThIpAbL. bysl JoNJIK, TYCIHAIPY MYMKIHJIIT] JKOHE
ecernrey THIMAUII TYPFbICBIHAH alTapibIKTall KeTUIIIpYJIepre Ko KeTKI3yI1H
KE3EH1K ABOJIIOIUSICHIH KOPCETTI.

Yuriumn Tancelpma OoifbiHIa, 3epTTey meHOepinne JKU-Herizmenrexn
MaHCalThIK TPAaeKTOPUSHbI OoiKay KOChIMIIAchl —93ipieHal. Kocbkimmia
CTYICHTTEPAIH  aKaJIeMHUSUIBIK,  MIHE3-KWIBIKTBIK  JKOHE  MOTHBAIIHMSUIBIK
JEPEeKTepIH aBTOMATTHI TYpAE OHJCM, O0JKAy KO3FaJITKBIIIbl APKbLIbl HAKTHI
HOTHKEJIEP/Il MIBIFapaIbl dKOHE OJIap/ibl MHTEPAKTUBTI OaKbLIay TAKTAChl aPKBLIBI
CTYAEHTTEp MEH KEHECIIJIepre bIHFAWIBI TYpAe YCHIHAABL MOIyabaiK
API-unrtepdeiicrep MeH aepekTep KayilCi3Airi KarujaajapblHa CyilleHreH Oy
KY€ HAKThl YaKbITTa >KEKENEHIIPUIreH MaHCANThIK YCHIHBICTapbl YCHIHYFa
KOHE OpPTYpJal YHHBEpCUTeTTepre Oeimaenyre MyMKiHTIK Oepeni. Ockuraiiia,
TEOPUSJIBIK 3€pPTTEY HOTHIXKECI MPAKTUKAIBIK, MACIITA0TANIaThIH IIENIIMIe
ariHaIJIbl.

Teprinmi Ttanceipma OodbiHIIa, Cyneitmen Jlemupen yHUBEPCUTETIHIH
HaKThl CTYJICHTTIK JEpPEKTepl HETI3iHJAE YCBHIHBIIFAH MOJICIbIIH  JKaJIThl
naijanady, ecentey THIMAUII KOHE JOJJAIK TYPFbICBIHAH ©HIMJILUIIT]
Oarananapl. OHTalaHabIpbUlFaH KabarTel KoaMoropoB - ApHOIBI Kemdicl
(KAN) kemedmieM/li JepeKTep >KUBIHTHIFbIHJA KCHIHEH ChIHAKTAH OTT1 YKOHE
noctypii agictepmern MLP, Random Forest, Gradient Boosting caiabICTBIPBUIIEL.
baranay ROC-AUC, precision, recall »xoHe OpbIHIAy YaKbIThl CHSKTBI
CTaTHCTHUKAJBIK JKOHE €CeNTey KepceTKilTepi OOMbIHIIA XYpri3uial. 3eprrey
HOTHKeJIepl YCHIHBUIFAH MOJENbBAIH KOFapbl JOJJIIKKE a3 pPecypcreH Kol
KETKI3ETIHIH JKOHE OiiM Oepy opTachIHAa HAKTHI KOJIJAaHyFa >Kapambl eKeHIH
KOpPCETTI.

Becinmi Makcar OoifbiHIIa, 3€pTTEy OapbIChIHAA >KOFaphl OLIiM Oepy
KYHECIHIEe MaHCANTHIK TPACKTOPUSHBI OoJbkayra apHairaH KoiamoropoB —
Apnonbn  kemiciHiH (KAN)  KypbUIBIMBI - KAcCajbIl, KETUIMIPUIAL IKOHE
DKCIIEPUMEHTTIK TYPFBIJIAaH TeKcepuial. MopenpaiH YilpeHy KaOlieTiH,



KaNnbliay JEHIeWIH KOHE TYCIHIIPY MYMKIHAINH apTThIpy MakKCaTbIHAA 1MIKI
’KOHE CBIPTKbI KabaTTapbl KEHEUTUIreH oHTalibl KabarTel KAN apxutexTypachl
yeeibuIIbl. KAN wmomem Gradient Boosting, Random Forest xone MLP
CHUSIKTBI JIOCTYPIl MOJIEIbIEPMEH CANBICTBIPBUIBII, JAIIK, OKBITY YaKbIThI dKOHE
KaJa ~ TUIMIUICT  TyprbichiHaH  Oaramannabl. HoTmxkenep  kepceTkeHIeH,
xeTiaipuired KAN Mozeni ecenTey MIbIFbIHAAPBIH €9y1p TOMEHACTE OTHIPHITI,
OomKay JONIITIH aWTapibIKTal apTThIpajbl. byl Tocn jKeKe epekieTikrepre
OeliiMaenTeH, AEpEKTepre HETI3AENTeH KociOu OaraapiayablH HWHHOBAIUSIIBIK
KOHE THIM1 MOJIENI PETIH/E ©31H KOPCETTI.

3eptrey aamicTepi: by 3eprrey xymbichl Cyneiimen Jlemupen yHUBEpCUTETIHIH
(SDU) 692 IT cryneHTiHIH aHOHUMIEHIIPUINE€H JAEpEeKTepiH NaiaalaH]ibl.
JlepekTep CTyAeHTTEpAIH aKaJeMUSJIBbIK YJITEpIMiH, TYJIFAIbIK €pEKIIETIKTEepiH,

KOCBIMIIIA (extracurricular) OeJIceHALTIKTEepIH YKOHE HEMIIEHTEH
ceprudukarTapbln  KamThiael.  Momimerrep  Beta  Career  Platform
mwiarpopMaceiHal KuHANAeI — Oyn SDU yHHBEpCHUTETIHIH CTYAEHTTEpre

TarpUTBIMJAMaIap MEH OacTamKbl JEHICHIeri >KYMBIC OpBIHAApHIH TalyFa
KOMEKTeceTiH 1mki 1udpasik >xydeci. Ilnardopma 692 crymeHt OolibIHIIA
CEHIM/Ti, OK1JIJII KOHE TTPAKTUKAIBIK TYPFBIIAH MaHBI3bI ICPEKTEP YCHIHIBI, OYIT
0omKay MOJICNIBIEPIH KypyFa O€piK IMIUPUKAIIBIK HET13 KAJIBINITACTBIPbI.

Jlepekrep aiuiablH aja OHJIENIN, SJKETICIEeWTIH MOHAEp TY3EeTUIIl,
KaTeropusUIbIK aifHbIMAJIbUIAp KOATANJIbI, CUIMaTTaMajap HOpMalU3allusIaH b,
XKoHEe MaHbI3IbI Oenrinep (predictors) Tanmanabl. bipHere MalIMHAIBIK OKBITY
Mozenbaept 10 ece Kpocc-Banuanusi SICIMEH CBhIHAIABL KOHE OJIAPIbIH
OHIMJIIIIT accuracy, precision, xoHe recall kepcerkimTepi OoMbIHIIA
Oarananabl. KOpeITHIHIBI TEKCEpPY YILIH AEpOEC TECT KUBIHTHIFBI KOJIJAHBLI/BI.
bapiplk nepekTep ATHKaIbIK HOpPMallapFa cail >KHUHAIIBI — aHOHHMJIIK
CaKTaJbl, WHCTUTYTTBIK pYKCcar aJbIHIbI JKOHE  KaTBICYIIBLIAPIBIH
aKmaparTaHAbIPhUIFaH KeJiciM1 KaMTaMachl3 €TUIII.

Mogenbi OKbITYyFa ACHIH JEepeKTepAl KeH KeJieMJe aljblH ajla OHJEY
Kypriziai. CaHaplK alHBIMaIbUIApAAFh] JKETICTICHTIH MOHACP OpTallia MOHMCH
(mean imputation) TONTBHIPBUIIIBI, aJl KaTETOPUSUIBIK alfHBIMaIbLUIAP YIIIH MOAA
OolibIHIIIa TOJBIKTHIPY (mode imputation) TocuIl KoJIaHbUIABL. TyiiFa TUNTEpI
MEH KOCBhIMIIIA OEJICEHTIKTEp CHSKTHl KaTerOpHsUIbIK Oenrijgep one-hot
encoding ofici apKbUIBI CaHABIK (OpMaTKa aybICTBIPBUIALI, OYJ OJapibl
MalIMHAIBIK OKBITY aJIrOpPUTMIEPIMEH YilieciMal eTTi. Y31KC13 alHbIMaibLIap
Min—-Max wMacmrabTtay (scaling) apKbUIbl HOpMalIM3aUUsIaHBIN, OapIIbIK
OenruiepAiH  CalbICTHIPMAIBUIBIFBIH  KamMTaMachld  erti. byran  Koca,
KOppeISIUsUTBIK, Tanjay skoHe Recursive Feature Elimination (RFE) omictepi
apKbUIbl €H AaKMaparThlK Oeiruiep TaHIalabl, OyJd MOJEIbIIH THIMIUIITIH
apTTHIPHIT, IEPEKTEPACTI aPTHIK IIYIbI a3aHTTHI.

bomkamaplk  Mopenpll  Kypy YIIIH Keliecli MAaIlMHAIBIK — OKBITY
anroputMmaepi maimanmaneliael: Random Forest, K-Nearest Neighbors (KNN),
Support Vector Machine (SVM), Gradient Boosting, Naive Bayes, Decision



Tree, Multi-Layer Perceptron (MLP), Transformer-Herizinaeri Mojeib, *oHe
Konmoropos—Apuonea xemici (Kolmogorov—Arnold Network, KAN). byn
anropuT™MIep  KemcaHarThl  kiaccudukamus — (multi-class  classification)
MIHJCTTEPIH MICHIyAETl TUIMIUIIriHE OailJlaHbICThl TaHAaNbl. Moaenpaepai
OKBITYy cTpatudukanusuianrad 10 ece Kpocc-Bamuaamus dJIiCi apKbUIBI )KY3€ere
aChIPBUIBIN, OapJbIK KUBIHTHIKTApJA CHIHBINTAPABIH TEH 06JIIHyl KaMTaMmachl3
etinai. baramay accuracy, precision, recall, F1-score sxone ROC-AUC cuskThI
KOpCETKIImTep OOWBIHIIA JKYPTi3iiai, OYJI Op MOIEThIIH 00DKaMIbIK KaOlIeTiH
’KOHE TYPAKThUIBIFBIH KEILIEH 1 OaFrajiayFa MYMKIHIIK Oep/il.

bapneik nepekrepal eHuey, MojAeibAl d3ipiey xkoHe Oaranay Python
Oarmapnamanay TUTiHAE >Ky3ere achipbuiabl. Scikit-learn, TensorFlow, >xone
Pandas cuHAKTBI KeHIHEH KOJJAHBUIATHIH KiTalxaHauiap TaigaTaHbUIIbL.
MogenbaiH napaMmeTpiepiH oHTainmannaplpy yuriH grid search »xone random
search cTparerusuiapbl KOJAaHBUIBIN, IIaMaJiaH ThIC YHpeHy (overfitting) kayri
a3alThIIABI. MOACTBAIH COHFBI OHIMIUTITT OKBITY >KUBIHTBIFBIHAH THIC aJIbIHFAH
TOyeJNICi3 TEeCT HepeKTepiHAe TeKcepiai, Oyl OHBIH JKalmbUlay KaOUIeTiH
(generalization) nonenaeni.

OTUKANBIK Karujanap 3epTTey NpOIECiHIH OapliblK Ke3eHIHAEe KaTaH
cakTaabl. bapiblk CTYICHTTIK JepeKTep aHOHUMIACHIIPLIAL, )KEKe TYJIFaJapabl
COMKECTEeHIIpYyre MYMKIHIIK O€peTiH aknmapar ajiblHOaabl. JlepekTepil >KuHay
aNIbIHAQ THWICTI HWHCTUTYTTHIK pYKCATTap albIHBIN, KaThICYIIbLIAP/IbIH
aKmaparTa”abplpeUIFan kenicimi (informed consent) kaMmTamachI3 eTUI/II.

Ochunaiiiia  93ipJIGHTeH  OAICTEMENIIK HEri3 JKacaHIbl HWHTEIUICKTKE
HETI3/IeJITEH MAHCANTBIK TPACKTOPUSHBI OOKay MOACTIHIH TEXHUKAIBIK
TYPFBIIAaH CEHIMJi, OTUKAJIBIK JKarblHaH JKayanThl KoHe OurliM Oepy
Ky#enepinae HaKThl KoJgaHyFa OeiiM eKeHIH KaMTaMachl3 eTe/l.

FouibiMu  kaHaJbIFbI:  JlUCCEepTAMSHBIH FBUIBIMH  KAHAIBIFBI — KOCIOM
Oarnmapabl Ooipkayra apHaiibl OeiimzenreH kenkadarThl KoiMoropoB—ApHOIbA
xkemict (KAN) apXUTEKTypachlH 93ipjiey MEH OHTaillaHAbipyda. ¥ ChIHBUIFAH
MOJIEJIb JOCTYPIIl skoHe 0a3anbik KAN yiriepine KaparaHja sKorapbl JTJITIIKKE,
KBUIJIaM e€CenTey OHIMILIITIHE KoHE a3 JKaJl akajanybIHa KOJI )KeTKizeal. by
seprrey KAN keminepiniy Oimim  Oepy canachlHAArbl KociOW OarbITTay
JKyHeaepiHe anFail peT KOTaHbUTYbIH KAMTaMachI3 €Till OThIP.

3epTTeyniH FBLIBIMH, NPAKTHKAJIBIK K9HE TEOPHUSIBIK MAHbI3AbLIbIFbI:
AKaZIeMHSUIBIK, MIHE3-KYJIBIKTBIK jKOHE MOTHBALMSUIBIK JAEPEKTEpAl OIpIKTIPETIH
ruOpuaTi OomxamMaelK yiaridi (framework) kypa otTeipbin, Oyil auccepranus
oimim Oepyneri xacanasl uHTEINEKT (AIED) sxone Ourim Oepy nepekrepiH
uHTeIekTyanapl tangay (EDM) cusikTbl KeHein Kene »KaTKaH IoHapaJibIK
cajajapra yjec Kocaabl. Byl - JKYMBICTBIH TEOPHUSIBIK MaHBI3IbUIBIFBIHBIH
HET13T1 KbIPHL.



3eprrey KonmoropoB—Apuonsa sxeninepin (KAN) kocibu Oarmapmabl
0omkay TpolleciHe KOJIJIaHy apKbulbl, OiTiM Oepy canachlHAa XUl Ke3IECETiH
KYPBUIBIMIAJIFAH KOHE IIaFblH KOJIEM[l JIEPEKTep IKUBIHTBHIFBIMEH JKYMBIC
ICTEUTIH 3epTTeyIIUIep YIIiH SICTEMENIK KypalapAblH ayKbIMbIH KEHEHUTEII.

bipryTrac aHanMTHKANBIK TOCLI apKbUIbl OYJI 3€pTTEY JKaCAHIbl UHTEIUIEKT
MOJIETIBACPIHIH, ~ CTYIAEHTKE  KAThICThl  Kypleal  Jepekrepal  (Mbicaubl,
MICUXOJIOTHSUIBIK €PEKILETIKTEp, OKY MKETICTIKTepl, KOChIMIIA OEJICEHIUTIKTED)
TYCIHY >KOHE CaHJIBIK TYPFBIJIaH CUTIATTAy MYMKIHIKTEPIH TEOPHUSIIBIK TYPFbIIAH
tepeHaereni. COHbBIMEH Karap, 3epTTey TYCIHIIPUIETIH >KacaHJbl MHTEJUICKTTI
(Explainable AI, XAI) 6inim Oepy >kylenepiHe €HTI3yAlH TEOPUSIIBIK HET131H
HBIFAWTabl. Bysl akageMusiIblK KEHECHIUIePTre >KOFapbl TEXHUKAJBIK OLTiMIi
KQKET €TIEeW-aK, MOJENb HOTWKEJEPIH TYCIHIKTI TYpAe KOJAaHyFa MYMKIHJIK
oepei.

Y CHIHBUTFAH 9J1iC MAIIMHAIBIK OKBITY TEXHOJOTHSIAPBIHBIH JepeKTepre
HeriznenreH Oopkay MeH ajamra OarbITTajFaH IIENIiM KaObUIIAy apachiHJIAFb
aJIIAKTHIKTBl KBICKAPTYFa MYMKIHAIK OepeTiHiH kepceremi. On Keke TyJrara
OeifiMIeNTeH XKOHEe WKEeMJIl KociOm Oarmap Oepy KyienepiH Kypyra apHajfaH
TEOPHUSIIBIK HET13 YChIHAJIBI.

3epTTeyiH MPaKTUKAIbIK MaHBI3IBUIBIFEI — 931PJICHTeH MOAENIbAIH Beta
Career Platform xyliecine eHri3uryiMeH JanienjeHenl. byn uudpasik
YHUBEPCUTETTIK 3Koxkyiene CyneliMeH JlemMupen YHUBEPCUTETIHIH CTYAEHTTEPI
TOXKIpUOEACH OTy >KOHE MaHCAITHIK MYMKIHJIIKTEpre oTiHiI O6epe anaabl. Ochbl
3epTTey asChIHJA YKACaJFaH >KacaH/Jbl MHTEJUIEKT MOIYJl CTYIEHT JePEKTepiH
aBTOMATTBI TYpJIE Tajjar, HAaKThl YaKbITTa KEKEJICHIIPUITeH KOciOU YChIHBICTAp
Oepyre MyYMKIHJIIK >KacaiIbl.

VYHUBEpCUTET 1MIHAEr cayaaHaMa HOTHXKEJIEpIHE COMKecC, )KYMEH1 eHr13y
2023-2024 xone 2024-2025 oKy OKbULAApbl apachblHAa CTYACHTTEPIiH
KaHararTaHy JeHreilin 27%-ra aprreiprad. CoOHBIMEH Karap, oJiCTeMe
OKBITYIIBIJIAD MEH YHUBEPCUTET OKIMIIUIIHE KY3BIPET OJKBUIBIKTAPBIH
aHbIKTayFa, OKy OarjapiaMaliapblH €HOEK HapbIFBIHBIH  TajanTapbIMEH
yilecTipyre, JKOHE MAaHCANTHIK KBI3MET CalachblH apTThIpyFa apHaJIFaH
aHATMTHKAJIBIK MTAHENIbJIEP YChIHY apKbUIbI KOMEK Oepei.

KonpmanOanel ~ TyprblIaH  aJiFaHja, a3ipieHren  GperMBOPKTI
KazakcTtanHblH 0Oacka >KOrapbl OKY OpBIHJAPBIHAA J1a KEHEWTIN KOJJAaHyFa
Oonanpl. byn akaneMusiablK KeHec Oepy *KyileciH nuudpranablpyFa xoHe Ou1IM
Oepy  HOTHXKEJNEpiH 1MIKI  JKOHE  XaJblKapaldblK €HOCK  HapbIFBIHBIH
CYPaHBICTAPBIMEH COMKECTEHAIPYyTre MYMKIHIIK Oepei.



FeibiMu rumnoresaJap, Heri3ri HOTHIKeJIep JKOHe 3eprrey
KOPBITBIHABLUIAPBIHBIH ~ MAHBI3ABUIBIFBI: byl guccepranusHbiH  0acThI
QIFBIIAPTBI — aKaJIeMHUSUIBIK JKOHE MIHE3-KWIBIKTHIK JEepEeKTepaAl Tajaay
MPOLIECIHE KACAH/bl MHTEJUIEKTTI €HI13y apKblibl T MaMaHIbIFbI CTYIEHTTEpIHE
apHaJIFaH KociOM Oarlap YCHIHBICTAPBIHBIH JOJAINT MEH KEeKEeJIeHIIPLIYiH
alTapibIKTal apTThIpyFa OOJaIbl JCTCH TYXKBIPBIM. 3EPTTEYIiH aHATMTHKAIBIK
KOHE TOKIPUOETIK HEeT131H TOPT HET13r1 TUIO0Te3a KYPauIbl.

bipinmi runore3a (H1) OoiibiHma, crygentrepain [T camaceingars
ujeanapl MaHcan OarbIThl MEH OJIAPJBIH aKaJIEMHSUIBIK JKETICTIKTEepPl (MBICAJIBI,
OarmapiamManay, aJITOpUTMIED JKOHE OMEPAIMsUTBIK JKyHeaep MmoHaepi OoMbIHIIIa
Oarayiapbl) apachlHJa CTATUCTHKAJBIK TYPFBIIAH MaHbBI3/bl OailmaHbic Oap.
backaiia aiTkaHga, TYpakThl OKYy YJATepiMi KeOIHE CTYACHTTIH TEXHUKAJIBIK
KY3BIPETTUIINH OHE MaMaHJaHyblHA KOTHUTUBTIK JaWbIHABIK JACHICHIH
kepcereni. COHIBIKTaH aKaJeMUSIIBIK JKETICTIK KociOu Oardap COMKeCTITiHIH
KYIITI 0OJKaMIbl KOPCETKII OOJIBIT Kajia Oepei.

Exiami runore3a (H2) akageMusuiblk — KOpCETKIIITEpPMEH — Kartap
MIHE3-KYJIBIKTBIK CHITaTTaMajapabl JAa (MbICAJbI, XaKaTOHAApFa KaThICy, TOMTHIK
)o0anap, KemoOacHIbUIBIK IC-IIapaiap, WHHOBALMSUIIBIK OaliKaynap) KaMTHbL.
byn rumore3a TeKk akaaeMUSIIBIK €MEC, MIHE3-KYWIBIKTHIK ICPEKTepai Koca
naijagany KociOM YCBIHBICTAp/AbIH OOKaMIBIK JOJIIITIH apTThIpagbl Jem
nalpIMIanIbl. MyHaal TYXbIpbIM OUTIM Oepy JAEpeKTepiH HHTEJUICKTYaJIbl
tangay (Educational Data Mining) canachblHIarbl alJIbIHFBI 3€PTTEYNIECPIl
KOJIJIali/Ibl, OWTKEHI OJI KOTHUTHUBTIK >XOHE OCHKOTHUTHUBTIK (haKTOpIapIbl
O1pIKTIpiN, CTYACHTTIH QJIEYyETiH KeUIeH 11 OarasayblH MaHbI3bIH KOPCETE/Il.

Yunnmn runore3a (H3) moctypini, KOJIMEH KYpri3iieTiH KeHec Oepy
KYyHelepiHe Kapama-Kapchl HACSHBI VYCBIHAIBI: KAacCaHAbl HWHTEIUICKT IICH
MalllMHAJIBIK ~OKBITY OJICTEpIH, aranm aWTtkaHga Transformer yiriigepi,
HeUpOHBIK kenuiepAal skoHe Gradient Boosting anropuTmid KolgaHy apKbLIbI
HEFYPJBIM JOJI Opl KOHTEKCTKE call KociOm OarblT YChIHYFa Oomaipl.
MamuHanblK OKBITY aJITOPUTMIEPl YIKEH JKOHE KOIeJmeMl JepeKTep
KUBIHIAPBIHIAFEl KACBIPBIH OaiJIaHBICTAp MEH OCHCBHI3BIK TOYEIAUTIKTEPIl
aHBIKTAY AapKBUIBI KOCciOM OOJDKAaydblH HEFYPIBIM HMHTEIUICKTYAbl YKOHE
YKEKEJIEHAIPUITeH TOCUIIH KaMTaMachl3 €Te/Il.

Teprinmi runore3a (H4) anramksl yuieyiH OipiKTIpe  OTBIPHI,
MIHE3-KWIBIKTBIK JKOHE aKaJIeMUSUIBIK Oenruiepal Oip yaKbITTa KaMTHTBIH
ruOpUATI MOJIETh HAKThl OKY >KaFJalbIHAA >KOFaphl OOJDKaMIIBIK KyaT TeH



MPaKTUKAJIBIK THIMIUIIK KepceTeal aen Oospkaiael. by Tocim CTyaeHTTiH
KaOUIeTTepiH, KbI3BIFYIIBUIBIKTAPBIH KoHe Oenrini Oip IT MamaHnmpIFbiHA
JAWBIHIBIFBIH TOJBIK CHUITATTAY YIIIH KYPBUIBIMIAIFAH aKaJeMUSIIBIK JEPEKTEp
MEH  KYpbUIBIMJAJIMaraH  MIHE3-KYJIBIKTBIK  JIepeKTepAl  OlpiKTIpyIdiH
MaHBI3ILUIBIFBIH HET13AEH 1.

3epTTeyaiH TYKbIPbIMJAMaJIbIK HET131H YII HEri3ri KOMIIOHEHT Kypaibl:
KYHMENTIK WHTerpaius, MOJEJbJl OKBITYy >XOHE Jepekrep >kuHay. Beta Career
Platform mnnargopmaceiHaH aNbIHFAH JE€PEKTEP >KUBIHTHIFbIHA aKaJEeMUSIIBIK
kepceTkimTep (Mbicanbl, GPA, moH Garanapsl), MiHE3-KYJIBIKTHIK CUITaTTaMalap
(MpIcanmbl, KIy0 MYIIENiri, KeIOacCIIbUIBIK KaOUIeTTep) IKOHE KOCKHIMIIA
ic-opekerTep (MbIcaNbl, CepTH(UKATTAP MEH XaKaTOHAAp) eHTi3uial. Momenbaig
CEHIMJIUIINH KaMTaMachl3 €Ty MaKCaThlHAAa JEepPEKTep/l ajjblH ajla eHJILY
(HopManuzanus, KoATay, Oenruiepal TaHJay) asKTaJFaHHAH KeWiH, OipHele
Monenb Kabarranran 10 ece Kpocc-Bamuaanus 9iCI apKbUIbl OKBITHUIBII JKOHE
Oarayiag/bl.

CanpicTeipmanibl  Tangay HoTwkecinae Gradient Boosting anroputmi
Random Forest, KNN, SVM, Naive Bayes, Decision Tree, MLP xone
TabTransformer CUSKTBI 0acka ceri3 MOJCIBIACH YKOFaphl HOTHIKEICP KOPCETTI.
Anaiina y3ak Mep3iMal 3eprrey ke3eHiHae KoaMoropoB—ApHOIbI Kelniiepi
(KANS) OelChI3bIK TOYSIAUTIKTED MEH MIAFbIH JEPEKTEP KUBIHTBIFBIMEH JKYMBIC
ICTEreHJIe aHAFypJIbIM KOFapbl HWHTEPHpPETalMsl MEH >Kajlbliay KaOUIeTiH
KOPCETTI.

3eprTey IIEHOEPIHIH COHFBI KE3CHIHJE TaHjgairaH monenb Beta Career
Platform kyiieciHe WHTErpalMsUIaHbBIN, 3€pPTTEYy MPOTOTHIIHEH HAKThHI
MPAKTUKAIBIK KEHEC Oepy KypaiblHa aWHaIabl. byn wWHTErpamus CTyIAeHT
JIEPEKTEPIH HAKThl YaKbIT PEXKUMIHAC TajjlayFa, *EKe KOCIOM YCBIHBICTAP
acayra jKoHe MOJENbAIH THIMAUIIIH Oaranay YIIlH NnaijaiaHylibl MKipaepiH
JKWHAyFa MYMKIHJIIK Oep/ii.

Ocpunaiiina, YChIHBUIFAaH (PpedMBOpK Ooikam — KojjaHy — Oaranay
IUKJIIH TOJILIKTall KaMTUTBHIH ©31H-031 KeTUIIIPETIH, OCHIMIEITIIT KOCiON KeHee
Oepy xyieciH KanbimTacTeipabl. byn o3 keserinme KazakctanHbiH 1UQPIBIK
HPKOHOMUKACHI €HOEK HAPBIFBIHBIH TAJlaNTapbhlHA COMKEC O171iM Oepy HOTHIKETIEPiH
yiulecTipyre bIKIIal €Te/l.

IMyonukamusiiap koHe aBTOPABIH YJeci: by auccepranusiHbIH HOTHXEIEpi
OuTiM Oepy aHaJIMTUKACHI, MIHE3-KYJIBIKTBIK OOJDKaM J>KOHE KOJJaHOaJIbI
JEPEKTEP/Ii MOJCIIBJICY callajlapbIHIaFbl MAIIMHAJIBIK OKBITY 9/1icTepi OOHBIHIIA



aBTOPJIbIH 3€PTTEYIHIH OIpi3l JaMyblH KOPCETETIH FhUIBIMM Makajajap
CEepHSACBHIHIIA KOPIHIC TamKaH. OpOip XKapHsUIaHFaH KYMBIC JTUCCEPTAIUSHBIH
oiICHaMAJIBIK JKOHE TOKIPHOEIIK HET131H KaJIBINTACTRIPYFa 3 YJIECIH KOCTHI.

«Development of Method to Predict Career Choice of IT Students in
Kazakhstan by Applying Machine Learning Methods» (Journal of Robotics
and Control, 2025, Scopus Q2) makanaceiHAa aBTOpAbH [T MamaHABIFBI
CTYIIEHTTEpIHIH KociOM OardapblH OoJDKayFa apHajifaH KelIeH[l 3eprreyi
YCBhIHBUTFaH. JlMccepTalusuIbIK KYMBIC aBTOPbI 692 CTYNEHTTIH JepeKTepiH
JKUHAI, KYPbUIBIMJAIN >KOHE aHOHUMIICHIIPAl, COHAAN-aK MAaIIMHAIBIK OKBITY
anroputMaepid (Random Forest, KNN, SVM, Gradient Boosting, Decision
Tree) OKBITY MEH CalbICTBIPYIBIH TOJBIK SIICTEMECIH XKy3ere acbipasl. On
CTaTUCTUKAIBIK  Talllay  KYPri3il,  HOTIKEJIEepJl  BU3yaJdu3allusar,
aKaJIeMHUSUTBIK JKOHE MiHE3-KYJIBIKTHIK (pakTopiiap apachlHIAaFbl OailaHbICcTapabl
TyciHaipai. byn kymbIc auccepranusHblH 4-TapaybiHAa («OKCIEPUMEHTTIK
HOTHKEJIep >KOHE TaJIKbLIAy») KaMTBUIFAH KOHE CaJBICTHIPMAJIbl METpHUKaJap
MEH aHAJIUTUKAJIBIK KOPBITHIHIBUIAPbI KAMTHIBI.

«Development of a Hybrid Machine Learning Model for
Classification of Soil Types Based on Geophysical Parameters» (International
Journal of Innovative Research and Scientific Studies, 2025, Scopus Q?2)
Makayiacbl THOPUATI MOJENbAl d3ipieyre apHairaH. JluccepTaluusuibIK JKYMBbIC
aBTOpHl JIepeKTepli Taszaiay, aiJIblH ajla ©HICY JKOHE MmapameTpiepai
OHTAMJIAHJBIPY KYMBICTAPBIH OpPBIHAAN, MOJEIbAl OKBITY YIIIH JIepEKTEpaiH
JYPBICTBIFBIH KaMTaMachl3 €TTi. bys 3epTrey OapbIChiHIA albIHFaH ToXipuOe
JTUccepTalusHbIH 3-TapaybiHaa («3epTrey oicTepi JKoHe JIepEeKTep Il allJIbIH aja
OHJICY») CHIATTAJIFaH KEeKe JepeKkTep eHney TizoeriH (data pipeline) xacayra
KOJITAHBLIIBI.

«Intelligent Career Path Recommendations: Leveraging Blockchain
and Machine Learning» (IEEE SIST, 2025) en0erinae auccepTalusuibIK
KYMBIC aBTOPbl MAHCAITHIK YCBHIHBICTAP/ABIH AWKBIHABIFBI MEH JIEpEKTEep
CEHIMJIUTITIH apTTHIPY YIIIH MaIlMHAJIBIK OKBITY MOIYJIH OJIOKYEHH XYHecIMEeH
O1IpiKTIpy apxXuTeKTypachiH a3ipiemi. O MOACNBAlI TECTIICY KoHE TapaThbUIFaH
miatopMaHbIH TPOTOTHUITIH JKacayFa KaThICThL. byt 3epTTeyaiH HOTIKeIepl MeH
TEXHUKAJbIK IIeIMIepl JAucceprauusHblH —S-tapaysiHga («Beta Career
rmaropmMacklHa MOJEIB/I MHTErpalysiiay *oHE MPAKTUKAJBIK 1CKE achIpy»)
KOPIHIC TalKaH.

«Identification of Key Features for Career Prediction through
Recursive Feature Elimination» (AGaii areiagarel Kaz¥IIY XabGapiibichl,



2025) MakanacblHIa AMCCEPTALUIIBIK KYMbIC aBTOpbl Recursive Feature
Elimination (RFE) omiciH KommaHblll, €H akKmaparThl MpPeIUKTOpIap.Ibl
aHBIKTAbl, AKAIEMUSIIBIK KOHE MIHE3-KYJIBIKTHIK CHUTATTamManap apachIHIaFbl
KOPPEJSIIUSUTBIK  TAJIJAy JKYPTi3/li, aHAIWTUKAIBIK KECTelep MEH TpaduKaibiK
Marepuanap JaWbIHAAAbBL. DbYJl HOTHXKeNep IHCCEepPTalUsSHBIH 3-TapaybIHAA
(«3epTTey OSmicTEpl KOHE JIEPEKTep/il OHJEY») KaMThUIFaH, MYHJa Oenriaepai
TaHJay >KOHE MOJENb MapaMmeTpiepiH OHTaWIaHABIPY MPOLEC] erKen-TerKensi
CUIIATTAJIFaH.

«Detecting Anxiety and Depression from Social Media Text by
Applying Machine Learning Methods» (Bectauk AT'A, 2025) makanacbiHaa
JluccepTausuiblK JKYMBIC aBTOPHI MOTIHAIK JEPEKTEpAl alAblH aja OHJCY
TOKEHU3aLMsl, Ta3ajlay *oHe Oenruiep KEHICTITIH KaJbIITacTbIPy >KYMBICTApbIH
aTKapAbl JKOHE MAIIMHAIBIK OKBITY MOJENbIEPIH OKBITyFa  KaTbICTHI.
HectpykTypnanran MOTIHJIIK IepEKTEP/l TaJlJayFa apHaJIFaH 931pJIEHIeH 9IicTep
JUCCEPTAIUSHBIH 3-TapayblHIa MIHE3-KYJIBIKTHIK JIEPEKTEPIl OHJEY KE3CHIHJIE
KOJIIaHbUIJIBI.

Conbinga, «Comprehensive Evaluation of Real-Time Object Detection
Algorithm Based on Extended Criteria» (Ka3ATK Xa6apmsicer, 2024) erberi
KOMIIBIOTEPIIIK KOPY aJrOPUTMJIEPIH MOJIIK TMEH KbUILAAMABIK KOPCETKIITEpI
OOMBIHIIIA KEHEUTUITEH  KpUTEpHiliep  apKbUIbl  Oarajayra  apHaJbl.
JuccepTalvsuiblK KYMBIC aBTOPBI OCHI aJITOPUTMAEP/II KoOajlay MEH ChIHAyFa,
COH/Iali-aK ecenTey THUIMILIITIH (OKBITY YaKbIThI, KaJbIHBI MTal1aJIaHy) Tajaayra
yjiec  KOCThl.  AJBIHFAaH  TOXIpuOe  JHMCCEepTalUMAHBbIH  S-TapayblHIa
(«MopenpiepaiiH ~ OHIMJIUINIIH  CaJbICTBIPMAJIBI  Tajijay»)  KOJIJIAHBLIBIII,
Al-monenpaepni  Oaranmay OOWBIHIIA  3€PTTEYMIH  OMICHAMAIIBIK  HETI31H
TOJIBIKTHIPIBI.

JluccepTauMsiHbIH Y3aKTbhIFbl MeH KYPbUIbIMbI: JlMCCEepTAMIIBIK KYMBIC
JIOTUKANIBIK TYPFBIIAH ©3apa OalIaHBICTBl alThl HETI3TT OONIMHEH TYPasbl,
oJlapAbIH COHBIHAH KOPBITHIHABI, TalgadaHbUIFaH oACOMETTEp Ti3IMi JKOHE
KochiMIaiap OepinreH. MyHaail KypbUIbIM 3€pTTEYIIH TEOPHUSUIBIK HETi3AepiH,
OMICTEMEINIK  YJTICIH, SMIIMPUKAJBIK HOTIKEIEPIH KOHE IPAKTUKAJIBIK
YCBIHBICTAPBIH JOHEKTI TYpAE YChIHYFa MYMKIHAIK Oepe/l.

Kipicne OemimiHae 3epTTey TaKbIphIOBIHBIH 6©3€KTLIIr KazakcTaHHbIH
JKOFapbl O11iM Oepy KYHECiHIH KOHTEKCIHJE alllbUIbIN, 3€pTTEy MaKcaTbl MEH
MIHJIETTEP1, TUIOTE3aJIaphl )KOHE FHUIBIMU >KaHAIBIFbI allKbIH1aNa 16l byt OemnimM
JUCCEPTAIUSHBIH TEOPUSIIBIK JKOHE MPAKTUKAIBIK MAHBI3bIH allKbIHAAI, 3€PTTEY
JIOTUKACHIH KAJIBINTACThIPAIbI.



Ojebuerrepre 1Moy OediMiHAE >KacaHAbl MHTEIUICKT IMEeH MaIluHaJbIK
OKBITY TEXHOJIOTHSUJIAPBIH KOJJIaHy AapKbLIbl MAHCANTHIK OOJpKay >KyhenepiH
JAMBITY OOMBIHINIA AJJBIHFBI 3€PTTEYJIEpre TalJlay >Kacalbll, Ka3ipri FhUIBIMU
ONKBUTBIKTAp aHBIKTaNaAbl. byn Tammay 3epTTey HBICAHBIHBIH EPEKIIETITiH
HAKTBLIAI, )KYMBICTBIH FHUIBIMU KAHAIBIFBIH HET13/IeH/T1.

oxicreme OemiMi 3epTTey AepeKTepiH cunarTaiasl. JlepexTep KUBIHTHIFbI
Beta Career Platform xyliecineH anblHFaH KoHe 692  CTYIEHTTIH
AHOHUMJICHJIIPUITEH ka30alapblH KaMTuIbl. MyHAa AepekTepAl ajiblH ajna
eHjiey, epekienikrepal (features) ipikTey »KOHE MOJEIBIALY CTpaTerusiapbl
erke-terxkennl Tyciuaipiieai. CoHbIMEH Karap, Ceri3 MalllMHaIbIK OKBITY
anroputminiH — Random Forest, KNN, SVM, Gradient Boosting, Naive Bayes,
Decision Tree, MLP xone TabTransformer — canbICThIpMalibl ChIHAK
HoTwkenepl Oasuaanaapl. Ockl Tapayaa MOACIBACPIIH TUIMAUITIH apTThIPY
KOHE MHTEPIPETAlUACHIH >KakcapTy MakcarbiHga KoaMoropoB—ApHOIb
xenicidig (Kolmogorov—Arnold Network, KAN) konganbuTysl €HI13151€11.

Hortmxenep MeH Tankpiiay OeJiMiHIIE MOAETBIAEP/Il Oaranay HOTHKeIepi
Oepimim, anroputMaepaid eHimautiri Fl-score, accuracy, precision sxoHe recall
KepceTKimTepi OoibIHIIAa canbicThIpbutaabl. CoHmaii-ak momenbaiH Beta Career
Platform xyiiecine WHTETpalusIaHybl CUTATTANBII, >KACAHIBI WHTEJUICKTKE
HETI3/IeNTeH KeHec Oepy KYHWECiHIH CTYIEHTTepiH KaHaraTTaHYIIbUIBIFbIHA
acepl TalgaHabl.

FoimbiMu KaHANBIK JKOHE TEOPHUSUIBIK MaHBI3ABUILIK OOIIMIHIIE 3€epTTEY
YKYMBICBIHBIH MHHOBAIUSJIBIK HOTHKeNepl kuHakTabin, KAN sxemniciHig O11iM
O0epy Ooimkam >KyHenepiHJe ajfail KOJJAHBUTYbl MEH aKaJeMUsUIBIK IIEIIM
KaObLIay YIEpiCiHE apHajiFaH >KacaHIbl MHTEJUICKTKE HET13/IeNTeH MOJESIbIIH
yJiecl ailKbIHAQIa b,

KopbIThIHABI MEH YCBIHBICTAp O6IMIHJIC HET13I1 HOTHIKENep TYHIHIEeTIIL,
3epTTEY TUIOTE3AIAPBIHBIH PACTAIIFAHBI JOJENICHE] )KoHe 0acka KOoFapbl OKY
opeiHAapbiHa Al-Heri3nenreH MaHcanThlK Oarmap Oepy »KyMenepiH eHri3yre
apHaJIFaH HAaKThl YCHIHBICTap Oepinemi. byn yChIHBICTap TYJEKTEpAiH €HOEK
HApBIFBIHJIAFBI  OCHIMIUIITIH  apTTBIpyFa  JKOHE  aAKaJIEeMUSIIBIK  KOJJay
KbI3METTEPIH KETUIAIpyre OarbITTaIFaH.

JuccepranusiHbIH Kannbl Kenemi mamMaMmeH 123 6eT, oHbIH KypambiHaa 41
cypet, 6 kecrte xoHe 228 OumbOmuorpadusuibik nepek O0ap. MyHaall KypbUIbIM
AQHAJUTUKAJIBIK JQJIJIIK MEH HOTWXKEIEpAiH KopHeKi OelHEeNeHylH KamTaMachl3
€T, 3epTTey MaKCcaTrTapbl MEH KOPBITHIHJBUIAPBIHBIH JOMEKTI 9pl TYCIHIKTI
OastHAATybIHA MYMKIHAIK Oepe/i.



ABSTRACT

of the dissertation for the degree of Doctor of Philosophy (PhD) in
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BERLIKOZHA BAUYRZHAN ASSETULY

Al-Powered Approach to Career Path Prediction for IT Students Using
Academic and Behavior Data

Relevance of the work. The global labor market has undergone a fundamental
upheaval due to the rapid rate of digital transformation, necessitating the need
for a new generation of workers with flexible technical and analytical abilities.
To boost productivity and spur innovation, businesses all over the world are
depending more and more on automation, data analytics, and artificial
intelligence (Al) technologies. As a result, there is increasing pressure on the
educational sector to adapt its methods of instruction and counseling to the
changing demands of the technologically advanced economy. Around 85 million
jobs could be lost to automation, while 97 million new positions that are better
suited to a digital economy will be created, according to the World Economic
Forum's Future of Jobs Report (2023). A data-driven, individualized strategy to
prepare pupils for occupations that have not yet completely materialized is
required due to this paradigm change.

Al-powered career counseling programs have become more well-known
in this context as a means of bridging the knowledge gap between university
and employment. These systems use machine learning and predictive analytics
to find relationships between a student's personality, ideal job paths, and
academic achievement. According to recent studies, artificial intelligence (Al)
can offer more individualized and accurate career recommendations than
conventional advising techniques, increasing job satisfaction and employability
rates. Furthermore, the increasing interest in Learning Analytics (LA) and
Educational Data Mining (EDM) shows that the academic community around
the world recognizes Al's potential to improve educational outcomes. Al-based
solutions for curriculum adaptation and student performance prediction have
already been incorporated by nations like South Korea, Singapore, and Finland,
leading to more effective talent development pipelines.

However, there is still disparity in how these technologies are actually
implemented in various geographical areas. Developing countries encounter



systemic limitations like fragmented data infrastructure, a lack of Al expertise,
and limited integration of data-driven solutions into education management
systems, whereas high-income countries enjoy the advantages of robust data
ecosystems and strong institutional support for innovation. As a result, there is a
growing "AlI adoption gap" in education that could exacerbate disparities in
national competitiveness and graduate employability. By creating an
Al-powered framework for predicting career paths that is especially suited to
the setting of emerging economies, this research directly helps to close that gap.

Aim of the Research Work: This thesis aims to study and develop an
Al-powered career prediction system based on academic and behavioral data to
predict the future career paths of IT students.

Objectives of the Research Work: Five major objectives are established for the
research done for this dissertation:

1. Collect and preprocess multidimensional student data, including
academic, behavioral, and motivational features.

2. A Study and Analysis of Al-Powered Approaches for Career Path
Prediction.

3. Design Career Path Prediction application on the basis of AI-Powered
Approach.

4. Evaluate the accuracy, computational efficiency, and memory
consumption of the proposed model using real university data.

5. A Study on an Optimized Kolmogorov-Arnold Network (KAN) for
Career Path Prediction.

On the first objective, connections between academic achievement,
behavioral characteristics, and job inclinations were examined using a dataset of
692 Suleyman Demirel University IT students. To find trends connecting student
characteristics to specialization results like software development, data science,
or artificial intelligence, every variable including GPA, course grades, project
involvement, and motivation levels was examined.

On the second objective, to identify the most accurate and effective model
for forecasting the career pathways of IT students based on academic,
behavioral, and motivational data, this objective compares eight machine
learning algorithms. K-Nearest Neighbors (KNN), Random Forest (RF), Support
Vector Machine (SVM), Gradient Boosting (GB), Naive Bayes (NB), Decision
Tree (DT), Multi-Layer Perceptron (MLP), TabTransformer, and Random Forest
(RF) are among the algorithms that were put to the test. 10-fold cross-validation
was used to train and validate each model, guaranteeing the statistical stability
and dependability of performance indicators in every experiment. Because of
these results, Gradient Boosting was the best benchmark model. This led to a
comparison with the optimal Kolmogorov-Arnold Network (KAN) architecture
in the study's second stage. This progression from simple machine learning



models to complex neural architectures establishes a crucial methodological
bridge by demonstrating how incremental innovation and model optimization
can lead to significant improvements in accuracy, interpretability, and
computational efficiency for career path prediction in educational data mining.

The third objective centers on developing an Al-powered career path
prediction application that implements the ML model in a practical and scalable
system. The application integrates academic, behavioral, and motivational data
through automated preprocessing, applies the prediction engine for accurate
position forecasting, and presents interpretable outputs via an interactive
dashboard for students and advisors. Designed with modular APIs and secure
data handling, the system ensures real-time, personalized career
recommendations adaptable to different universities. This objective transforms
theoretical research into a functional, deployable solution that bridges machine
learning innovation with real-world academic advising.

Using actual university data, the fourth objective seeks to assess the
effectiveness and performance of the suggested Al-powered model with a
particular emphasis on three crucial areas: memory usage, computational
efficiency, and accuracy. The optimized layer Kolmogorov-Arnold Network
(KAN) model is tested extensively on multidimensional student datasets from
Suleyman Demirel University and compared to conventional methods like MLP,
Random Forest, and Gradient Boosting. The model's predictive reliability and
operational scalability are assessed using statistical and computational
parameters, such as ROC-AUC, precision, recall, and execution time. This
thorough examination confirms the model's supremacy in providing high
accuracy with little resource requirements, guaranteeing its applicability for
actual use in educational settings.

The creation, refinement, and experimental verification of the
Kolmogorov—Arnold Network (KAN) for predicting career paths in higher
education are the primary objectives of this project. To improve the model's
learning ability, generalization, and interpretability, the study presents an optimal
layer KAN design, enlarging the internal and exterior layers. The study
compares the enhanced KAN's performance to more conventional models like
Gradient Boosting, Random Forest, and MLP by assessing its accuracy, training
time, and memory efficiency using actual datasets from IT students. As an
innovative and successful approach to individualized, data-driven career
advising, the results show that the improved KAN provides greater predicted
accuracy while drastically lowering computing cost.

Research Methods: This study used anonymized data from 692 IT students at
SDU University, including academic performance, personality traits,
extracurricular activities, and certifications. The dataset was collected from the
Beta Career Platform - an internal university service at SDU designed to
support students in finding internships and entry-level job opportunities. This



platform provided reliable, representative, and practically significant data on
692 students, which served as a solid foundation for building predictive models.
The data was preprocessed to handle missing values, encode categorical
variables, normalize features, and select key predictors. Several machine
learning models were tested using 10-fold cross-validation and evaluated with
performance metrics such as accuracy, precision, and recall. An independent test
set was used for final evaluation. All data collection followed ethical standards,
ensuring anonymity, institutional approval, and informed consent.

Before model training, extensive data preprocessing was performed to
enhance data quality and relevance. Missing values in the dataset were handled
using mean imputation for numerical features, while categorical variables were
imputed using mode imputation. Categorical features - such as personality types
and extracurricular activities - were transformed into numerical format using
one-hot encoding, ensuring compatibility with machine learning algorithms.
Continuous numerical variables were normalized using Min-Max scaling to
ensure consistent comparability across all attributes. Additionally, feature
selection was applied through correlation analysis and Recursive Feature
Elimination (RFE) to identify and retain the most informative predictors,
thereby improving model efficiency and reducing noise.

To construct the predictive model, several machine learning algorithms
were selected: Random Forest, K-Nearest Neighbors, Support Vector Machine,
Gradient Boosting, Naive Bayes, Decision Tree, Multi-Layer Perceptron (MLP),
Transformer-based Model and Kolmogorov-Arnold Networks. These algorithms
were chosen based on their proven effectiveness in solving multi-class
classification problems. Model training was performed using stratified 10-fold
cross-validation, ensuring balanced class representation across all training
subsets and improving generalization to unseen data. Model evaluation was
carried out using multiple performance metrics - accuracy, precision, recall,
Fl-score, and ROC-AUC - providing a comprehensive understanding of each
model’s predictive performance and robustness.

All data processing, model development, and evaluation were conducted
using Python programming language, with extensive use of well-established
libraries such as Scikit-learn, TensorFlow, and Pandas. Hyperparameter tuning
was carried out using grid search and random search strategies to optimize
model performance while minimizing risks of overfitting. Final model
performance was assessed using an independent holdout dataset to test
generalizability beyond the initial training set.

Ethical considerations were strictly adhered to throughout the research
process. All student data was anonymized to ensure confidentiality, and
necessary institutional approvals were obtained prior to data collection. The
research followed established ethical guidelines regarding data privacy and the
use of human subject data, including securing informed consent from all
participants.

This comprehensive methodological framework ensures that the resulting



Al-powered career path prediction model is not only technically sound but also
ethically responsible and applicable for real-world use in academic advising
systems.

Scientific novelty: The scientific novelty of the dissertation lies in the
development and optimization of a layer Kolmogorov-Arnold Network (KAN)
architecture specifically adapted for career path prediction, which achieves
higher accuracy, faster computation, and lower memory consumption compared
to traditional and baseline KAN models, marking the first application of KAN in
the field of educational career recommendation systems.

Scientific, Practical, and Theoretical Significance of the Study: By creating a
hybrid predictive framework that combines academic, behavioral, and
motivational data, this dissertation adds to the expanding interdisciplinary fields
of Artificial Intelligence in Education (AIED) and Educational Data Mining
(EDM). This is where its theoretical significance lies. The study broadens the
range of methodological tools available to researchers working with structured
and small-sample datasets, which are common in educational environments, by
applying Kolmogorov—Arnold Networks (KANSs) to career path prediction.

Through a unified analytical approach, the research increases the
theoretical knowledge of how Al models may comprehend and quantify
complex student-related data, including psychological qualities, performance
indicators, and extracurricular engagement. Additionally, it strengthens the
theoretical foundation for implementing explainable Al (XAI) in educational
systems by providing interpretable model outputs that academic advisers can use
without the need for highly skilled technical knowledge.

This method shows how machine learning can help close the gap between
data-driven prediction and human-centered decision-making in higher education
by offering a theoretical framework for personalized and adaptive career
recommendation systems.

The proposed model's practical incorporation into the Beta Career
Platform, a wuniversity-level digital ecosystem where Suleyman Demirel
University students apply for internships and early-career possibilities,
demonstrates the dissertation's practical value. The Al module created for this
study makes it possible to automatically analyze student data and provides
real-time, personalized career recommendations.

According to internal university polls, the system's introduction produced
quantifiable improvements in advising outcomes, including a 27% rise in
student satisfaction between the 2023-2024 and 2024-2025 academic years. By
offering analytical dashboards for detecting skill gaps, boosting curriculum
alignment, and increasing institutional career services, the methodology also
helps teachers and university administrators.



From an applied standpoint, the framework can be expanded for usage in
additional Kazakhstani higher education institutions, helping to digitize
academic advising and match educational outcomes with the demands of the
domestic and global labor markets.

Scientific Hypotheses, Main Findings, and Significance of Results: The
premise of this dissertation is that the accuracy and personalization of career
path recommendations for IT students can be significantly improved by
incorporating artificial intelligence into academic and behavioral data analysis.
Four main theories serve as the study's compass and together they establish its
analytical and experimental framework.

According to the first hypothesis (H1), there are statistically significant
correlations between students' ideal career paths in IT sectors and their academic
achievement, including their grades in programming, algorithms, and operating
systems. In other words, since consistent academic performance frequently
reflects both technical competence and cognitive readiness for specialization,
academic achievement continues to be a strong predictor of career alignment.

The second hypothesis (H2) incorporates behavioral traits like
involvement in hackathons, group projects, leadership exercises, and innovation
competitions in addition to academic markers. It makes the case that using
behavioral data instead of only academic indicators improves the prediction
accuracy of job suggestions. This presumption supports earlier research in
educational data mining that highlights the importance of integrating cognitive
and non-cognitive data for thorough talent evaluation.

In contrast to conventional, manual advising systems, the third hypothesis
(H3) contends that the application of artificial intelligence and machine learning
techniques, particularly Transformer-based models, Neural Networks, and
Gradient Boosting, can produce more precise and contextually relevant career
guidance. A more sophisticated and customized method of career prediction is
made possible by machine learning algorithms, which may uncover hidden
correlations and nonlinear interactions between factors in big, multidimensional
datasets.

By suggesting that a hybrid model that concurrently incorporates
behavioral and academic characteristics will exhibit higher predictive power and
practical application in a real-world academic situation, the fourth hypothesis
(H4) synthesizes the first three. It assumes that a comprehensive picture of a
student's aptitudes, interests, and preparedness for particular IT career routes
may be obtained by combining organized academic indications with
unstructured behavioral data.

Three main elements form the study's conceptual framework: system
integration, model training, and data collection. Academic markers (e.g., GPA,
course grades), behavioral traits (e.g., club membership, leadership skills), and



extracurricular information (e.g., certifications and hackathons) are all included
in the dataset, which was sourced from the Beta Career Platform. To guarantee
robustness and dependability, several models were trained and evaluated using
stratified 10-fold cross-validation following data preprocessing, which included
normalization, encoding, and feature selection.

Gradient Boosting outperformed the other eight algorithms, according to a
comparative analysis of Random Forest, KNN, SVM, Gradient Boosting, Naive
Bayes, Decision Tree, MLP, and Tab Transformer. But in the longer research
phase, Kolmogorov-Arnold Networks (KANs) showed promise for even more
interpretability and generalization, especially when dealing with nonlinear
relationships and smaller datasets.

In the framework's last stage, the selected model is integrated into the
Beta Career Platform, turning it from a research prototype into a useful advising
tool. This integration makes it possible to analyze student data in real time,
create customized career recommendations, and gather user feedback to assess
the model's efficacy. The framework creates a self-improving, adaptive system
for career advising by completing the loop between prediction, application, and
evaluation. This helps to match educational outputs with the demands of
Kazakhstan's digital economy's labor market.

Publications and Author’s Contribution: The results of this dissertation were
reflected in a series of scientific papers that demonstrate the progressive
development of the author’s research on machine learning methods for
educational analytics, behavioral prediction, and applied data modeling. Each
publication contributed to the formation of the methodological framework and
experimental foundation of the dissertation.

The paper “Development of Method to Predict Career Choice of IT Students
in Kazakhstan by Applying Machine Learning Methods” (Journal of
Robotics and Control, 2025, Scopus Q2) presented the author’s comprehensive
research on predicting career trajectories of IT students. Author of the
dissertation collected, structured, and anonymized data from 692 IT students and
implemented the full methodology for training and comparing machine learning
algorithms (Random Forest, KNN, SVM, Gradient Boosting, Decision Tree). He
performed statistical analysis, visualization of results, and interpretation of
relationships between academic and behavioral factors. This work is reflected in
Chapter 4 (“Experimental Results and Discussion™) of the dissertation, which
includes comparative metrics and analytical conclusions.

The article “Development of a Hybrid Machine Learning Model for
Classification of Soil Types Based on Geophysical Parameters”
(International Journal of Innovative Research and Scientific Studies, 2025,
Scopus Q2) focused on hybrid model design. Author of the dissertation
conducted data cleaning, preprocessing, and optimization of parameters,



ensuring data integrity for model training. The experience gained from this
research was applied to develop the custom data pipeline described in Chapter 3
(“Research Methods and Data Preprocessing”).

In “Intelligent Career Path Recommendations: Leveraging Blockchain and
Machine Learning” (IEEE SIST, 2025), Author of the dissertation designed the
architecture for integrating a machine learning module with a blockchain system
to enhance transparency and data reliability in career recommendations. He
participated in model testing and prototype development of a distributed
platform. The outcomes and technical solutions from this study are reflected in
Chapter 5 (“Integration and Practical Implementation of the Model in the Beta
Career Platform”).

The paper “Identification of Key Features for Career Prediction through
Recursive Feature FElimination” (Bulletin of Abai Kazakh National
Pedagogical University, 2025) presented a feature selection study. Author of the
dissertation applied the Recursive Feature Elimination (RFE) method to identify
the most informative predictors, performed correlation analysis of academic and
behavioral features, and prepared analytical tables and graphical visualizations.
The findings are included in Chapter 3 (“Research Methods and Data
Processing”), which details the feature selection and model parameter
optimization process.

In “Detecting Anxiety and Depression from Social Media Text by Applying
Machine Learning Methods” (Bulletin of AGA, 2025), author of the
dissertation was responsible for text data preprocessing, including tokenization,
cleaning, and feature space formation, and participated in training machine
learning classifiers. The developed techniques for analyzing unstructured textual
data were integrated into Chapter 3 of the dissertation during the design of the
behavioral feature processing pipeline.

Finally, the work “Comprehensive Evaluation of Real-Time Object Detection
Algorithm Based on Extended Criteria” (Bulletin of KazATK, 2024)
evaluated computer vision algorithms by extending accuracy and speed
assessment criteria. Author of the dissertation contributed to designing and
testing these algorithms, as well as analyzing computational efficiency (training
time, memory usage). The experience was adapted in Chapter 5 (“Comparative
Analysis of Model Performance”), enriching the dissertation’s methodological
foundation for evaluating Al models.

Volume and Structure of the Dissertation: The dissertation is organized
logically into six major chapters, which are followed by appendices, references,
and conclusions. The framework guarantees that the theoretical context,
methodological design, empirical findings, and practical suggestions are
presented in a logical manner.

The introduction sets the research environment within Kazakhstan's
higher education system, identifies the research's relevance, formulates the



research topic, and discusses the study's objectives, hypotheses, and innovation.

The literature review identifies current research gaps that the current study
attempts to fill by critically analyzing earlier works on machine learning
techniques, career prediction models, and artificial intelligence in education.

Methodology: explains the dataset, which includes 692 student records
from the Beta Career Platform that have been anonymized. It also covers feature
selection, data preprocessing, and modeling strategies. The comparative testing
of eight algorithms-Random Forest, KNN, SVM, Gradient Boosting, Naive
Bayes, Decision Tree, MLP, and TabTransformer-is also explained in this
chapter. Additionally, the Kolmogorov—Arnold Networks (KANs) are introduced
as an extension to enhance the performance and interpretability of the models.

Results and Discussion: This section summarizes the model evaluation
phase's findings and compares algorithmic performance using metrics like
F1-score, accuracy, precision, and recall. The model's incorporation into the Beta
Career Platform is also covered, and the effect of Al-based advising on student
happiness is examined.

The research's main innovative features are summed up in Scientific
Novelty and Theoretical Implications, which highlights the application of KANs
in educational prediction and the contribution to Al-based frameworks for
academic decision support.

In order to improve employability and academic support services, the
conclusion and recommendations summarize the key findings, validate the
theories, and offer doable suggestions for other universities looking to
implement Al-powered advising systems.

The dissertation's roughly 123 pages of text are backed up by 41 figures, 6
tables, and 228 bibliographic references, which demonstrate a balance between
analytical rigor and results visualization. This format guarantees lucidity, logical
development, and thorough discussion of the goals and conclusions of the study.
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BEPJIIKOXA BAYBIP’KAH 9CETYJIbI

IIporno3upoBanue KapbepHOii TPAEKTOPHHU CTYI€HTOB
I'T-HanpaBJ/ieHUIi ¢ MCNIOJIbB30BAHMEM AKAAEMHYECKUX U MOBEAeHYeCKUX
JAHHBIX HA OCHOBE METOI0B HCKYCCTBEHHOT0 MHTEJIEKTA

AKTyaJbHOCTB padoThl: [T100anbHas U POBU3aLKS U BHEAPEHUE TEXHOIOTHIA
UCKYCCTBEHHOI'O MHTEIUIEKTa (POPMHUPYIOT HOBBIE TpPEOOBaHMSI K IOATOTOBKE
CHELMATUCTOB. JTO0 TpebyeT OT CHUCTeMbl O00pa3oBaHUs Iiepexona K
NEPCOHAIU3UPOBAHHBIM U AHAIUTUYECKH 0OOCHOBAaHHBIM METOAAM KapbepHOTO
KOHCYJIBTUPOBAHMS.

Heab wucciaenoBaresbckoil padorbl: Hacrtosmas nuccepranuoHHas padora
HaIpaBJICHa HA U3Y4YEHHUE U Pa3pabOTKy CUCTEMbI IPOTHO3UPOBAHMS KaPhEPHBIX
TpaekTopuh CcTyneHTOB [T-cmenuanbHOCTEM Ha OCHOBE AKaJEMHUYECKHX U
MOBEICHYECKMUX JIAHHBIX C TPUMEHEHHEM TEXHOJIOTUM HCKYCCTBEHHOTO
MHTEJUJIEKTA.

3agaum  mcciegoBareJibCKOM padorbl: B pamkax JaucCepTalMOHHOIO
MCCJIeI0BaHUs ObLTM MOCTABJIEHBI MATh OCHOBHBIX 3a/a4:

1. Coop u mpenBaputenbHas 00pabOTKa MHOTOMEPHBIX JaHHBIX CTYICHTOB,
BKJTFOUAIOMINX ~aKaJIeMUUECKUE, TIOBEACHUYCCKHE W MOTHUBAIIMOHHBIE
XapaKTePUCTUKH.

2. N3ydenme wW aHamM3 MOAXOAOB, OCHOBAaHHBIX HA TEXHOJOTHX
HUCKYCCTBEHHOTO MHTEIICKTa, JJIS TPOTHO3UPOBAHUS  KaphEPHBIX
TPAaCKTOPUH.

3. Pa3zpaboTka mpWIOXKEHHUs ISl TMPOTHO3UPOBAHUS KAPbEPHBIX MyTeH Ha
ocHoBe Al-moxxopa.

4. OrneHka TOYHOCTH, BBIYMCIUTEIBHON d(PPEeKTUBHOCTH U 0ObeMa MaMsITH
npeajiaraeMo  MOJENIM € HMCIOJIb30BaHUEM  pealibHBbIX  JaHHBIX
YHUBEPCHUTETA.

5. UccnenoBanne ontumuzupoBaHHord cetu KonmoropoBa—ApHonbaa
(Kolmogorov—Arnold Network, KAN) nist mporHo3upoBaHus KapbepHBIX



TPACKTOPUH.

[To mepBoii 3amaye OBUIM MCCIIEAOBAHBI B3aUMOCBI3M MEXIY aKaJIeMHUYECKON
YCIIEBAEMOCTHIO, MMOBEIEHYSCKUMH XapaKTePUCTUKAMU U MPOdeCCUOHATHLHBIMU
MPEANOYTEHUSIMU CTYICHTOB Ha OCHOBE JIaHHBIX 692 cTtynenToB [ T-HanpaBieHus
Cyneiiman [lemupenb VYuuBepcutera. Jljisi BBISIBICHUS 3aKOHOMEPHOCTEM,
CBSI3BIBAIOIIMX OCOOCHHOCTH CTYJEHTOB C pE3yiabTaTaMH CHEUUaIU3aALHNH
(mampuMep, B o0MacTd pa3pabOTKH TPOTPAMMHOTO OOCCIICUYCHHS, HAyKd O
JAHHBIX WJIM HCKYCCTBEHHOIO MHTEIJUIEKTAa), ObUIM MpOaHAJIM3UPOBAHBI TAKUE
nokazarenu, kak cpeanuii 6amn (GPA), oneHku Mo JUCHMIUIMHAM, Y4acTHE B
IPOEKTaX U YpPOBEHb MOTHBauuu. Bo BTOpoi 3ajaue, ¢ LIENIbIO ONpEAeIICHUS
HamOonee TOYHOW M AP(GEKTUBHOM MOJEIM MPOTHO3UPOBAHUS KapbEPHBIX
Tpaekropuii IT-cTynieHTOB Ha OCHOBE aKaJeMUYECKHUX, TMOBEIECHYECKUX U
MOTHBAI[MOHHBIX JAHHBIX, ObUIO MPOBEICHO CPAaBHEHHE BOCHMH QJITOPUTMOB
MamHHoro obydeHusi: K-Nearest Neighbors (KNN), Random Forest (RF),
Support Vector Machine (SVM), Gradient Boosting (GB), Naive Bayes (NB),
Decision Tree (DT), Multi-Layer Perceptron (MLP) u TabTransformer. Kaxmas
Monenb  Obuta  oOydeHa W TpoTecThpoBaHa  MeTtonoMm  10-kparHOi
KpOCC-BaJIMAALMK, YTO OOECHEYMSIO CTATUCTUYECKYI0 YCTOMYMBOCTH U
JIOCTOBEPHOCTh IOJYYEHHBIX pe3yabTaroB. [Io uToraMm s3KcriepuMEHTOB MOJIEIb
Gradient Boosting mnpomeMoHCTpUpOBajia HaWIydIlMe IIOKa3aTeld W ObLIa
BbIOpaHa B KauecTBE ATajlOHHOM. Ha BTOpoM 3Tame ucciieqoBaHus oHa ObLia
COMOCTaBIIEHa C ONTHUMHU3UpOBaHHOW apxurekrypoilr Kolmogorov—Arnold
Network (KAN). Takoii mnepexoq oOT ©0a30BbIX aJTOPUTMOB MAITUHHOIO
oOyueHuss K 0OoJiee CIIOKHBIM HEHPOCETEBBIM apXHUTEKTypaM CcGhOpMHUPOBAI
BAXXHBIM METOJOJIOTUYECKUI MOCT, IOKa3aB, Kak MO3TamHas ONTUMHU3AIUSI
MOJIEJIM  CIIOCOOCTBYET TOBBIIMICHUIO TOYHOCTH, HWHTEPHPETUPYEMOCTH U
BBIYMCIUTEIbHON  3(Q(GEKTUBHOCTH TMpPU  MPOTHO3UPOBAHUHM  KaAPHEPHBIX
TpaekTopuili B 00pa3oBaTebHOM aHANIUTHUKE. TpeThs 3amadya Obliia HampaBlieHA
Ha pa3paboOTKy MPAKTUYECKOTO MPUIIOKEHUS ISl POTHO3UPOBAHUS KaphEePHBIX
TPAEKTOPHUIA, PEATU3YIONIETO MOJIEIh MAITMHHOTO OOY4YEeHHS B MacIITabUpyeMon
cucreme. llpunoxenne oObEIUMHSAET aKaJeMHYECKHE, TIOBEACHUECKHE H
MOTHBAI[MOHHBIE TaHHBIE TIOCPEICTBOM aBTOMATH3UPOBAHHOW MTPEIBAPUTEIBHOM
00pabOTKH, NPHUMEHSET MEXaHU3M MpeACKa3aHusl i1 TOYHOIO HPOrHO3a
KapbepHBIX HAMpPABICHUH M OTOOpPaKae€T HMHTEPIPETUPYEMBIE PE3yJbTaTbl Ha
MHTEPAKTUBHOM MAaHENW i1 CTYIEHTOB M KOHCYJIbTaHTOB. Cucrema,
pa3palboTaHHas ¢ UCIIOJIb30BaHUEM MOAYIbHBIX APl u 6e30macHbIX MEXaHU3MOB
00pabOTKM  JaHHBIX, O0OECIeYnuBaeT NEPCOHATU3UPOBAHHBIE  KapbEepHBIE
PEKOMEHJIAllMU B PEKUME PEAIbHOTO BPEMEHU U MOXKET ObITh aAanTUPOBaHA O]
pa3MyHble YHHUBEPCUTETCKHUE KOHTEKCThL. TakuM o0pa3oMm, TEOpeTHUECKHe
pe3yiabTarbl  HMCCIEIOBaHHUS MpPeoOpa3oBaHbl B NPHUKIAJAHOE  PEIICHHE,
COEJIMHAIOIICe NHHOBAIIMU MAIIMHHOTO OOYYEeHHS C MPAKTUKON aKaJeMUYECKOTO
KOHCYJIbTUpOBaHMs. B pamkax deTBepToil 3amaun OblIa MPOBEICHA OIICHKA



3¢ (HEKTUBHOCTH U MPOU3BOAUTEIBHOCTH MPEATIOKEHHON Al-Mozenu ¢ akiieHToM
Ha TpU KIIOYEBBIX NapaMeTpa: HCIHOJIb30BAHUE NaMSTH, BbIYUCIUTEIbHAS
3pPEKTUBHOCT, W TOYHOCTh. ONTHUMHM3UpPOBAHHAs CJIOUCTAs apXUTEKTypa
Kolmogorov—Arnold Network (KAN) Opla mporecTupoBaHa Ha MHOTOMEPHBIX
cTyaeHueckux JgaHHbix Cyneiiman JleMupenb YHUBEPCUTETA M COMOCTABIICHA C
tpagurmonabiMu Mogemsimu — MLP, Random Forest u Gradient Boosting.
HanéxHoCTh MpPOTHO3UPOBAHUS U MAacIITAOUPYEeMOCTh PaOOThI MOJENU OBbLTU
OLICHEHbl C HCIOJIb30BAHUEM CTAaTUCTUUYECKUX W BBIYUCIUTEIBHBIX METPHK:
ROC-AUC, precision, recall u Bpemsi BbimonHeHus. [IpoBenéHHbI aHaNMMU3
noaTBepaAusl  npeumyiiectBo  moaenn KAN, obOecneunBaronieil BBICOKYIO
TOYHOCTh NMPU MUHUMAJIBHBIX 3aTPaTax BBIYMCIUTEIbHBIX PECYPCOB, UTO JIETIAET
e MPUMEHUMOMN B peajbHbIX 00pa30BaTEIbHBIX YCIOBHUSX.

Metoabl mucciaenoBanmsi: B 1aHHOM  HCCIENOBaHUU  MCIOIB30BAIUCH
aHOHUMHU3UpOBaHHbIE naaHHble 692 cryneHTtoB IT-Hanpasnenus Cyneiiman
Hemupens Yuupepcuteta (SDU), BkItouaromue mokazaTelld aKaJIeMHYeCcKOn
YCIIEBA€MOCTH, JIMYHOCTHBIE XapAaKTEPUCTUKH, Y4YaCTHE BO BHEYUYCOHOMU
NESATETPHOCTH W Haiauuue mpodecCHOHANbHBIX cepTudukaroB. [[anHbie ObLIH
coopanst ¢ mmardopmbl  Beta Career Platform —  BHyTpeHHETO
YHUBEPCUTETCKOTO CEpPBHCA, MPEAHA3HAYCHHOTO IS MOAJCPKKH CTYJCHTOB B
MOWCKE CTaXUPOBOK ¥ BaKaHCHW HavalbHOTO YpOBHS. OTa miardopma
IpeoCTaBuiIa HaiEKHbBIN, pENPE3eHTAaTUBHBIA U MTPAKTUYECKH 3HAYMMBbIN HAOOP
JaHHBIX 1O 692 CTyaeHTaMm, KOTOpPBIA MOCHYKWJI MPOYHOH SMIIMPUYECKOU
OCHOBOM ISl TIOCTPOCHHUs MPOTHO3HBIX Moxeneit. Ilepen oOyueHwem mopenu
Oblla TpOBEJIEHA KOMIUIEKCHas MpeABapuTesibHas o0paboTKa JaHHBIX,
HaIpaBJICHHAs] Ha TOBBIIICHUE MX KAuyeCcTBa U AHAIUTUYECKON 3HAYUMOCTH.
OTtcyTcTByIOIIME 3HAYEHUSI B YHUCJIOBBIX IMEPEMEHHBIX 3alOJHSIUCh C
UCIIOJIb30BAHMEM METOJla CpeAHero 3HaueHus (mean imputation), a B
KaTerOpHaJIbHBIX ~ TMPU3HAKaX MpUMEHsulach Moja (mode  imputation).
Kareropuanpaple TpU3HAKK - Takhe KaK THUM JUYHOCTH WM YYacTHE BO
BHEYYEOHBIX MEPONPUATUSX - OBUIM TPeoOpa3oBaHbl B YHCIOBOW (opmar
MeToaoM one-hot encoding, 4To 06eceynsio UX COBMECTUMOCTH C allTOPUTMaMHU
MAaIIUHHOTO OOy4eHHS. HenpepsiBabie YHCIIOBBIC NIEpEMEHHBIC
HOPMAJIM30BAJINCh MpH momomy Min—Max macmTabupoBaHHs, YTO MO3BOJIUIO
COXpPaHUTh COMOCTABHUMOCTH aTpHOYTOB B €IMHOM Jauamna3oHe. [[omomHuTenbHO
Obu1  mpoBeneH orbop mpuszHakoB  (feature  selection) Ha  ocHoOBe
KOPPETSIIMOHHOTO aHalli3a W METO/a PEKYPCHBHOTO HCKIIOYCHHS TPU3HAKOB
(Recursive  Feature Elimination, Sharp) ans BbigBIeHHS  HauOosee
MH(OPMATHUBHBIX TEPEMEHHBIX, YTO TMOBBICUIO 3(PPEKTUBHOCTH MOIETU H
YMEHBIIWIO BIUSHUE CTAaTHUCTHYECKOro Iryma. JlJis mocTpoeHus: MPOTHO3HOMN

MoOIeIu OBLTM BBIOpPAHBI HECKOJIBKO aJITOPUTMOB MAIIMHHOTO OOY4YeHHUS:
Random Forest, K-Nearest Neighbors (KNN), Support Vector Machine (SVM),



Gradient Boosting, Naive Bayes, Decision Tree, Multi-Layer Perceptron (MLP),
Transformer-based Model u Kolmogorov—Arnold Networks (KAN). Otu
aJTOpPUTMBI ObUTM BBIOpaHBI BBUAY HMX BBICOKON 3(PPEKTHBHOCTH B 3amadax
MHOTO KJjaccoBo kiaccubukamuu. OOydeHue Mojenel MPOBOJUIOCH C
HCIIOJIb30BaHUEM CTparuuImpoBanHoi 10-kpaTHON KpocCC-BaUIAIlMU, YTO
oOecreunBaio  cOaJaHCUPOBAHHOE  pacHpelesieHue KJIacCOB BO  BCEX
oOyJaromux TMOAMHOXECTBAX W TIOBBINIAJIO CIHOCOOHOCTH MoOIENeH K
00001IeHnI0 Ha HOBBIX MaHHBIX. OIIEHKa KauecTBa MOJCIICH BBIMOIHSIACH C
MCIIOJIb30BAHUEM HECKOJIbKUX METPHK: accuracy, precision, recall, Fl-score u
ROC-AUC, 4T0 MO3BOIMIO KOMIUIEKCHO OLEHHUTh TOYHOCTH NPEACKA3aHUM,
YCTOMYMBOCTh M HAACKHOCTh KakJou mojenu. Bee atanbl 00pabOTKU JaHHBIX,
MIOCTPOCHHSI W OIICHKH MOJICJICH BBITIOIHSINCH Ha SI3bIKE MPOTPaMMHUPOBAHHMS
Python ¢ wucnonb3oBaHueM IUPOKO NpU3HAHHBIX Oubmmorek Scikit-learn,
TensorFlow wu Pandas. Jlnsg mnoBeimeHuss 3((PEKTUBHOCTH MOJACICH W
MUHUMH3AIUU pUcka mepeolOyuenus npumensuiuch metoanl Grid Search wu
Random Search mnst ontumuzanum runeprapamerpoB. OKOHUYATENIbHAS OLIEHKA
MIPOU3BOIUTEIHLHOCTH MPOBOJMIACH HA HE3aBUCHMOM TECTOBOM HAOOpE TaHHBIX
(holdout dataset), YTO T™O3BOJIWIO TPOBEPUTH CHOCOOHOCTH MOJEIEH K
o0o0meHnr0 3a mpenenamMu oOydaromie BBIOOpKH. Bo Bcex 9ramax
WCCJICIOBAHUS CTPOTO COOMIOANKCh DJTHYECKUE TPHWHIWMBL. Bce maHHbBIE

CTYZIEHTOB ObLIN AHOHUMU3UPOBAHHbBIE JUTS oOecrieueHus
KOH(QUACHIIMANBHOCTH, a CcOOp JaHHBIX MPOBOJWICS C  pa3pelieHUs
COOTBETCTBYIOLIUX YHUBEPCUTETCKUX CTPYKTYD. Hccnenoanue

OCYIIECTBIISIIOCh B COOTBETCTBUM C MEXKIYHApPOAHBIMH HOPMaMH JTHKHA B
00JIaCTH 3alUThI IEPCOHANILHBIX JAaHHBIX U UCIOJb30BAHMS JAHHBIX YEJIOBEKA B
HAy4YHBIX WEJSIX, BKJIOYas MOJydyeHHWEe MHPOPMUPOBAHHOIO COIVIACUSl OT BCEX
YYaCTHUKOB. TakuM o00Opa3om, MpecTaBiICHHAs METONOJIOTMYECKas CTPYKTypa
oOecrieynBaeT, 4ToObl pa3paboTaHHAs CHCTEMa IMPOTHO3UPOBAHUS KaphEPHBIX
TPAaEKTOpU HA OCHOBE HCKYCCTBEHHOTO WHTEJUIEKTAa OblJla HE TOJBKO
TEXHUYECKH OOOCHOBAHHOM M HaJE)KHOH, HO M DTHYECKH OTBETCTBECHHOM, YTO
nemaer €€ TNPUMEHHMMOW B PEANBbHBIX  YCIOBHSIX  aKaJIeMHYECKOTO
KOHCYJIETUPOBAHHSI.

Hayunas wHoBu3Ha: Hayunas HOBH3HA JUCCEPTAIMOHHOTO KCCJIEIOBAHUS
3aKJII0YAETCd B pa3pabOTKe MU ONTHUMM3ALMM CIIOMCTOM apXUTEKTYpPhl CETH
Konmoroposa — Apnonbaa (Kolmogorov — Arnold Network, KAN), cnieruansao
aJanTUPOBAHHON JUIsl TPOTHO3UPOBAHUSI KapbEPHBIX TPACKTOPUU CTYIACHTOB.
[IpemnoxenHas apxuTekTypa oOecreunBaeT 0oJjiee BBICOKYIO TOYHOCTH
MIPOTHO3UPOBAHMSI, TOBBIIICHHYIO BBIUUCIUTEIBHYI0 CKOPOCTh M CHHXKEHHOE
oTpeOIeHnEe TTaMsITH 110 CPAaBHEHHIO ¢ TPAIUIIMOHHBIMHA M 0230BBIMH MOJICIISIMU
KAN. JlanHoe HcCClenoBaHHE MPEACTaBIsIeT COOON IMepBOe NMPUMEHEHUE CETH
KonmMoropoBa — ApHoibaa B oOmactu 00pa30BaTeIbHBIX CHUCTEM KaphepPHBIX



peKOMCHIIaHPlﬁ, 4TO OTKPBIBACT HOBBLIC IICPCIICKTUBBI I HCIIOJIB30BAHHA
MCTOJO0B NCKYCCTBCHHOI'O MHTCJIJICKTA B dKaJICMHNYCCKOM KOHCYJIbTUPOBAHHH.

Hayunas, nmpakTuyeckassi U TeOpeTHYECKAs 3HAYUMOCTb MCCJIEIOBAHMS:
CoznmaBass  TUOPUAHYIO  TIPENCKA3aTeIbHYI0  MOJAENb,  OOBEIUHSIONIYIO
aKaJeMUYEeCKHe, T[OBEJICHUYECKHME M MOTUBAIIMOHHBIE JaHHBIE, JaHHas
JUCCepTalvsi BHOCUT BKJIQJ B  Pa3BUBAIOIIMECS  MEXKIUCIUILIIMHAPHBIC
HalpaBJICHUSI — UCKYCCMEeHHbll unmeniekm 6 obpasosanuu (AIED) u
UHMeNTeKMYalbHblll ananus oopazosamenvhvix oannvlx (EDM). IMeHnHo B 3TOM
3aKirouaeTcs e€ TeopeTuyeckas 3Ha4YMMOCTb.

HccnenoBanue pacmmpser CleKTp METO0IOTMUECKUX UHCTPYMEHTOB IS
y4EHBIX, pabOTaAIMX CO CTPYKTYPUPOBAHHBIMH U MaJIOBBIOOPOYHBIMU
Ha0OpaMu JIaHHBIX, TUIUYHBIMU [UJIi 0Opa3oBaTelbHOM cpenbl, Onaromaps
npuMeHeHuto  cemeti  Koamoeoposa—Apnonvoa  (KANs)  x  3amaue
MIPOTHO3UPOBAHUS KAPbEPHBIX TPACKTOPUI.

[TocpencTBoM eAMHOTO aHAJUTHUYECKOTO TMoaxoaa padora yroyOunser
TEOPETUUYECKHUE MPEJICTABICHUS O TOM, KAK MOJIEJIM UCKYCCTBEHHOTO MHTEIIEKTa
MOT'YT TOHUMATh U KOJIMYECTBEHHO OIIEHUBATh CJIOKHBIE JAHHBIE, CBA3aHHBIE CO
CTYyACHTAMM, BKJIOYasi [CUXOJOTMYECKHE  XapaKTePUCTUKH, IOKa3aTeau
YCIIEBAEMOCTH M BHEYYEOHYI0 aKTUBHOCTh. Kpome Toro, wucciaeaoBaHue
YKPEIUISIET TEOPETUYECKYIO 0a3y JUlsl BHEPEHUS 00BACHUMO20 UCKYCCMBEHHO20
unmennekma  (XAI) B  oOpa3oBaTelbHbIE  CHUCTEMBI,  IPEAOCTABISS
UHTEPIIPETUPYEMBIC PE3YJbTAaThl MOJENICH, KOTOPHIMHU MOTYT IOJIb30BaThCS
aKaJeMUYeCKHe KOHCYJIbTAHTBl 0€3 HEeOoOXOAMMOCTH 001aJaTh BBICOKOM
TEXHUYECKON KBaTU(DUKAIIUCH.

[IpennokeHHBI TOAXON JIEMOHCTPHUPYET, KaK METOAbl MAIIUHHOTO
o0y4yeHHsT MOTYT CHOCOOCTBOBaTh COKpAICHHIO pPa3pbiBa MEXY aHAIU30M
JAHHBIX W OPUEHTHPOBAHHBIM HA YEJIOBEKA MPOLECCOM MPUHATHS PELICHHUI B
BBICIIEM  OOpa3oBaHWM, oOOecreunBasl  TEOPETHUECKYI0  OCHOBY  JUJIS
MEPCOHATU3UPOBAHHBIX U aJJAITUBHBIX CUCTEM KapbEePHBIX PEKOMEH AN,

[IpakTrueckass LEHHOCTh JUCCEPTALMU TOJATBEPKIAETCS BHEAPEHUEM
npennoxkeHHot wmonenu B Beta Career Platform — YHHUBEPCHTETCKYIO
HU(pPOBYIO 3KOCHUCTEMY, [N€ CTyAeHTbl YHuBepcuTera umeHu CyneiiMaHa
Jemupens moiaroT 3asBKU HA CTAXKUPOBKU U paHHUE KapbePHBIE BO3MOXKHOCTH.
Pa3pabGoranHblii [ [aHHOTO MCCIEAOBaHUS MOAYJIb HCKYCCTBEHHOI'O
MHTEJJIEKTa 00ecrneynBaeT aBTOMAaTUYECKUN aHalu3 JAHHBIX CTYACHTOB H
MPEIOCTaBISAET MEPCOHAIM3UPOBAHHBIE KAapPhEPHBIE PEKOMEHIAIMU B PEXHUME
peaIbHOrO BPEMEHH.

CornacHO BHYTPEHHUM ONPOCAM YHUBEPCUTETA, BHEJIPEHUE CHUCTEMBI
OpPUBEIO K  KOJIMYECTBEHHO  M3MEPUMBIM  YIYUIIEHUSM  PE3yJbTaToB
KOHCYJIBTUPOBAHMS, BKJIKOYAs POCT YIAOBJIETBOPEHHOCTU CTYIEHTOB Ha 27% B
nepuog mexay 2023-2024 u 2024-2025 yueObnpiMu romamu. Kpome Toro,



pa3paboTaHHas METOJWKAa TMOMOTAaeT TPENoAaBareNisiM M aIMUHUCTPATOpaM
YHHUBEpPCUTETA 3a CYET NPENOCTABJICHUS AHAJUTUYECKUX MaHeJIeu s
BBISIBJICHUSI J€(UIIMTOB KOMIIETEHIIMNA, TOBBIIIEHUS COOTBETCTBHS Y4EOHBIX
porpamMm TpeOOBAHUSM PHIHKA M ONITUMHU3AINN KaPhEPHBIX CEPBHCOB.

C mpukiamHON TOYKM 3pEHUS MPEIIOKCHHBIN (HPEHMBOPK MOXKET OBITh
MacmTaOMpoOBaH M aJalnTUPOBaH [UJIS WCIOJIL30BaHUA B JAPYTHX By3ax
Kazaxcrana, cmocoOCTBys1 IUGPOBU3ANNN aKaJEMUYECKOTO KOHCYITBTUPOBAHUS
U COIJaCOBaHUIO  OOpa3oBaTENIbHBIX  PE3YJAbTaTOB C  MOTPEOHOCTIMHU
OTEUYECTBEHHOTO U MEXKIYHAPOIHOTO PbIHKA TPY/A.

Hayynble  rumore3bl, OCHOBHbIe  pe3yJbTaTbl M  3HAYMMOCTH
uccjaenoBanusi:OCHOBHas Hiesl TaHHOM JUCCEPTAIMK 3aKJII0YAeTCs B TOM, YTO
TOYHOCTh U TEPCOHANMU3ALUs KapbepHBIX PEKOMEHIAUUN [UIsl CTYJIEHTOB
IT-HanpaBneHui! MOTrYT OBITh 3HAUUTEIBHO MOBBILIEHBI 32 CYET BHEAPEHUS
TEXHOJIOTMH HMCKYCCTBEHHOIO MHTEJJIEKTa B aHAIW3 aKaJIEMHUYECKUX U
MIOBE/ICHUYECKUX JaHHBIX. YEThIpe OCHOBHBIE TUITOTE3bI MOCIYKHJIA OPUEHTHPOM
UCCIIEJIOBAaHNUSA WU B COBOKYIHOCTH C(OPMHPOBAIM €r0 aHAJUTHUYECKYIO U
HKCIIEPUMEHTATIBHYIO OCHOBY.

CornacHo nepsoii runorese (H1), cymecTByeTr cTaTUCTUYECKH 3HAYUMAs
B3aMMOCBSI3b MEXIY HACAIbHBIMA KapbepHBIMU HAINPABICHUSIMU CTYJIEHTOB B
IT-cpepe m wux aKageMHUECKOHM YyCIEBAEMOCTBIO, BKJIOYAs OLIEHKU II0
mucuuiuinHam — «IIporpammupoBanue», «AnroputMb»y U «OnepanuoHHbIE
cuctemMbl». MHBIMU clOBaMH, YCTOWYMBBIE aAKaJEMHYECKUE PE3YNbTaThl, Kak
MPaBUIIO, OTPAKAIOT KAK TEXHUYECKYIO KOMIETEHTHOCTb, TaK U KOTHUTHUBHYIO
TOTOBHOCTb K IIPO(E€CCHOHANIBHON CHEeUaIn3ally, YTO JENIaeT aKaJeMUUYECKYIO
yCIEBAEMOCTb HaAEKHBIM IIPEIUKTOPOM COOTBETCTBUS KaphEPHI.

Bropas runoreza (H2) yuuTbiBaeT NOBEIEHYECKHE XapaKTEPUCTHKH,
TaKH€ KaK y4acTHe B XaKaTOHAaX, IPYyIIOBBIX MPOEKTaX, JIUJEPCKUX aKTUBHOCTSIX
W KOHKypcax HWHHOBallM{, Hapsaly C akaJeMUYECKHMH MokazarerssMu. OnHa
YTBEPXKJIAET, YTO HCIOJb30BAaHUE IOBEICHYECKUX JAHHBIX Hapsay ¢
aKaJIEMUYECKMMH  IPU3HAKaMH  [OBBIIIAET TOYHOCTH IPOTHO3WPOBAHMS
KapbepHBIX PEKOMEHJALMN. DTO NPEANOI0KEHNE COMIACYETCsl C MPEAbITyIIIUMHU
uccienoBanusmMu B obnactu Educational Data Mining, kKoTopble HOAYEPKUBAIOT
BXHOCTh MHTETPallMd KOTHUTUBHBIX M HEKOTHUTUBHBIX (PAKTOPOB IS
KOMILIEKCHOM OLICHKM MOTEHIIMAJIAa YYAIUXCS.

B OpoTUBONONOXHOCTH ~ TPAAUIMOHHBIM  PYYHBIM  CHUCTEMam
KOHCYJIFTUpOBaHUsI, TpeThbs runore3a (H3) yTBepkmaer, 4yro mnpuMeHEHUE
UCKYCCTBEHHOI'O MHTEJUIEKTa M METOJI0OB MAIIMHHOIO OOy4eHHs] — OCOOEHHO
Mozenei Ha ocHoBe Transformer, HelipoHHbIX ceTedd m Gradient Boosting —
NO3BOJISIET 00ecneunTh 0ojiee TOYHBbIE M KOHTEKCTHO PEJIEBAHTHBIE KapbEpHbIE
pEKOMEHJALMU. AJTOPUTMBI MAaIIMHHOTO OO0y4deHHsl oOecnednBaloT Oosee
DIyOOKMH M TMEpPCOHAIM3UPOBAHHBIM IMOIXOI K MPOTHO3HPOBAHUIO Kapbepshl,



BBISIBJISISE CKPBIThIE 3aBUCMMOCTH W HEJIMHEHHBbIE B3aUMOACHCTBUS MEXIY
dakropamu B OOJIBIINX MHOTOMEPHBIX MacCUBAX JaHHBIX.

Yerepras runore3a (H4) oObemuHseT mUpenblAylIue TpHU, BBIABUTAS
MPENNONIOKEHHE, YTO THUOPHUIHAS MOJENib, OIHOBPEMEHHO YYHUTBIBAIOIIAS
MOBEJICHUCCKUE U aKaJCeMHUYECKUE XapaKTePUCTUKH, 001amaeT Oojee BBICOKOM
MPEICKa3aTeIbHOW  CIIOCOOHOCTRIO M TMPAKTUYECKOW TPUMEHHMOCTHIO B
peaNbHbIX aKaJIEeMUYECKUX YcIOoBUsIX. OHA UCXOAUT U3 TOTO, YTO KOMIUIEKCHOE
MpeACTaBICHUE O CHOCOOHOCTSIX, HWHTEpecax W TOTOBHOCTU CTYyAEHTa K
ONpe/IeIEHHBIM KapbepHbIM HampasieHusM B [T MOXHO MOMy4HTh, coyeTas
CTPYKTYPHUPOBAHHbBIE aKaJEMUUYECKHE I0Ka3aTeIu C HECTPYKTYpPHUPOBAHHBIMU
MOBEJICHYECKUMHU JIAaHHBIMH.

KonnenrtyanpHass CTpyKTypa HCCIIEIOBAaHMS BKJIIOYACT TPU OCHOBHBIX
KOMITOHEHTA: WHTErpalyio CHUCTEMbI, 00ydeHHe MOJeIu U cOop NaHHbIX. B
Ha0Op JTaHHBIX, OJTy4YeHHBIN ¢ riargopmel Beta Career, Bonuiu akajieMuueckue
nokazarenu (Hampumep, GPA, ouneHku 1o Kypcam), TIOBEIEHUYECKHE
XapaKTepUCTUKH (HallpUMep, ydacTue B Kiy0ax, JHAEPCKHE KadyecTBa) U
BHEydeOHass aKTMBHOCTh (HampuMmep, cepTu(dUKaThl M ydacTHE B XaKaTOHaX).
Jlnst obecrieueHus: HANEKHOCTH M YCTOMYMBOCTH MOJIETH HCTOJIb30BAUCH
METOIBI CTpaTu(UIMPOBaHHON 10-KpaTHOW KPOCC-BAHMIAIMKA TIOCJIE ATarloB
HOpMaJIM3alliK, KOAUPOBAHUS U 0TOOpA MPU3HAKOB.

CornacHO CpaBHUTEIBHOMY aHanu3y anroputMoB — Random Forest,
KNN, SVM, Gradient Boosting, Naive Bayes, Decision Tree, MLP wu
TabTransformer — namnyumme pesynbrarsl nokazan metoy Gradient Boosting.
Opnako Ha OoJiee MO3IHEM dTarne uccieaoBanuii cetu KomMoropoBa—ApHoibia
(KANS) mpoagemoHcTpupoBaiu eile 0ojee BBICOKYIO MHTEPHPETUPYEMOCTb U
CIIOCOOHOCTh K 0000IIeHHI0, OCOOCHHO mNpU paboTe C HEJIUHECHHBIMU
3aBUCUMOCTSIMU U OTPAaHUYCHHBIMUA HA0OpaMU JTAHHBIX.

Ha 3axmitountensHOM dTane npeayiokeHHast MoJieb Oblla MHTErpUpOBaHa
B minarpopmy Beta Career, dro T™O3BOJIWIO TMpeBpaTUTh €€ U3
HCCIIE0BATEILCKOTO IPOTOTUNA B MOJHOUEHHBIA MHCTPYMEHT aKaJIeMUYECKOTO
KOHCYJIbTUpOBaHMs. Takass wWHTerpamusi oOOeCleYrBaeT aHalu3 JaHHBIX
CTY/ICHTOB B pexumMe peanbHOro BPEMEHH, dbopmMupoBaHue
MEePCOHATIU3UPOBAHHBIX KapbEPHBIX PEKOMEHIAINI U cOOp 0OpaTHOM CBS3U s
o1ieHKH 3(PHEKTUBHOCTH MOJIEIH.

Takum o0Opazom, pa3paboTaHHbBIN bperiMBOpK co31aeT
CaMOOOyYaroIyocss aJanTUBHYI) CHUCTEMY KapbepHOIO KOHCYJIBTUPOBAHUS,
3aMbIKas MUK MEXIy MPOrHO3WPOBAHUWEM, MPUMEHEHHEM M OIIEHKOH. ITO
CIIOCOOCTBYET COIIACOBAHUIO OOpa30BaTeNIbHBIX PE3YyIbTaTOB C TPEOOBAHUSIMU
pBIHKA Tpyaa udpoBoii skoHoMukH KazaxcraHa.

IyOnmkanumn u BKkJIaa apropa: Pe3ynprarsl JaHHOUN AUCCEpTallU OTPAXEHBI B
CepUM HAy4YHBIX CTarel, JIEMOHCTPUPYIOUIUX TOCTYHaTelIbHOE pa3BUTHE
UCCJIeIOBAaHUN aBTOpa B O00JIACTH METOIOB MAIIMHHOTO OOy4YeHUs ISt



oOpa3oBaTebHON aHAJIUTHKH, IPOTHO3UPOBAHMUS MOBEJICHUYECKUX
XapaKTePUCTUK U MPUKIAJHOTO MOJICTUPOBAaHUS NaHHbIX. Kaxkmas myOnukarus
BHEC/Ia BKJaJ B (OPMHPOBAHHWE METONOJIOTHUYECKOW U SKCIIEPUMEHTAIBLHON
OCHOBBI IUCCEPTALMOHHOTO HCCIIEA0BaHUSI.

Cratbss «Development of Method to Predict Career Choice of IT
Students in Kazakhstan by Applying Machine Learning Methods» (Journal
of Robotics and Control, 2025, Scopus Q2) mnpeacTaBisieT KOMIUIEKCHOE
UCCIIEZIOBAaHNE aBTOPA MO MPOTHO3UPOBAHUIO KAaPbEePHBIX TPACKTOPUI CTYCHTOB
[T-nanpaBneHunii. ABTOp JUCCEPTAIIMU OCYIIECTBHI COOp, CTPYKTypHUPOBaHUE U
AHOHMMHU3ALMIO JaHHBIX 692 CTyIEHTOB, pealn30Bajl IOJHYI METOIUKY
oOyuyeHHUsI U CpaBHEHHUs aNropuTMOB MamuHHOro oOyuyeHusi (Random Forest,
KNN, SVM, Gradient Boosting, Decision Tree). MM BbITIOJIHEH CTaTUCTUYECKUH
aHaiu3, BU3yalM3alUs pe3yJbTaTOB W WHTEPHpPETAlMs B3aUMOCBSI3EH MEXKITY
aKaJeMUYECKUMH U TOBeJIeHYeCKUMH (akTtopamu. [anHas pabora oTpakeHa B
['maBe 4 («DxcriepuMeHTaIbHBIE PE3YIIBTATHI U 00CYKICHNUE») NTUCCEePTaLlUH, TIe
MIPUBEICHBI CPABHUTEIHHBIE METPUKH M AHAIUTUYECKUE BHIBOJIBI.

Crarpess «Development of a Hybrid Machine Learning Model for
Classification of Soil Types Based on Geophysical Parameters» (International
Journal of Innovative Research and Scientific Studies, 2025, Scopus Q2)
MOCBAIIEHA Pa3pabOTKe TUOPHIHONW MOJENH MAIIMHHOTO OOydeHms. ABTOP
JUCCepTallii  3aHUMAJICS.  OYMCTKOM, TNpeaBapUTENbHOW 00pabOTKOM U
ONTUMHU3ALIMEH TapaMeTPOB JaHHBIX, oOecmeuynBas WX KOPPEKTHOCTh st
oOydyenust mozenu. [lomydeHHBI ONBIT OBUT HKCMOIB30BAH MPH CO3JAHUH
WHMBUAYAJIbHOTO JaTa-nairiiaiHa, omnucanHoro B ImaBe 3 («Metojsl
UCCJIeI0BAaHUs U MIpeiBapuTeIbHast 00paboTKa JaHHBIX) ).

B crarbe «Intelligent Career Path Recommendations: Leveraging
Blockchain and Machine Learning» (IEEE SIST, 2025) Asrop nuccepraiuu
pa3zpaboTan apXUTEKTypy HWHTErpalli MOy MAIIMHHOTO OOy4YeHHUs C
OJIOKYEHH-CUCTEMOM C IIENbI0 MOBBIMICHUS MNPO3PavyHOCTH M JOCTOBEPHOCTH
JAHHBIX B KapbEPHBIX pekoMeHAausax. OH MpUHUMAJl Y4aCTHE B TECTUPOBAHUHU
MOJIETTM M CO3JIaHUU TPOTOTHUIA pacmpeneieHHor tuiaropmel. Pesynsrartel u
TEXHUYECKHE PEIICHUs JaHHOTO WCCIENOBaHUA OTpakeHbl B I[maBe 5
(«MaTerpanst W mpakTHYecKas peanu3anus Mojenu Ha tuiargopme Beta
Career»).

Crarbs «Identification of Key Features for Career Prediction through
Recursive Feature Elimination» (BectHux Ao6ait arsinnarsl Kaz¥I1V, 2025)
NPECTABISICT HCCIEIOBaHWE TIO0 OTOOpY MpPH3HAKOB. ABTOp JIUCCEpTAIllUU
npuMeHw1 MeTon Recursive Feature Elimination (RFE) njisi BBIABICHUS
HamOosee WH(MOPMATHUBHBIX MPEIUKTOPOB, MPOBET KOPPEISIMOHHBIA aHAIHU3
aKaJEeMUYECKUX M TIOBEJACHUYECKUX XapaKTEPUCTHK, a TakKe IOATOTOBUII
aHAIUTHYECKUE TaOnmuIpl U Tpaduueckue Marepuayibl. Pe3ynbTarsl JaHHOM
paboTel BKtoueHbI B [T1aBy 3 («Metoabl uccieqoBanus U 00paboTKa JaHHBIXY ),



e noapoOHO OMMcaH Mpolecc 0T0opa MPU3HAKOB U ONTUMHU3AIIMU [TapaMETPOB
MOJIEIH.

B cratbe «Detecting Anxiety and Depression from Social Media Text
by Applying Machine Learning Methods» (Bectnuk AI'A, 2025) Astop
JTUCCEPTAIlMN  3aHUMAJICA TMPEAoOpabOTKOM TEKCTOBBIX JIAHHBIX, BKIIOYAsS
TOKEHU3AIINIO, OYUCTKY U (POPMHUPOBAHKE MPU3HAKOBOTO MPOCTPAHCTBA, a TAKIKE
ydacTBOBaJI B OOyYeHHWH MoOJeIe KiIacCH(PHUKAIMM Ha OCHOBE METOIOB
MAIIWHHOTO oOyueHus. Pa3pabGorannsbie MIPUEMBI aHanusa
HECTPYKTYPUPOBAHHBIX TEKCTOBBIX JAaHHBIX ObUIM WHTETpUpOBaHbl B [TaBy 3
JUCCepTallii  NpU  TMOCTPOEHUM TNaiiuiaiiHa 0o0paOOTKM MOBEIEHYECKHUX
MPU3HAKOB.

Hakonen, pabora «Comprehensive Evaluation of Real-Time Object
Detection Algorithm Based on Extended Criteria» (Bectauk KazATK, 2024)
OblJla  TOCBSIIEHAa OIEHKE aJrOPUTMOB  KOMIIBIOTEPHOTO  3PEHHUS  C
pPACHIMPEHHBIMU KPUTEPUSIMU TOYHOCTH U CKOpPOCTH 00pabOTKU. ABTOp
JUCCEepTAllMM  y4acTBOBaJl B MPOEKTUPOBAHMM U TECTUPOBAHUU JIAHHBIX
aJITOPUTMOB, a TaKXE B aHAIN3€ BBIYUCIUTEIHHOU 3(D()EKTUBHOCTH (BpEMEHH
oOy4YeHHUs ¥ HWCTOJIb30BaHUS MaMsaTH). [lodydeHHbIN ONMbIT OB aJanTHPOBAH B
[maBe 5 («CpaBHUTENBHBIA aHAIU3 MTPOU3BOAUTEIBHOCTA MOJENEH»), UTO
YKPENUJIO METOJOJIOTMYECKYI0 OCHOBY JHMCCEPTAllMM B 4YacTH OLEHKHU
appexruBHOCTH Al-MOzENEN.

O0bem u  crTpykTypa  aucceprammu:  Jluccepramus — JIOTUYECKH
CTPYKTYpPHpOBaHa U COCTOUT U3 BOCAMHU OCHOBHBIX IJIaB, 32 KOTOPBIMH CIEIYIOT
NPUJIOKECHHsI, CIHUCOK JUTepaTypbl M 3akilodeHue. Takas CTpyKTypa
o0OecreynBaeT  MOCJEN0BaTeIbHOE  M3JI0KEHHE  TEOPETHUYECKUX  OCHOB,
METOJIOJIOTUYECKOTO JH3aiiHa, SMIUPUUYECKUX PEe3YyJIbTaTOB M MPAKTUYECKUX
pEeKOMEHaluii  uccieqoBaHusl. Bo BBEIEHMM paCKpPHIBAETCS  KOHTEKCT
UCCIIEZIOBAHUS B CUCTEME BbICIIEro oOpazoBaHus Ka3zaxcraHa, onpenensiercs ero
aKTyaJdbHOCTb, (OpPMYIMPYIOTCS ~ TeMa, LEeJdd, 3aJayd, TUIOTe3bl U
MHHOBALIMOHHBIE acHeKkThl jucceprauuud. O030p JUTEpaTypbl COAEPIKUT
KPUTHYECKHUI aHaJIN3 MPEIblIyIIUX HUCCIEOBAHHM, BBISIBISET CYIIECTBYIOLINE
Hay4HbIE MpPOOENbl, KOTOpbIe [aHHas paboTa CTPEMUTCS BOCIOIHHUTH, U
OXBAThIBAE€T TPY/bI, MOCBAIICHHBICE METOJaM MAIIUHHOTO OOY4YEeHHS, MOMACISM
MPOTHO3UPOBAHUS Kapbephl M TPHUMEHEHHI0 HCKYCCTBEHHOTO HWHTEIJICKTa B
oOpa3zoBaHuU. MeTOJ0J0rHsa OMUCHIBAET HA0Op [aHHBIX, BKIIOYarOmUid 692
aHOHMMH3UPOBAHHbBIE 3allMCU CTY/IeHTOB ¢ Tuardopmbl Beta Career Platform. B
TOW  [IaBe MOAPOOHO  M3JIOKEHBl  MPOLECChl  0TOOpa  MPHU3HAKOB,
npeBapuTeabHOM 00paOOTKM JaHHBIX M CTpareruil mojenupoBaHus. Taxxe
MPEJICTABIICHO CPABHUTEJIbHOE TECTUPOBAHME BOCHMHU AJTOPUTMOB MAIIMHHOTO
ooyuernuss Random Forest, KNN, SVM, Gradient Boosting, Naive Bayes,
Decision Tree, MLP u TabTransformer. B kadectBe ycoBepiieHCTBOBaHUS
npencrasineHa cetbh KommoropoBa—Apnonbaa (Kolmogorov—Arnold Network,



KAN), moBsImaromiasi Mpou3BOAUTEILHOCTh U HHTEPIPETUPYEMOCTh MOJIEIICH.
OO6muii o0beM AHCcepTalMM COCTaBIsAeT OKojo 123 crpanun, BkIodaeT 41
PUCYHOK, 6 Tabmui u 230 OubnuorpaduuecKkux MCTOYHUKOB, YTO OOECIICUNBACT
OalaHC MEXIy aHAJIUTHYECKOW CTPOTOCTHIO M HAMISAHOCTHIO MPEACTABICHUS
pe3ynpTaroB. Takasi CTpYKTypa TapaHTUPYET SICHOCTh, JIOTHYHOCTh U3JIOKEHUS U
BCECTOPOHHEE PACKPBITHE MOCTABICHHBIX IIEJIEH U UTOTOB MCCIICOBAHMUS.
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