
Architecture 
Montimage AI Platform (MAIP) provides users with easy access to AI services developed by 
Montimage, through a friendly and intuitive interface for interacting with the APIs. It provides 
a range of ML services, including extract features, build or retrain the model, inject 
adversarial attacks, produce explanations and evaluate our model using different metrics. 
Each of these services is exposed through dedicated APIs that can be accessed through the 
server, making it easy to integrate with other applications and systems. 
 

 

The above figure shows the architecture of our MAIP framework, that includes the following 
main components: 

●​ Data acquisition module collects raw traffic data from networks or IoT testbed in 
either online or offline mode. It can also use Cyber Threat Intelligence (CTI) sources, 
e.g., deployed honeypots, to learn and continuously train our model using attack 
patterns and past malware information in the database. 

●​ Data analysis & processing module employs our Montimage monitoring tool (MMT) 
to parse a wide range of network protocols (e.g., TCP, UDP, HTTP, and more than 
700) and extract flow-based features. Then, the restructured and computed data is 
transformed into a numeric vector so that can be easily processed by our AI model. 

●​ AI models module is responsible for creating and utilizing ML models able to classify 
the vectorized form of network traffic data for different purposes, such as user activity 
classification, malware detection in encrypted traffic or root cause analysis. 

●​ Adversarial attacks module injects various evasion and poisoning adversarial 
attacks for robustness analysis of our system. 

https://github.com/Montimage/mmt-probe


●​ Explainable AI module aims at producing post-hoc global and local explanations of 
predictions of our model. 

●​ Metrics module allows to measure quantifiable metrics for its accountability and 
resilience. 

●​ Defense mechanisms module provides countermeasures to prevent attacks against 
both AI and XAI models. 

Design & Implementation 

Implementation 
Overall our framework is designed with a server written in ExpressJS, that employs the MMT 
tool written in C for feature extraction and leverages popular Python libraries for DL and XAI. 
The client is built in React and accessible via Swagger APIs, offering users an intuitive and 
user-friendly interface to interact with the DL services. 
 
Current repository: https://gitlab.com/strongcourage/maip-app  

Server side 
 
We use Swagger APIs. So far 50+ APIs have been implemented. 

Client side 

Overall 
There are 3 modes corresponding to 3 existing AI-based applications: 

●​ Anomaly Detection: the current implementation focuses on this mode 
●​ Activity Classification: feasible, straight-forward (TODO) 
●​ Root Cause Analysis: (TBD) 

Ideally, users can select one or several application(s) they want to use. For instance, the 
combination of Anomaly Detection and RCA is useful to first detect malware attacks in IoT 
networks, then possibly to identify the root cause for quick remediation actions using MAIP. 

https://gitlab.com/strongcourage/maip-app


 

Models Page 
This page provides an overview about all built models and allows users to compare 
performance of 2 selected models. 
 

●​ The table shows a list of built DL models that can be sorted by the time we built 
them. 

 

 
 

●​ For each model, users can download it, rename it or copy its name. Users can view 
or download the training/testing dataset. Users can see in detail the build 
configuration. Furthermore, users can perform some actions on the model. 



 
 

●​ Users can compare two DL models based on the build configuration, model 
performance and confusion matrix. For instance, 2 models below use the same build 
configuration, except 2 training parameters representing number of epochs for CNN 
and SAE.  

 
 

●​ The results show that the right model with accuracy 0.94 has a better performance 
than the left one with accuracy 0.72. 

 
 



 

Dataset Page 
This page provides insights of the training/testing dataset using different tables and plots. 
 

●​ A quick glance of the dataset. 

 
 

●​ This table shows detailed descriptions of features. 

 
 

●​ A table contains different statistics of the feature, such as the number of unique 
values, number of missing values, mean, standard deviation, median, minimum, and 
maximum value. A histogram plot for each feature of the database shows the 
distribution of values in that feature. 



 
 

●​ The scatter plot represents the relationship between two features of a dataset, each 
data point as a circle on a two-dimensional coordinate system. The color of each 
circle represents whether the traffic was Malware or Normal. Malware traffic is 
denoted with the color blue, while Normal traffic is denoted with the color red. 

 
 

●​ The bar plot displays the frequency or proportion of a categorical feature. 



 

Build Page 
This page allows users to build a new DL model. For training/testing datasets, there are 2 
options: 

●​ Users can select existing analyzed reports generated by MMT monitoring tool 
●​ Users can upload new pcap files (TODO) 



 

Retrain Page 
This page allows users to retrain a model by using different training/testing datasets or 
training parameters to find the optimal hyper parameters or measure impact of adversarial 
poisoning attacks. 



 

Predict Page (TODO) 
This page allows users to predict a network traffic is benign or malware in both online and 
offline mode using existing models. 
 

XAI SHAP Page 
This page allows users to obtain SHAP explanations via SHAP feature importances plot 
which displays the sum of individual contributions, computed on the complete dataset. 



 
 

 

XAI LIME Page 
 
This page allows users to obtain LIME local explanations via local interpretability plot which 
displays each most important feature's contributions for this specific sample. The bar plot 
shows predicted probability for the selected sample. 



 

 

Attacks Page 
This page performs some adversarial attacks against the model. Currently we support 3 
poisoning attacks: 

-​ GAN-based poisoning attack 
-​ Random swapping labels attack 
-​ Target labels flipping attack 

 
Here we perform the target labels flipping attack with the poisoning rate 20% and the target 
label “Malware traffic”. 
 



 
 

●​ Clearly, the number of “Malware traffic” labels of the poisoning training dataset must 
be bigger than one of the original dataset.  

 

Metrics Page 
This page provides different accountability and resilience metrics of a model (some metrics 
are proposed in WP2 of the SPATIAL project). 
 

●​ Cutoff prediction probability is a fixed probability value above which the model will 
classify a sample as positive. For example, if the cutoff prediction probability is set to 
0.5, the model will classify any sample with a predicted probability of belonging to the 
positive class greater than 0.5 as positive.  



●​ Cutoff percentile is defined as the point on the predicted probability distribution above 
which the model will classify a sample as positive. For example, if the cutoff 
percentile is set to 90%, the model will classify any sample with a predicted 
probability of belonging to the positive class greater than the 90th percentile as 
positive. 

 
 

●​ This table shows a list of various model performance metrics for each class. 

 
 

●​ The confusion matrix shows the number of True Negatives (predicted negative, 
observed negative), True Positives (predicted positive, observed positive), False 
Negatives (predicted negative, but observed positive) and False Positives (predicted 
positive, but observed negative). For different cutoff values, you will get a different 
number of False Positives and False Negatives. This plot allows you to find the 
optimal cutoff. 



 
 

●​ This classification plot shows the fraction of each class above and below the cutoff. 

 
 

●​ The precision plot shows the precision values binned by equal prediction 
probabilities. It provides an overview of how precision changes as the prediction 
probability increases. 



 
 

●​ Currentness metric measures the time of executing different XAI methods compared 
to the time of executing AI models. Obviously, SHAP’s currentness score is much 
bigger than LIME’s score as SHAP process is usually very slow. 

 
 

●​ Impact metric shows difference between the original accuracy of a benign model 
compared to the accuracy of the compromised model after a successful poisoning 
attack. 



 

Defense Page (TODO) 
This page aims to apply some defense mechanisms to prevent attacks against both AI and 
XAI models and improve robustness of our models. 

AI Reports Page (TODO) 
This page aims to provide an AI report (in html, pdf, etc) to users using a predefined 
template. It should contain all information, insights, tables, plots, explanations and metrics 
that MAIP can produce for a specific model. 
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