
So-called "power-seeking AI" could pose one form of AI risk, but it is not the only type of AI that 
could potentially cause catastrophe. Catastrophic scenarios that don't involve power-seeking 
AIs include: 

●​ AIs that take harmful actions due to specification gaming or goal drift, without explicitly 
seeking power.  

●​ Some uses of AI by reckless or malicious human actors. 
 
Furthermore, society's trend toward automation, driven by competitive pressures, is gradually 
increasing the influence of AIs over humans. Hence, the risk does not solely stem from AIs 
seizing power, but also from humans ceding power to AIs. 
 

Alternative phrasings 
●​  

 

Related 

●​  What are power seeking theorems?
●​  Why might a superintelligent AI be dangerous?

 
 

Scratchpad 
While 

https://docs.google.com/document/u/0/d/1Nd0RpHseB7rnfvQ2o7rlNxEpwEA5WgKNBdwNh9sXu1w/edit
https://docs.google.com/document/u/0/d/1DYqTDB2RhRvgcNX4lPdNGnFOnIlLPQ4WgKlO5FIF9bo/edit
https://en.wikipedia.org/wiki/Instrumental_convergence#Goal-content_integrity
https://docs.google.com/document/d/1YKA4i_3rfMMGrWLtvzNy9IplYgS4Ialdc6f-Rfu-CBg/edit
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