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What goes in the ESR statement?

Describe the ethical challenges and possible negative societal risks of the proposed research, and
how you will mitigate them. We strongly suggest the following organization for each risk:

Description: what is the risk? Think about what happens when this research leaves the lab and
becomes commercialized outside of your direct control, or when your study gets publicized
and turned into public policy. (e.g., "The algorithm may be used to discriminate against
low-income students")

Mitigation principle: what principle should researchers in your field follow to mitigate this risk
in their work? (e.g., "We follow a principle that public policy algorithms should be audited



against minoritized groups prior to publishing, and that audit be included in the research

article!)

e Research design: describe how that mitigation principle is instantiated concretely in your
proposed research design. What commitments are you making? (e.g., "We will implement our
sensing algorithm locally on the user's device, and advocate for this privacy approachin
papers and public talks about this work.")

We suggest no more than one page as a starting point, as a supplement to your grant proposal. The
ESR panel will read both the grant proposal and the ESR statement. We of course do not expect that
all of the ethical considerations for your project can be described in one page. The ESR statement
kickstarts an iterative process, and the ESR may ask for additional conversation in reaction to what
you wrote. If you need more space in the initial statement, email landay@stanford.edu (James Landay,
HAI Seed Grants) and msb@cs.stanford.edu (Michael Bernstein, ESR).

What are common risks and mitigations included in ESR

statements?

The ESR has worked with over 70 proposals in collaboration with HAI. By analyzing previous projects
and ESR responses, we have identified the most common set of topics that researchers and the ESR
raise. We suggest that you think about whether each of these categories are salient risks for your

project:

Risk

Example Principle

Example Mitigation

Representativeness
Insufficient or unequal
representation of data,
participants, or intended user
population

Example: data collection
process for a wellbeing sensing
algorithm would undersample
low-income populations

Algorithm training data and
evaluation should include
communities likely to be
impacted by the algorithm

Commitment to explicitly
recruit low-income individuals
to ensure that their datais
included in the training, and
that their voices are heard in
the evaluation

Diverse design and deployment
Incorporating relevant
stakeholders and diverse
perspectives in the project
design and deployment
process

Example: an algorithm for

Algorithms for social choice
should directly consult with
stakeholders who would be
impacted by their deployment

Commitment toinclude a Pl on
the project who brings
expertise on experiences in
education from historically
disadvantaged groups

Commitment that the
researchers will engage in
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fairer school choice not
consider the voice of those
historically disadvantaged by
school choice mechanisms

stakeholder discussions or
participatory design processes
with members of historically
disadvantaged groups

Dual use

The technology being co-opted
for nefarious purposes or by
motivated actors

Example: algorithmic sensing
advances might be co-opted by
authoritarian governments or
employers for surveillance

Sensing algorithms should
place control in the hands of
those being sensed

Commitment to develop an
architecture where the sensing
algorithm operates on the
user's device and keeps all data
local

Commitment to use the "bully
pulpit" of Stanford researchers
to describe the importance of
this architecture in papers and
talks about the research

Harms to subgroups

Harms to populations that
could arise following from the
research's success or
translation into policy

Example: teacher job loss due
to better education algorithms

Educational interventions
should be designed as
amplifying teachers' abilities,
rather than replacing teachers

Commitment to designing the
algorithm in a way that
requires teacher input and
oversight

The ESR is not the IRB, and focuses on different issues

Institutional Review Boards (IRBs) are prohibited from considering ethical and societal risks that
impact human society rather than human subjects. As the U.S. Common Rule (§46.111) states, “The
IRB should not consider possible long-range effects of applying knowledge gained in the research
(e.g., the possible effects of the research on public policy) as among those research risks that fall
within the purview of its responsibility.” The ESR exists because much Al research does not directly
involve human subjects, and thus is outside of IRB purview, but does impact human society.

Do not discuss issues that should be in IRB scope in your ESR statement: those issues will be
reviewed by the IRB when you submit your human subjects protocol. Any risk directly impacting
participants in your research, such as data privacy, physical harms, or fair wages for participants in
your studies, is not relevant to the ESR. In contrast, the ESR is interested in privacy, harms, and wages
that will arise after this research leaves the lab.

IRB

ESR

Focus

Risks to human subjects

Risks to human society




Time Risks arising during the research (e.g., | Risks arising after the research is
during the study) complete (e.g., during wider
deployment or commercialization, in
public policy)
Example risks Privacy for participants Privacy for those using the algorithmin
Impacts on study population during industry or civil society
the study Impacts on marginalized groups after
Participant payment deployment
Impacts on wages and jobs

Example ESR statements

Please do not share these examples further: the Pls have agreed to share them with others at
Stanford, but do not want them to be public documents. Thank you!

You can find example proposals and their ESR (previously "ERB") statements in this Google Drive
folder, which is restricted to @stanford.edu Google accounts.

Why are we doing this?

Artificial intelligence (Al) research is routinely criticized for its negative impacts on society. We lack
adequate institutional responses to this responsibility: Al research often falls outside the purview of
existing research mechanisms such as the Institutional Review Board (IRB), which are designed to
evaluate harms to human subjects rather than harms to human society. In response, we have
developed Ethics and Society Review (ESR), a feedback panel that works with researchers to mitigate
negative ethical and societal aspects of Al research. The ESR serves as a requirement for funding:
researchers cannot receive grant funding from HAI until they complete the ESR process for the
proposal. We have run the ESR process across over 40 proposals so far.

What's the process?

HAI will first conduct its academic merit review on the proposals. Once it decides which ones it would
like to fund, HAI will forward the proposals and their accompanying ESR statements to the ESR. A
panel of ESR members will read the statements alongside the original grant. The ESR may send
written feedback or schedule a conversation. The ESR can also help connect projects to collaborators
or stakeholders if needed or requested. The ESR's goal is to help guide the conversation, and bringin
experts to help expand the horizon of foreseeable harms and how to mitigate them. If a case does
arise where the Pls and ESR cannot align on an approach, the case will be turned over to HA
executive leadership for a final decision. The goal of the ESR is to act as a coach, not a reviewer.



https://drive.google.com/drive/folders/1C0pYP5vL-Ufs4AB6-nYSY4SYQWTg5QHh?usp=sharing
https://drive.google.com/drive/folders/1C0pYP5vL-Ufs4AB6-nYSY4SYQWTg5QHh?usp=sharing

Please direct any questions to ethicssocietyreview@lists.stanford.edu.
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