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Background

TiKV stores three copies of all data through the Raft consistency protocol. Therefore, after
any TiKV process abnormally exits, TiKV can continue to provide services, and as long as
the abnormally exited node restarts, it can be added to the cluster normally. However, for VM
users on the cloud, after any VM hangs, all data on the disk is lost, so TiKV needs to make
up copies for the hung nodes. This process requires a lot of CPU and 10 resources, and
needs to cost a long time. It is best to store data in cloud disks such as EBS or S3 provided
by cloud vendors with high availability services. Since the cloud disk itself has high
availability functions, TiKV does not need to be maintained for cost savings. Three copies of
data, and only one is needed. Our TiKV has supported single copy. However, in the case of
single copy, the data written by the user must be written not only to kvdb, but also to raftdb,
which makes the performance of TiKV worse compared to other single copy databases. This
article discusses that in the case of a single copy, the logs in Raft do not need to be
persisted, so as to save system resources and ensure data accuracy and consistency.

Optimization

We can divide data of a TiKV node into 4 parts as follow:

1. Appended but not committed.

2. Committed but not applied.

3. Applied but not persistent.

4. Persistent.
Among them, the data of 2 and 4 are collected as a complete set of data that the user has
written successfully and will not be lost. When the user has only one replica, any write
request will be immediately agreed within the Raft Group and become committed (that is, 1
will be converted to 2 immediately). Therefore, we don't actually need to persist this part of
the log on disk, because as long as the user's part of the data is applied to the state machine
and persists, and then push truncate_index (that is, 3 will immediately change to 4), then
TiKV can be based on truncate_index when restart Restore the complete data.



Schedule

TiKV needs to moves regions between nodes to balance load and data. In the current
situation, TiKV will add a learner replica , then promote the learner to follower, and finally
assign the current leader to give way to this new follower. For this solution, this means that
some regions will temporarily have two copies, so when the leader detects that he has two
copies (whether the other copy is a learner or follower), he must persist the log entries of
Raft , which degenerates into double-writing raftdb and kvdb.

Other Works
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