CS685 Quiz 6: retrieval + efficient Transformers
Released 10/26, due 10/29 on Gradescope (please upload a PDF!)
Please answer both questions in 3-4 sentences each.

1.

You decide to create a purely retrieval-based model for the task of story generation.
First, you use an enormous amount of computation to embed every single sentence in
the Common Crawl into a vector with BERT (assume there are billions of sentences).
Then, given a writing prompt (e.g., this one), you will retrieve the most similar sentence
in your giant datastore using an approximate maximum inner product search. You'll
concatenate this sentence to your prompt and then repeat the previous step to retrieve
another sentence, and continue repeating until you feel your story is long enough. What
are some potential issues with this setup?

You implement a 16-layer Transformer language model with /ocal attention, in which
each attention head in each layer is constrained to look at just the preceding 256
positions. The training inputs to your model are 10000 tokens long. Does the final layer’s
representation at position 9999 of the model include any information about the token at
position 1?


https://www.reddit.com/r/WritingPrompts/comments/px7qci/wp_youve_never_felt_the_same_after_learning_morse/
https://github.com/facebookresearch/faiss

