
ILINA 4.0. Seminar Schedule & Syllabus  

Introduction  

AI is developing rapidly and could pose catastrophic risks to human safety. This course is 

designed to introduce participants to the field of AI safety governance and then, briefly, to 

foundational aspects of high-quality social science research. With regards to AI safety 

governance, the selected topics are meant to capture the most consequential ideas, policies, 

voluntary commitments, standards and laws that have been pitched, debated or adopted in 

the last 2 to 3 years. Apart from the topics listed, we’ll consider some cross-cutting 

questions, including: (i) What kind of regulatory vehicles are the most promising? (ii) What 

does fairness require in the context of AI safety? (iii) How are geopolitical dynamics 

influencing the paths that are available? etc. There is no specific jurisdictional focus but we 

will most frequently refer to the US and the EU. Some of the topics may at first glance 

appear to be too legal. If you haven’t studied law, don’t let this worry you – the class 

discussions will be structured to ensure that the broader policy considerations and 

underlying logic (which are in my view the most important aspects of legal reasoning 

anyway) matter a lot more than legal technicalities. For the research classes, topics are 

selected to cover what I consider  the most essential concepts that rookies ought to learn. 

Ultimately, I hope that participants will come out of the seminar super equipped to go on 

and make an important mark in AI governance.  

~ Cecil Abungu 

 

How to make the most of this syllabus  

●​ Don’t ask AI to summarize the readings for you from the outset – Read for yourself 

first.  

●​ Where page numbers are not specified, please read in full.  

●​ Use the content in the bullet points that appear before the list of videos or readings 

to guide your study.  

●​ Make notes as you study, and frequently pause to find out more about the terms and 

ideas that you don’t fully understand (by asking AI to explain, for example). 

●​ Try to generate your own opinions during and after studying the material.   
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Overview of classes  

Part I: AI safety governance classes  

-​ Week 1 (May 23/ May 24): Understanding computers and coding  

-​ Week 2 (May 30/ May 31): Introduction to artificial intelligence and deep learning  

-​ Week 3 (June 6/ June 7): Could frontier AI lead to catastrophic risks? From a moral 

standpoint, why would that even be a problem? 

-​ Week 4 (June 13/ June 14): How leading companies have tried to address AI safety 

issues at a high level 

-​ Week 5 (June 20/ June 21): AI audits and evaluations  

-​ Week 6 (June 27/ June 28): How much evidence is enough for stricter rules to be 

imposed? On whom should the onus lie? 

-​ Week 7 (July 4/ July 5): Governing compute and training data  

-​ Week 8 (July 11/ July 12): The information challenge  

-​ Week 9 (July 18/ July 19): The liability challenge  

Part II: Research classes  

-​ Week 10 (July 25/ July 26): Understanding social science research at a high level + 

how AI is changing how it’s done   

-​ Week 11 (August 1/ August 2): Deciphering the right questions to ask  

-​ Week 12 (August 8/ August 9): Reviewing the evidence, writing up your work, getting 

it out there, promoting it  

 

Detailed breakdown of classes  

Part I: AI safety governance classes 

Week 1: Understanding computers and coding  

●​ What is a computer? 

●​ How does a computer work? 

●​ Introduction to coding  

●​ Practical demonstration  

Mandatory:  

1.​ Watch: Early Computing: Crash Course Computer Science 1 

2.​ Watch: Electronic Computing: Crash Course Computer Science 2 
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https://www.youtube.com/watch?v=O5nskjZ_GoI&ab_channel=CrashCourse
https://www.youtube.com/watch?v=LN0ucKNX0hc&ab_channel=CrashCourse


 

Week 2: Introduction to artificial intelligence and deep learning  

●​ What is AI?  

●​ Machine learning basics 

●​ Deep learning  

●​ Practical demonstration  

Mandatory:  

1.​ Watch: What is Artificial Intelligence? Crash Course AI 1 

2.​ Watch: What is Machine Learning? IBM Technology 

3.​ Watch: But what is a neural network? 3Blue1Brown 

Suggested: 

1.​ Read: Why the Godfather fears what he’s built – Joshua Rothman 

 

Week 3: Could frontier AI lead to catastrophic risks? From a moral standpoint, why would 

that even be a problem?  

●​ What are ‘risks to human safety’?  

●​ In what ways could frontier AI pose risks to human safety?    

●​ Could the idea that frontier AI will pose risks to human safety be overstated?  

Mandatory: 

1.​ Read: The Alignment Problem from a Deep Learning Perspective – Richard Ngo et al 

2.​ Read: AI Safety Summit Discussion Paper – DSIT – page 15 to 29  

3.​ Read: 10 arguments that AI poses an x risk – Katja Grace and Nathan Young 

Suggested: 

1.​ Read: Measuring AI long-task capability – METR   

2.​ Read: Alignment faking study and responses  

-​ Anthropic study 

-​ Summary of the study – Sourav Hun  

-​ Nuanced response – Jan Leike 

3.​ Read: Why Global South Countries Need to Care about Advanced AI – Cecil Abungu 

et al   

4.​ Read: Six thoughts on AI safety – Boaz Barak 
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https://www.youtube.com/watch?v=a0_lo_GDcFw&ab_channel=CrashCourse
https://www.youtube.com/watch?v=9gGnTQTYNaE&ab_channel=IBMTechnology
https://www.youtube.com/watch?v=aircAruvnKk&ab_channel=3Blue1Brown
https://www.newyorker.com/magazine/2023/11/20/geoffrey-hinton-profile-ai
https://arxiv.org/pdf/2209.00626
https://assets.publishing.service.gov.uk/media/65395abae6c968000daa9b25/frontier-ai-capabilities-risks-report.pdf
https://www.lesswrong.com/posts/r5rfmZBmj2w4eCh7Q/ten-arguments-that-ai-is-an-existential-risk
https://metr.org/blog/2025-03-19-measuring-ai-ability-to-complete-long-tasks/
https://www.anthropic.com/research/alignment-faking
https://medium.com/@souravhun/alignment-faking-in-large-language-models-9a43e6e5bfb8
https://www.alignmentforum.org/posts/PWHkMac9Xve6LoMJy/alignment-faking-frame-is-somewhat-fake-1#comments
https://www.cigionline.org/publications/why-global-south-countries-need-to-care-about-highly-capable-ai/
https://windowsontheory.org/2025/01/24/six-thoughts-on-ai-safety/


5.​ Read: Arvind Narayanan and Melanie Mitchell Discuss Artificial and Human 

Intelligence – CITP Blog  

 

Week 4: How leading companies have tried to address AI safety issues at a high level 

●​ Corporate structuring to ensure AI is developed responsibly  

●​ Development and implementation of responsible scaling policies  

●​ Can we trust these companies?  

Mandatory: 

1.​ Read: The governance of AI companies: Reconciling Purpose with Profits – Paul 

Oudin and Teodora Groza – page 1 to 22  

2.​ Read: On preparedness frameworks generally – Federation of American Scientists  

3.​ Read: FLI study – IEEE summary 

4.​ Read: Google breaks its promises – Shakeel Hashim 

Suggested: 

1.​ Read: Safety and security committee – Jenna Baron  

2.​ Read: AI is testing the limits of corporate governance – Roberto Tallarita  

3.​ Read: On responsible scaling policies – Zvi Mowshovitz 

4.​ Read: What AI labs can learn about self-regulation – Nicholas Caputo  

5.​ Read: OpenAI ditches plan to convert to for-profit business – George Hammond and 

Cristina Criddle  

6.​ Read: Activating AI safety level 3 protections – Anthropic 

 

Week 5: AI Audits and evaluations  

●​ How AI audits and evaluations work  

●​ The technical and governance gaps in AI audits and evaluations  

Mandatory:  

1.​ Read: Under the Radar Report – Ada Lovelace Institute – page 19 to 96  

2.​ Read: Challenges in red teaming AI systems – Anthropic  

3.​ Read: Short preview of key questions in new Berkeley course on AI evals – Ben Recht 

Suggested: 

1.​ Read: An Institutional View of Algorithmic Impact Assessments – Andrew Selbst – 

page 119 to 127  
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https://blog.citp.princeton.edu/2025/04/02/a-guide-to-cutting-through-ai-hype-arvind-narayanan-and-melanie-mitchell-discuss-artificial-and-human-intelligence/
https://blog.citp.princeton.edu/2025/04/02/a-guide-to-cutting-through-ai-hype-arvind-narayanan-and-melanie-mitchell-discuss-artificial-and-human-intelligence/
https://download.ssrn.com/2025/3/14/4972751.pdf?response-content-disposition=inline&X-Amz-Security-Token=IQoJb3JpZ2luX2VjECAaCXVzLWVhc3QtMSJHMEUCIE%2BDcQS92R06aVuWN4dc755iLq4G4I7X%2B8UF7Io89%2FLnAiEA9jCrSmTFERhxAav9DjPDg1yhYA0wTosrls6%2F6eV%2FllQqxwUIiP%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FARAEGgwzMDg0NzUzMDEyNTciDFBhoMDFmAH9YKpXzSqbBfCDgT%2FC%2FHyPn1fkM2t38IG6zwRhVeTZGcm75D01KLgmLAdHW7ND%2B208br2p%2FdK3Zrwk2LjdLHvWmec0PKLm4NQttJ8ys5EJpLtgDesViDTkINepG22IQVlc1b1MvjF0kwC3E1RiE1oeuxrGtieZuY93uJWyVk%2BHcBgIi2N6VMMPqIyJ7zj4v1V6uDAmT2SoDTkAVj5YQJroj99ppSvt8z3SCgKJsxFQpm2ViZMbtzaRSg5Zfeytg24EsFyWA301wuW8IwFHUumESNBz2xaqW2WXyZLzCdK5br3oKY4aWcIwjaoisQgSkDEY950Ywl9DAV92d%2BNi2D%2Bu0WwHT6jBKPP7PA3I%2BUuqeumDGaUneXQcdmCh6xUVDHfwHrkvmUFx9eaJnZDqKCdpgSSwsSA5VSFSRDFOgUYLFRjuErRCEWCoEv96%2F66shIPeTMtfOkrKEdIltwYeSbsUptu%2B59hntKTHvnP8kZnKMPDgPkp4eZdhWMjl%2BP%2BaDVWKKiWAPmQALXvPlHwMkT4iTvqCvLskx334JNiqSmSVBdPZOusitcthQb0TUeWDZeIdRHikhOf3FcgxkjEdy1Xmkiwy9yGhsvUzK9bMZSkXid2ghwToTLeR5ZUWvopUKOzs21VfYe3o1icT0l8QiJ35zxIMc6QGtrGZvSESx%2FO6LM2IMb%2FBRtnNkXhjk8xFvJnMXvDVQEvlpZGuVBJMby4AUbOHWqvkxasEYo5XKBt7GR5VThQ9%2BstseN3ySMny1by1aEU3y6wCn4KDYD9rb5IbySsYOQyD%2FCE7%2BzS%2Bv7%2FJSXXnoD%2Fk7zzOcsiLC3tls%2BuOqDdHgmhXvVvBNEwN58ayer6D1fWFc0XkNs1UWXxbcFd4glgzBaYfRZ2YRHIOer%2Fb5XYwhuCjvwY6sQEZfh93xfcnqJksMPluGmX%2FFxET03wRU7ieumYroHNj68C%2BYsj49JGBPJN3Kn4gH7IwkjwE5iHfepPceL5zTVR%2FSUk%2BzJrRUfvEpjyEJFKnSGrHWsZWJoviYK8xSWA%2F7oL8RsjzwoCNq9cPqsVZcLZV%2BC6QxK0ioQE8faOGih0DgG96Klr19yPUzzaEA4NbOwHlN6k0h50Kt8IAVc0CQyKwN1WTh0hyYm8Z9a1VmLv0%2BiE%3D&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Date=20250330T082554Z&X-Amz-SignedHeaders=host&X-Amz-Expires=300&X-Amz-Credential=ASIAUPUUPRWEYYH6O5EM%2F20250330%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Signature=ee2337291b654efeb3014710042309cff69e771566e974c69d161be6ffed1f08&abstractId=4972751
https://fas.org/publication/scaling-ai-safety/
https://spectrum.ieee.org/ai-safety#:~:text=Future%20of%20Life%20Institute
https://www.transformernews.ai/p/google-breaks-its-promises
https://sdtimes.com/ai/openai-announces-changes-to-its-safety-and-security-practices-based-on-internal-evaluations/#:~:text=Back%20in%20May%2C%20OpenAI%20announced,its%20findings%20to%20the%20board
https://hbr.org/2023/12/ai-is-testing-the-limits-of-corporate-governance
https://thezvi.substack.com/p/on-responsible-scaling-policies-rsps
https://www.lawfaremedia.org/article/what-ai-labs-can-learn-from-independent-agencies-about-self-regulation#:~:text=Nine%20years%20ago%2C%20OpenAI%20was,by%20a%20%2057%20new
https://www.ft.com/content/9a1e68d6-0a84-40bc-9085-0c8fb7c0f598
https://www.anthropic.com/news/activating-asl3-protections
https://www.adalovelaceinstitute.org/wp-content/uploads/2024/09/Ada-Lovelace-Institute-Under-the-radar-230924.pdf
https://www.anthropic.com/news/challenges-in-red-teaming-ai-systems
https://www.argmin.net/p/machine-learning-evaluation
https://download.ssrn.com/22/01/19/ssrn_id4012919_code1328346.pdf?response-content-disposition=inline&X-Amz-Security-Token=IQoJb3JpZ2luX2VjELv%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FwEaCXVzLWVhc3QtMSJHMEUCIQDiYBDP%2FW%2FjjjtEl0HR%2BBSpqtizuNvUV%2F240AzSPHKCWgIgcrSioSnjEjd63%2FAW1aKVifRYYpTHTJ2MhwlkP81jGs0qvgUINBAEGgwzMDg0NzUzMDEyNTciDGCmgDiB%2BDhRKEllaCqbBVhgidu3alJ34Pe8MAyF7LVLryV3TWgLDdaht06E9DwyddIfi9q0C9utqrBwclC65aQ6eABgzdrYRPipZJkNEs0udB0NvNiEhjbDmAGj5IcD2My7ndUbYUgOrbJRCmFLE8ZyK%2FSPp4IC0hMZsVu3d4%2FxR%2FFbMJ6JhbHtW1bEzfKrJN31UBQ1nhsB%2BESZ0So59AaT1h5olx89YwUPxbNoi7%2FoKgftP9L2gUWLfoER1WElEaPmg31ZBUvg6paQVkIk0iShosS9AzT8lW8TJFkD7V7haTespOTaHBEGZzzZ4M8oP9z8UB6%2Fv6JzQZlCFVzgAJQjtz3rvt5T21uwJwlQ5b1eVH%2F40fFZ1STV7xYBBUHIZpX9ZJEJ7l3JTpxhUPXucnA4NT0mEOJoAp%2BsbD00eQZcvcusF76FmJ2ObzW1Dwju%2Fq%2B58ZbnAD665u6NkSepG%2B9ZTel%2F%2BDkQsrYm2jUYuXr28f3Xwejid1GMVCGOc0vSjG3UKhtN9xDn1Ku36CoJxC0TIfEb74xcAOj%2BToNRmAdpRhrrRd0T0%2BwD5%2BBccmGaKG4TpXQ%2Bv560rsaK66vIemSaAFhHziQmzhrugmTM67%2Fs6cWU4JVRATmkquJ4CsUcBwUs%2FuYNmOIYW4SZerqxMNa4AJsQF45tlnq7J1kXCzxoqhlWlHFeU%2BS3%2BZvWLJ7ZmwKtV%2BemUd0NJYiGn2Pf%2BwoDsg%2BSf2Fl%2F%2FN6IcJSThDOqkkbGYdnqsRUSR7pI9MKBPcvQ%2FeA9q8rfVEFKdOsZyvGeLvV0u0PDlFF9sCBQuj8HHE6d7r3Tq50IWnTa9bie8VqYg%2FYziq%2FpYqpQUJQRte5mQq8tg3kSBzcjImnSo%2BrFXJtRcP3NLieObXspHQnuunfwLVJ4cgKXaIwjf3FvwY6sQF0d3idyRYAl1hEbzPx1Bt8tSrp3FQk9NZ5wSa319B98uGDtJfOV2a1vRVdKcFj5xuZPSNnq4CWO9Ne5LlMdy3tSGvWV8W%2FMceRkc77xQT9953G10dMe%2BiWK2YFL4T7lDGnhCSMCzE1hSAQf9ARjo%2FcAVocwxapDwfSgfpY6EAOR7KaLk%2Fe4%2F90VnaWzF65R7ABYtcE9DLcZ4cGlcvKZEFNbdsZoPRSTZY2ClswgPC6PbM%3D&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Date=20250405T190836Z&X-Amz-SignedHeaders=host&X-Amz-Expires=300&X-Amz-Credential=ASIAUPUUPRWEWPGBVKVR%2F20250405%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Signature=28b1d01abe1b35a3bbc96f4f340d7f68d2dd46a4a14d2f21c7ede956139d329c&abstractId=3867634


2.​ Read: Reasons to doubt the impact of AI risk evaluations – Gabriel Mukobi 

3.​ Read: The way we evaluate AI model safety might be about to break – Lynette Bye 

4.​ Read: Big Four firms race to develop audits for AI products – Ellesheva Kissin 

 

Week 6: How much evidence is enough for stricter rules to be imposed? On whom should 

the onus lie? 

●​ The current state of affairs generally (ie. the common rules and institutions in 

existence) 

●​ The problem   

●​ Safety cases  

Mandatory: 

1.​ Read: Pitfalls of evidence-based AI policy – Stephen Casper et al 

2.​ Read: The International Obligation to Regulate Artificial Intelligence – Bryan Druzin et 

al – Page 3 to 9; page 21 (where Part II starts) to 35 

3.​ Read: Safety cases for frontier AI – Marie Davidsen Buhl et al  

 

Week 7: Governing compute and training data 

●​ What does it mean to govern compute? 

-​ Controlling access to high-end GPUs 

-​ Monitoring and reporting requirements  

●​ Can training data be governed in any consequential way?  

●​ Why might these be useful from an AI safety perspective?  

●​ What are the downsides?  

Mandatory:  

1.​ Read: Compute governance literature review – Sophia Jarvis  

2.​ Read: Nonproliferation is the wrong approach to AI misuse – Helen Toner  

3.​ Read: Article 10 (1)-(5), EU AI Act; Article 53 (1) (a)-(d) of the EU AI Act 

Suggested:  

1.​ Read: Computing Power and the Governance of Artificial Intelligence – Girish Sastry 

et al  

2.​ Read: With its latest rule, the U.S. tries to govern AI’s global spread – Sam 

Winter-Levy 
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https://arxiv.org/pdf/2408.02565
https://www.transformernews.ai/p/the-way-we-evaluate-ai-model-safety
https://www.ft.com/content/5e4e2e51-3b69-48c7-a109-c3b667295d7f
https://arxiv.org/pdf/2502.09618
https://download.ssrn.com/24/04/18/ssrn_id4799195_code878060.pdf?response-content-disposition=inline&X-Amz-Security-Token=IQoJb3JpZ2luX2VjELv%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FwEaCXVzLWVhc3QtMSJHMEUCIQDiYBDP%2FW%2FjjjtEl0HR%2BBSpqtizuNvUV%2F240AzSPHKCWgIgcrSioSnjEjd63%2FAW1aKVifRYYpTHTJ2MhwlkP81jGs0qvgUINBAEGgwzMDg0NzUzMDEyNTciDGCmgDiB%2BDhRKEllaCqbBVhgidu3alJ34Pe8MAyF7LVLryV3TWgLDdaht06E9DwyddIfi9q0C9utqrBwclC65aQ6eABgzdrYRPipZJkNEs0udB0NvNiEhjbDmAGj5IcD2My7ndUbYUgOrbJRCmFLE8ZyK%2FSPp4IC0hMZsVu3d4%2FxR%2FFbMJ6JhbHtW1bEzfKrJN31UBQ1nhsB%2BESZ0So59AaT1h5olx89YwUPxbNoi7%2FoKgftP9L2gUWLfoER1WElEaPmg31ZBUvg6paQVkIk0iShosS9AzT8lW8TJFkD7V7haTespOTaHBEGZzzZ4M8oP9z8UB6%2Fv6JzQZlCFVzgAJQjtz3rvt5T21uwJwlQ5b1eVH%2F40fFZ1STV7xYBBUHIZpX9ZJEJ7l3JTpxhUPXucnA4NT0mEOJoAp%2BsbD00eQZcvcusF76FmJ2ObzW1Dwju%2Fq%2B58ZbnAD665u6NkSepG%2B9ZTel%2F%2BDkQsrYm2jUYuXr28f3Xwejid1GMVCGOc0vSjG3UKhtN9xDn1Ku36CoJxC0TIfEb74xcAOj%2BToNRmAdpRhrrRd0T0%2BwD5%2BBccmGaKG4TpXQ%2Bv560rsaK66vIemSaAFhHziQmzhrugmTM67%2Fs6cWU4JVRATmkquJ4CsUcBwUs%2FuYNmOIYW4SZerqxMNa4AJsQF45tlnq7J1kXCzxoqhlWlHFeU%2BS3%2BZvWLJ7ZmwKtV%2BemUd0NJYiGn2Pf%2BwoDsg%2BSf2Fl%2F%2FN6IcJSThDOqkkbGYdnqsRUSR7pI9MKBPcvQ%2FeA9q8rfVEFKdOsZyvGeLvV0u0PDlFF9sCBQuj8HHE6d7r3Tq50IWnTa9bie8VqYg%2FYziq%2FpYqpQUJQRte5mQq8tg3kSBzcjImnSo%2BrFXJtRcP3NLieObXspHQnuunfwLVJ4cgKXaIwjf3FvwY6sQF0d3idyRYAl1hEbzPx1Bt8tSrp3FQk9NZ5wSa319B98uGDtJfOV2a1vRVdKcFj5xuZPSNnq4CWO9Ne5LlMdy3tSGvWV8W%2FMceRkc77xQT9953G10dMe%2BiWK2YFL4T7lDGnhCSMCzE1hSAQf9ARjo%2FcAVocwxapDwfSgfpY6EAOR7KaLk%2Fe4%2F90VnaWzF65R7ABYtcE9DLcZ4cGlcvKZEFNbdsZoPRSTZY2ClswgPC6PbM%3D&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Date=20250405T194839Z&X-Amz-SignedHeaders=host&X-Amz-Expires=300&X-Amz-Credential=ASIAUPUUPRWEWPGBVKVR%2F20250405%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Signature=18ee1572874fe6e35197cdd9342920376cc58d8bdbbb50cc5186e635687f3ee4&abstractId=4799195
https://arxiv.org/pdf/2410.21572
https://www.lesswrong.com/posts/eLzDLCB68qNoWDRba/compute-governance-literature-review
https://helentoner.substack.com/p/nonproliferation-is-the-wrong-approach
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=OJ:L_202401689#:~:text=3,the%20level%20of%20a%20combination
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=OJ:L_202401689#:~:text=1.%20Providers%20of%20general,and%20the%20national%20competent%20authorities
https://arxiv.org/pdf/2402.08797
https://carnegieendowment.org/emissary/2025/01/ai-new-rule-chips-exports-diffusion-framework?lang=en


3.​ Read: Trump administration modifies direction of regulating AI chips – O’Melveny 

4.​ Read: Entity-Based regulation in frontier AI governance  – Dean W. Ball and Ketan 

Ramakrishnan 

5.​ Read: Biden administration issues more restrictions on advanced chips and AI models 

– O’Melveny 

6.​ Read: The global AI divide – Alex Satariano and Paul Mozur 

7.​ Read: At Amazon’s biggest data center, everything is supersized for AI – Karen Weise 

and Cade Metz 

 

Week 8: The information challenge  

●​ Scrutinizing training data  

●​ Scrutinizing model operation  

●​ On the other flank: privacy, trade secrets and information security  

Mandatory: 

1.​ Read: Deconstructing design decisions – Andrew Selbst et al  – page 416 to 433 

2.​ Read: Article 11 (as read with Annex IV), Article 12, Article 21, Article 78, Article 91, 

Article 92 of the EU AI Act   

Suggested: 

1.​ Read: The future of court-ordered scrutiny of AI training data – Hollywood Reporter  

 

Week 9: The liability challenge  

●​ What challenges does advanced AI create for traditional ways of determining legal 

responsibility for harms caused? 

●​ What are the potential ways forward? 

Mandatory: 

1.​ Read: Addressing the Liability Gap in AI Accidents – Amrita Vasudevan 

2.​ Read: European Commission Report from the Expert Group on Liability and New 

Technologies – page 19 to 30.  

3.​ Read: Moffat v Air Canada – Barry Sookman   

Suggested: 

1.​ Read: AI and aggregate litigation – Daniel Wilf-Townsend 
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https://www.omm.com/insights/alerts-publications/trump-administration-modifies-direction-of-regulating-ai-chips/
https://carnegieendowment.org/research/2025/06/artificial-intelligence-regulation-united-states?lang=en
https://www.omm.com/insights/alerts-publications/biden-administration-issues-more-restrictions-on-advanced-chips-and-ai-models/
https://www.nytimes.com/interactive/2025/06/23/technology/ai-computing-global-divide.html
https://www.nytimes.com/2025/06/24/technology/amazon-ai-data-centers.html
https://download.ssrn.com/2024/6/4/4564304.pdf?response-content-disposition=inline&X-Amz-Security-Token=IQoJb3JpZ2luX2VjEL7%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FwEaCXVzLWVhc3QtMSJGMEQCIBausA8m3hfjmasDaENussz%2BvshbSKFB0zNqvguBwQRGAiAdJEoTOzrGy6CXcs8wmxpWnbbgkSqvBg0j%2BRdwQHGq2iq%2BBQg2EAQaDDMwODQ3NTMwMTI1NyIMT%2BRiIemRjNM5cCbhKpsFroc0mNdCS1upOxf7ZHeKrdrO0YXcd3FcqS3ScBMlcUVvFFEytmBFSYAyLunnHIHWKfHvJKyfrFKi9PfyUfcRa0WuyHM%2BW%2FMmj0uZIxCIzvYriHrd5KLMNgCU%2F0DcqXnqZnlai2%2F2erWHYtbfZeKqSUbF7x3JZrEA%2F0Sqbc9hpcDb6hFn3uy0UJ4FlPtQpY2JI4oxFHJYQFD0QJ55o0q6ZEI4j2QaVRcCtRPkrGohVJztgIFvzy3X1pZo7zSwgzcCsHe2K0zEhPMVP3%2Fa%2BE2hyCuDf%2BlMJfHAeww7fpFU2yhvNKBhr%2FE3cXtA6Ux5HmHyiQKUND4p%2F1PzoWVVpTiEj3fybCbjSPGDXwN3Q5gqhFrWe207mnrHYNa5JhAL3AHAtOGwVJaxfe0ptdFVUaKXazxVKEtAd6CgNsojRJdP1OYB36%2Bafp8vai%2Bq8%2F30GhTz0Sy6RgQU5YXUgupe0rEM4oS5i9flkd8jOsALKAcetdKj9dhugrnZ3C5nwtNMaVw3DAcNYrEFjhNJd4Wz7YCDn%2B9Hg8prm42Q5CeIAbeJR21HDLK3oyoDQXPeGa2UdN2QI%2FZfsObiDqsn0%2Fsy9bnQl2jwDGjwXORsBBFjjlPKgz4yiDHGmYmwi9%2BwRweRyFjjbbsUpPvIt5mNYhSp4JWVKDS1k5Q1j66LVdUTsueUurBxOT5KeW0nuah%2BZIZmaEwQiwz5foJIqgbv7FyJFl3aH7U9kLawHwWaRfrffdgLsmZA8Vrx%2FQlmauPnCQ5Ew%2FDR%2BENn5pGufP65CL9bYihoRKeSgse7RzfyrlYkXwfj0l8XkmOjv7SWkc2T7BO%2FjQOUspxQh2VBL4KN9C5QYAFy2TN4T1ToK0XHwQqzM%2BEJcYkeymDbhIg9sq11WzD0tsa%2FBjqyAaIBoZyskyo8YiFBpC%2Fdro2kk0Va2Swb23lVS4bkEk%2Fznol2qfC3CT%2FSxCX3KdZN%2FEaZy4x9BZnf%2BCdA9aUpxeTAB94V6Nu5hFxjxON2NmaWMo3CYLXV50X8fXtb0fv5m2sd6tznYLGNYSjUUKNhbw07wpBDGe9kP%2B%2F7PUykzlsjKaAbsI6QUFE1OVxe3rLMq5tkeVIAy8D%2BdXMXeDk3raeIfleuBIWySvub1XAM8Xkhx5s%3D&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Date=20250405T223046Z&X-Amz-SignedHeaders=host&X-Amz-Expires=300&X-Amz-Credential=ASIAUPUUPRWE2GILSW4F%2F20250405%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Signature=506291a5af86d500dc6e6f99a253dcd09ce3ff8d389f4a5a3fa62311359bd05e&abstractId=4564304
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=OJ:L_202401689#:~:text=3,the%20level%20of%20a%20combination
https://www.hollywoodreporter.com/business/business-news/openai-training-data-inspected-authors-copyright-case-1236011291/
https://www.cigionline.org/static/documents/PB_no.177.pdf#:~:text=these%20systems%20%28Burrell%202016%29,Union%E2%80%99s%20Proposed%20AI%20Liability%20Directive
https://www.europarl.europa.eu/meetdocs/2014_2019/plmrep/COMMITTEES/JURI/DV/2020/01-09/AI-report_EN.pdf
https://www.europarl.europa.eu/meetdocs/2014_2019/plmrep/COMMITTEES/JURI/DV/2020/01-09/AI-report_EN.pdf
https://barrysookman.com/2024/02/16/moffatt-v-air-canada-a-misrepresentation-by-an-ai-chatbot/#:~:text=Jake%20Moffatt%20sought%20a%20refund,the%20regular%20and%20bereavement%20fares
https://download.ssrn.com/2025/3/3/5163640.pdf?response-content-disposition=inline&X-Amz-Security-Token=IQoJb3JpZ2luX2VjEL%2F%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FwEaCXVzLWVhc3QtMSJHMEUCIQDdJw73E4E9j%2FzIRwA4Ne2OHaWvaieqU8YeRtGVd1GIZAIgXBFV6LWRtwUQHpeGOq1ENAgkEK653JU9Pkw55GSd5pkqvgUINxAEGgwzMDg0NzUzMDEyNTciDCclJoEcqghYJ%2BBHPSqbBTgxbexiW8uzhPRXc4D238BQH%2BPc7FuMKZhklyv9c2HaKWWWMwJ2EmYnMvWiaCCOSV1qsNcxxM0uOe0FK3l73w6a3Vr1hIt42qewIsYGJRJG%2FEJD3OyJaItLajV9q6xMHFSbmC4ViJGEQRUtjBwQA781TYAb2vTQ8W7C5Kz%2FWqQpgUfL4QyvX6LHyGHve59cUCt1K%2BH%2Fuu%2FLgoiTaybg1VaACYiNBImywtIXvA4x%2FIJpdZJKCv1JgpNWsWwhG%2Fqb7KVUJSLJyoXcgghOgKT0LDMQZldgcJl6fZuKl6vh5btHnPhEV0HV%2BakYTK3q0t5L71KnKdcAa24kxBDJ4YApIn8DRA2L445euFupFKWOtNFvuY1JYPPpZ3T7AkoPxuQsWLUEVRpQ2bUo2tsSE%2B1NGpaT0Rt%2FApOsFnsD3zhfA3Ww4vT8eMjnjXnCfndSVwVJFwkfNompQrjq%2FmFzrzWY%2F4MfoBfdAnBpZni%2Baok16sGiGBsP%2F0KQ%2BHjeyinC0M%2BFGH3kXFww2GL%2BRPp97pcwN29PtvOKpsXfsc%2FlfFPIisaNikg5MP7Pm2A46D3%2FRUjMnniz7%2FK4PrCHGJbR5CciHNUzsHcQdh%2FEN1eQcOUPh58Q1m0nKfE61oPoBnHEW4EefO0kP9TACXQPPO6SVZpmJksLSPiDsuzvdlpoV0%2BYfGG6bEnBIevyjKzA%2BH3C6%2FQ16NwZpJvWEjHoIDc7YvzbiMeAL%2BiO%2Fj4x3GkDUiWbaUUIn0wW9BP%2FW0l%2F%2BPdE%2FF9mM1KB7yLC0S8CUYPDVAqY2BDaqYf9F9bnR%2FsZZnegzAyloTKFNnFgScJbrhaWDaOlSp9iVheS%2FW0SdfjAt8GLFcmvA%2F2kJQn%2BZEWfjNLNoACjq2JCBrSQtAf8jRsw1dTGvwY6sQESetmbUyxlujzH70Msh6FiKaqMyPwjozGCjBmkgVi2mSjWxbNLra0hjbKqOqKUgxyXecybXff3lQS9peQH%2Bw7cm0QJpHrdi2FRf9lUwr3cn3c7ivq%2Btc6Es3IdVHcoA8n1yFgliab%2BVMeDH8E%2BH%2BwJjUB1mk57Oun5GDC9RibnEpl6OrlhE4zhwp1lLi27dHgoYO8CAUIhYyWYke8UkEC4fLlDDP8hH%2F1jVdSApsMVDLc%3D&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Date=20250405T222834Z&X-Amz-SignedHeaders=host&X-Amz-Expires=300&X-Amz-Credential=ASIAUPUUPRWEVZUNPFHP%2F20250405%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Signature=26b9bd10a2d0fc6ea964c1d60df5c54939e99709e51845507d79342708301604&abstractId=5163640


2.​ Read: The Law of AI is the Law of Risky Agents without Intentions – Ian Ayres and 

Jack Balkin 

3.​ Read: On the utility of network theory in determining AI liability – Anat Lior  

4.​ Read: Regulating downstream developers – Jonas Schuett et al  

5.​ Read: Megan Garcia v Character Technologies 

 

Part II: Research classes  

Week 10: Understanding social science research at a high level + how AI is changing how 

it’s done  

●​ The point of a good research project  

●​ How AI is generally changing research  

●​ Critical skills to hone for good research  

●​ The architecture of a well-designed research project  

●​ The research process that you should follow  

Mandatory:  

1.​ Read: What will AI do to (p)research? – Joshua Gans 

2.​ Read: Which research process should you follow? – Cecil Abungu  

Suggested: 

1.​ Read: Tips for Writing (Policy) Research Papers – Cecil Abungu 

 

Week 11: Deciphering the right questions to ask and the methodology to use when 

answering them  

●​ How to decide the main question that you should study  

●​ How to figure out which sub-questions to study  

●​ How to know the follow-up questions that you ought to be interested in 

●​ How to ensure you’re following the right logic of inquiry and methodology  

●​ How AI can help with these tasks 

Mandatory:  

1.​ Do: Pre-class exercises (to be shared one week prior) 

Suggested: 

1.​ Read: My research process: Understanding and cultivating research taste – Neel 

Nanda 
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https://lawreview.uchicago.edu/sites/default/files/2024-11/Ayres_Balkin_Law%20of%20Risky%20Agents.pdf
https://il.boell.org/en/2021/12/24/artificial-intelligence-ai-tort-law-and-network-theory-who-should-be-held-liable-when-ai
https://arxiv.org/pdf/2503.11922#page33
https://cdn.arstechnica.net/wp-content/uploads/2024/10/Garcia-v-Character-Technologies-Complaint-10-23-24.pdf
https://joshuagans.substack.com/p/what-will-ai-do-to-presearch
https://cecilyongo.medium.com/how-to-carry-out-your-research-process-advice-for-super-super-junior-social-science-researchers-7ee818be6d54
https://docs.google.com/document/d/1PBxrETDPkYh2YZmehvRT4f158OW6Izdl/edit#heading=h.qpndxwg69wc7
https://www.alignmentforum.org/posts/Ldrss6o3tiKT6NdMm/my-research-process-understanding-and-cultivating-research


 

Week 12: Reviewing your sources, writing up your work, getting it out there, promoting it  

●​ What makes an impressive analysis of sources?  

●​ When do you know that you have enough evidence to back a crucial claim?  

●​ Some tips to improve your writing  

●​ Some tips for getting your work out there and promoting it  

●​ How AI can help with these tasks  

Mandatory:  

1.​ Do: Pre-class exercises (to be shared one week prior) 

 

 

ILINA SEMINAR EXTRA SESSIONS  

Introduction 

From weeks 2 to 11, we’ll have optional 30 to 40 minute extra sessions immediately after 

the main seminar session. In each session, one ILINA team member will share reflections on 

a topic they have been thinking about deeply. We believe that these sessions will enrich the 

professional paths of our seminar participants.  

 

Breakdown 

Week 2: Grace Chege, Navigating Sacrifice and Tradeoffs in Your Career. 

Week 3: Mark Gitau, The Trouble With Optionality. 

Week 4: Tomilayo Olatunde, Moving to Foreign Places for Work. 

Week 5: Cecil Abungu, Thinking like Your Assessor. 

Week 6: Jean Cheptumo, Contending with Gray Areas.  

Week 7: Gathoni Ireri, On Productive Transience.  

Week 8: Raqda Sayidali, Loneliness, Connection and ‘Adult’ Friendships.  

Week 9: Q & A with George Gor. 

Week 10: Marie Iradukunda, Navigating the discomfort that comes with growth: My 

personal experience in research/academia. 

Week 11: Michelle Malonza, Traits I've noticed that make it easier or harder to be a 

researcher.  
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