
12:30 pm Central 
URL: https://unl.zoom.us/j/183382852 
Phone: +1 669 900 6833  or +1 408 638 0968  or +1 646 876 9923 
Meeting ID: 183 382 852 (password required) 

Operations Meeting November 3, 2023 
Attendees: Jeff D, Derek, John, Fabio, Huijun 
Apologies:  

Fires 
●​  

Announcements 
●​ Derek is on Freshdesk triage next week, Jeff D is up the following week 

Nebraska (Derek, John, Huijun, Ashton)  
●​ GRACC 

○​ Seemingly small outage  
●​ OASIS 

○​  
●​ OSG Status Page (https://status.opensciencegrid.org/) 

○​ APEL reporting 
●​ Check_MK - Alerting 

○​  
●​ CVMFS origin 

○​  
●​ XRootD monitoring collector 

○​  
●​ CVMFS Singularity sync 

○​  

Madison (Brian Lin, Jeff Peterson, Jason) 
●​  

Tiger 
●​  

https://unl.zoom.us/j/183382852
https://status.opensciencegrid.org/


Frontends 
●​ JLAB  

○​  
●​ LIGO 

○​  
●​ GLUEX  

Chicago/Collaborations (Pascal) 
●​  

Michigan (Shawn)  
●​  

UCSD (Jeff, Diego, Fabio) 
MISC: 

●​  

Central Manager 
-​  

Frontends 
-​ UCSD CMS: 

-​  
 

-​ UCLHC 
-​  

Caches: 
●​ New monitoring triage doc: 

https://docs.google.com/document/d/1XuOSl05rWPTHMs8-y-5G5GWy7DHxVb3G75f68WuE
87k/edit?usp=sharing 

●​  

Hosted CEs 
●​ Continuing gitops migrations 

○​ 1 CE for PSU Ligo migrated 
○​ 1 left for river​  
○​ 5 CEs left to migrate 

https://docs.google.com/document/d/1XuOSl05rWPTHMs8-y-5G5GWy7DHxVb3G75f68WuE87k/edit?usp=sharing
https://docs.google.com/document/d/1XuOSl05rWPTHMs8-y-5G5GWy7DHxVb3G75f68WuE87k/edit?usp=sharing


○​ LSU firewall changes are done, waiting to hear when debugging on those ces 
finishes before migrating. That’s 3 CEs to migrate 

○​ The other two are tufts and clarkson which we’ve brought up to Brian B/Tim C to 
escalate 

●​ Question about Condor23 compatibility with EL7 and how that’s going to be supported 
●​ Full scratch directory issue has a fix, waiting to go into a future version of Condor. Will go 

into both 23.0 (which still supports EL7) and 23.X 
●​ Made changes to resource issues preventing matching as well as user permission 

issues. Now have issues with jobs not landing on head node. 

GWMS Factory 
●​ Notified HTCSS team of openssl incompatibility between al9 factory and subset of 

HTCondor CEs 
○​ Was discovered because CMS still sends both scitoken (for auth) and x509 proxy 

(not sure if actually still used for anything on WN) 

AOB 
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