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Epistemic status: This piece is merely attempting to map the answer space, and not 
making any attempts to answer the proposed questions. It seems like a good starting point, 
but I expect other relevant features to come up when I share this with other people. Putting a 
feature as part of the map doesn’t imply that this feature is important (to me) necessarily, but 
rather that it might be an aspect at least some people would take into consideration. 
 

A typology of the value of intervening 
with suicidal people 

 
Note on content: This piece is NOT about the long term civilisational impact of various 
policies on suicide, but rather on the (direct) impact that actions and policies would have on 
suicidal people themselves. 
 
Note on approach to reading: I suggest contemplating the possible extremes of each 
aspect; I will sometimes provide them. 

Value related questions 
How sure do you need to be that someone wants to die to let them die? 
 
Variations on the aspect of probability: 

●​ credence on an individual 
○​ Extremes: Only let someone die if you’re 100% they want to die — let 

someone die as soon as you’re not 100% they want to live. 
●​ frequency on a population 

○​ Details: Say you had the choice among various policies, with different ratio of 
letting people commit suicide involuntarily to letting people live involuntarily 

○​ Extremes: Don’t let one person die involuntarily no matter how many people 
it would cause to live involuntarily — Don’t let one person live involuntarily no 
matter how many people it would cause to die involuntarily 

 
Variations on the aspect of the person:  

●​ someone that can’t communicate their preferences (ex.: some non-human animals) 
●​ the amount of life lost 

○​ Extremes: someone that would be expected to die soon from another cause 
VS someone that is expected to be able to eventually reach an Utopic world 

●​ someone that said they wanted to die or someone that is attempting suicide (as 
separated from our credence that they want to die) 

https://docs.google.com/document/d/1mReidVBNVMVug3q2ppUiKbpFcLMvESuuC0qENqJTCKQ/


 
On minds as multiple people: 

●​ What if someone had said they wanted to be prevented from committing suicide in 
the past? 

●​ Are people multi-agent systems, so that different parts of the mind might be in control 
at different time, and that one part of the mind might take an unilateral catastrophic 
decision for the other parts of the mind? 

●​ Do people have a moral obligation to their future selves (ex.: if their future selves 
want to live)? 

○​ What if someone is expected to acquire a better model of their preferences 
soon (ie. some people would argue kids fit that description; people under the 
influence of some drugs might also fit that description) 

 
Variations on the aspect of their motivation:  
 
One the nature of the motivation: 

●​ egoistic (ex.: stop suffering) 
●​ tribalistic (ex.: get revenge, prove a point) 
●​ altruistic (ex.: reduce medical expenses) 

 
On the accuracy of the motivation: 

●​ someone that is (not) committing suicide because of an error in their model of the 
world about the impact their suicide will have (ex.: if a net positive person thought 
“society” would be better without them; or if someone wrongly thought their future 
would contain a lot of suffering) 

●​ someone is killing themselves without (fully) knowing it 
 
Variations on the aspect of dying:  

●​ increasing their probability of dying 
●​ reducing their lifespan 
●​ erasing their identity 

 
Variations on the aspect of facilitating their death: 

●​ (not) kill them 
●​ (not) assist their suicide 
●​ remove/add life support 
●​ (not) resuscitate them 
●​ (not) preserve them 
●​ add/remove suicidal devices 

○​ Extremes: give everyone a custom pill that can kill them instantaneously (but 
not other people) — have absolutely no objects / substances / hard surfaces 
accessible 

●​ (not) help them come up with ways to commit suicide 
●​ (not) physically stop them 



Epistemic related questions 
How many people would like to die, but are not able to? 
 
How many people (would) change their mind after attempting suicide? (or otherwise don’t 
really want to die in some ways). 
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