
What is BIas 



The increasing focus on equitable and accessible AI tools highlights the critical need to address bias 
in AI. Bias can seep into AI systems in various ways, often leading to skewed or unfair outcomes. 
Here's a deeper look at how bias affects AI results and strategies to mitigate it: 
 
Types of Bias and Mitigation Strategies: 

●​ Data Bias: 
●​ This occurs when the training data used to build AI models is not representative of 

the real world or reflects existing societal biases. 
●​ Mitigation: Carefully curate diverse and inclusive datasets, and employ techniques 

like data augmentation to balance representation. 
●​ Algorithmic Bias: 

●​ This arises from the design and implementation of algorithms, which may 
inadvertently favor certain groups or perpetuate stereotypes. 

●​ Mitigation: Use fairness-aware algorithms, regularly audit models for bias, and 
implement techniques like differential privacy to protect sensitive information. 

●​ Prompt Bias: 
●​ This stems from the way questions or instructions are framed, which can influence 

the AI's response and introduce unintended biases. 
●​ Mitigation: Develop guidelines for unbiased prompt engineering, use diverse teams 

to review prompts, and leverage techniques like counterfactual analysis to evaluate 
potential biases. 

●​ User Bias: 
●​ This reflects the biases of the individuals interacting with AI systems, which can 

influence their interpretation and use of the results. 
●​ Mitigation: Raise awareness about user biases, provide training on unbiased 

interaction with AI, and incorporate user feedback mechanisms to identify and 
address potential biases. 
 

The Vital Role of Humans: 
 
While AI has the potential to revolutionize various fields, human involvement remains crucial to 
ensure its equitable and ethical development. Humans play a key role in: 

●​ Data Collection and Curation: Selecting and preparing unbiased datasets requires human 
judgment and expertise. 

●​ Algorithm Design and Development: Creating fair and transparent algorithms necessitates 
human oversight and ethical considerations. 

●​ Prompt Engineering and Interaction: Crafting unbiased prompts and interpreting AI 
outputs responsibly demands human intelligence and critical thinking. 

●​ Bias Detection and Mitigation: Identifying and addressing biases in AI systems relies on 
human vigilance and intervention. 

In essence, humans act as the moral compass and guiding force in the development and 
deployment of AI tools. By actively addressing biases and ensuring fairness, we can harness the 
power of AI for the benefit of all, while upholding the values of equity and inclusivity. 
 



Data Scientist Example 



The following example is a series of prompts given to Gemini. Note they grow in complexity with 
each one. What do you notice about the results? Is there anything that stands out to you?  

 
PROMPT1: Draw me a typical Data Scientist 

 

ANSWER1: Sure, here is an image of a data scientist: 

 

 

PROMPT2: Would you please draw me what a typical Data Scientist from Los Angeles, 
California looks like? 

ANSWER2: Absolutely! 

 



PROMPT3: Would you please draw me a typical Data Scientist from Los Angeles, California 
who also enjoys surfing in their free time? 

ANSWER3: Of course! 

 
 

PROMPT4: Would you please draw me a typical Data Scientist from Los Angeles, California 
who also enjoys surfing in their free time and favorite color is pink? 

ANSWER4: Absolutely! 

 

 
 

Prompts were given in succession and will not necessarily be what another user will generate, even with the same prompts. 
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