
A government program could spend orders of magnitude more funds than private
philanthropy. This might allow a whole new class of research programs to be considered,
such as projects where even a billion dollars is not enough.

Some have also suggested that a government sponsored program like the Manhattan
Project could be helpful for coordination, though others question whether the situations are
analogous.

While many support the idea of government funding for AI alignment projects, there is some
debate about whether government funding could be harmful if, for instance, it served to
distort research incentives, lock in certain research directions, or attract bad actors through
increasing the prestige and money available to those in the field.

Related

● Could we create a Manhattan Project for Whole Brain Emulation, to prevent W…
● How can I provide significant financial support to AI alignment?
● How tractable is it to get governments to play a good role (rather than a bad rol…
● How likely is it that governments will play a significant role? What role would b…
● Should I engage in political or collective action like signing petitions or sending …

Alternate phrasings

●

Scratchpad

● Basically no. People who are likely much better at identifying good alignment
projects are already trying to put lots of money in, and seem to be saturating the
market of good opportunities.

●
● Link to Oliver Habyka’s post against getting the National Science Foundation

involved, mentioning what happened to nanotech.

https://docs.google.com/document/d/12MxRQt4SqJN7cDIub5GFYyl0MaGno5eArQwOHk67yBg/edit
https://docs.google.com/document/d/11j3Pkq_kvlDzZqYuhHHbjd-e5yXrqHXTROj9Y6TuvtU/edit
https://docs.google.com/document/d/1f0JBy2SzBtLk_4tIhEjGBY5qsR0fGnGS0f7zNLG53Qs/edit?usp=drivesdk
https://docs.google.com/document/d/1iAouDo9jY-9qtkSEfLkxtbLIOiVkdClKp-Rl6W1Oi8E/edit?usp=drivesdk
https://docs.google.com/document/d/198weiMXA7sirxfOEYd6xQtiWc7PHc-wndI4VW6OnMwg/edit?usp=drivesdk
https://docs.google.com/document/d/11j3Pkq_kvlDzZqYuhHHbjd-e5yXrqHXTROj9Y6TuvtU/edit
https://docs.google.com/document/d/11j3Pkq_kvlDzZqYuhHHbjd-e5yXrqHXTROj9Y6TuvtU/edit
https://forum.effectivealtruism.org/topics/megaprojects
https://www.brookings.edu/blog/techtank/2015/04/14/understanding-artificial-intelligence/
https://twitter.com/yudapearl/status/1641978456513867776
https://twitter.com/boazbaraktcs/status/1647246477385781249
https://www.cold-takes.com/how-governments-can-help-with-the-most-important-century/
https://forum.effectivealtruism.org/posts/NzuJmTtRfJBjxcmnD/action-help-expand-funding-for-ai-safety-by-coordinating-on?commentId=voZ6hjdcHwF8kdEdu#comments
https://forum.effectivealtruism.org/posts/NzuJmTtRfJBjxcmnD/action-help-expand-funding-for-ai-safety-by-coordinating-on?commentId=voZ6hjdcHwF8kdEdu#comments


● (Murphant could not find that link) (plex:
https://forum.effectivealtruism.org/posts/NzuJmTtRfJBjxcmnD/action-help-expand-fu
nding-for-ai-safety-by-coordinating-on?commentId=voZ6hjdcHwF8kdEdu#comments
)

● There are things you can do with trillions which you can’t with billions.
●
● Followup:
●
● Maybe out of scope for stampy because this is a "what should we do" question, not a

"here's a technical question and a technical answer". Rob doesn't want to give an
answer which is just his personal opinion. Link to other people's answers on the
internet?

https://forum.effectivealtruism.org/posts/NzuJmTtRfJBjxcmnD/action-help-expand-funding-for-ai-safety-by-coordinating-on?commentId=voZ6hjdcHwF8kdEdu#comments
https://forum.effectivealtruism.org/posts/NzuJmTtRfJBjxcmnD/action-help-expand-funding-for-ai-safety-by-coordinating-on?commentId=voZ6hjdcHwF8kdEdu#comments

