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What’s Going On? 

The VMware Cloud Foundation 5.2 Administrator exam Exam is a 70 question test that 
requires a score of 300 to pass. Everyone is allotted 135 minutes in total. During the exam, 
you have the ability to mark questions for review, just in case you’re unsure of something.   

We will use the Exam Guide to study what is included in the test.  

Sections 1 and 3 are not covered in the exam, so we will skip these.  

●​ Section 1 – IT Architectures, Technologies, Standards  
●​ Section 2 – VMware by Broadcom Solution  
●​ Section 3 – Plan and Design the VMware by Broadcom Solution  
●​ Section 4 – Install, Configure, Administrate the VMware by Broadcom Solution  
●​ Section 5 – Troubleshoot and Optimize the VMware by Broadcom Solution 

Recommended Experience (from the Guide) 

●​ At least 6 months of experience working with the VCF solution and all its 
components: 

○​ VMware vSphere Enterprise Plus (which includes vCenter Standard, ESXi, 
vSphere with Tanzu), vSAN, NSX Networking, Aria Automation, Aria 
Operations, Aria Operations for Logs, Aria Suite Lifecycle. Aria Operations for 
Network, HCX, and DSM. 

●​ 1-2+ years of experience working in IT.  

 

https://www.broadcom.com/support/education/vmware/certification/vcp-vcf-administrator
https://docs.broadcom.com/doc/vmware-vcf-specialist-2V0-1124-exam-preparation-guide


 

Resources 

 

Check out this link to download the PDF versions of (some of the) documents listed 
below 

●​ https://ent.box.com/s/r5kcu7f9zacx39ods7o1sgvfm148ciqq 

Practice Questions/Additional Guides 

●​ From the awesome Nate Hudson 
○​ https://links.virtualnate.net/c/VCF-Certification-guides 

 

Key Documents Used: 

●​ VMware Cloud Foundation Administration Guide  
●​ VMware Cloud Foundation Deployment Guide 
●​ VCF Planning & Preparation Workbook  
●​ VMware Cloud Foundation Operations Guide 
●​ Getting Started with VMware Cloud Foundation 5.2  
●​ VMware Cloud Foundation Design Guide 
●​ VMware Cloud Foundation Lifecycle Management Guide 
●​ Bring-Up Guide 
●​ Cloud Builder deployment documentation  
●​ vSAN Documentation 
●​ NSX Administration Guide 
●​ HCX User Guide 
●​ VMware Cloud Foundation and VMware vSphere Foundation: Feature Comparison & 

Upgrade Paths 
●​ Getting Started with VMware Data Services Manager  
●​ Installing and Configuring vSphere IaaS Control Plane (vSphere with Tanzu 

Installation and Configuration Guide) 
●​ Administering VMware Aria Automation  
●​ Getting Started with VMware Aria Operations for Logs 
●​ Maintaining vSphere with Tanzu 
●​ VMware vSphere Availability Guide 
●​ Performance Best Practices for VMware vSphere 8.0 
●​ VMware ESXi Installation and Setup 
●​ VMware vSphere Virtual Machine Administration Guide 
●​ vSAN Monitoring and Troubleshooting Guide  
●​ vCenter Server and Host Management 
●​ Installing and Configuring Automation Orchestrator 
●​ VMware Aria Suite Lifecycle Installation, Upgrade, and Management Guide 
●​ Administering VMware Aria Operations for Logs 

https://ent.box.com/s/r5kcu7f9zacx39ods7o1sgvfm148ciqq
https://www.linkedin.com/in/natehudson/
https://links.virtualnate.net/c/VCF-Certification-guides
https://docs.vmware.com/en/VMware-Cloud-Foundation/5.2/vcf-52-administering.pdf
https://docs.vmware.com/en/VMware-Cloud-Foundation/5.2/vcf-52-deploy.pdf
https://docs.vmware.com/en/VMware-Cloud-Foundation/5.2/vcf-planning-and-preparation-workbook.zip
https://docs.vmware.com/en/VMware-Cloud-Foundation/5.2/vcf-52-operations.pdf
https://docs.vmware.com/en/VMware-Cloud-Foundation/5.2/vcf-52-getting-started.pdf
https://docs.vmware.com/en/VMware-Cloud-Foundation/5.2/vcf-52-design.pdf
https://docs.vmware.com/en/VMware-Cloud-Foundation/5.2/vcf-52-lifecycle.pdf
https://docs.vmware.com/en/VMware-Cloud-Foundation/5.1/vcf-deploy/GUID-CB40D2E9-0714-4152-98D6-F9A5ACC074C7.html
https://docs.vmware.com/en/VMware-Cloud-Foundation/5.1/vcf-deploy/GUID-CB40D2E9-0714-4152-98D6-F9A5ACC074C7.html
https://docs.vmware.com/en/VMware-vSAN/index.html
https://docs.vmware.com/en/VMware-NSX/4.1/administration/GUID-FBFD577B-745C-4658-B713-A3016D18CB9A.html
https://techdocs.broadcom.com/us/en/vmware-cis/hcx/vmware-hcx/4-10/vmware-hcx-user-guide-4-10.html
https://www.vmware.com/docs/feature-comparison-and-upgrade-paths-vcf-and-vvf
https://www.vmware.com/docs/feature-comparison-and-upgrade-paths-vcf-and-vvf
https://docs.vmware.com/en/VMware-Data-Services-Manager/2.1/vmware-21-data-services-manager.pdf
https://docs.vmware.com/en/VMware-vSphere/8.0/vsphere-esxi-vcenter-803-vsphere-with-tanzu-installation-configuration.pdf
https://docs.vmware.com/en/VMware-Aria-Automation/8.18/administering-vmware-aria-automation.pdf
https://docs.vmware.com/en/VMware-Aria-Operations-for-Logs/8.18/Getting-Started-Operations-for-Logs.pdf
https://docs.vmware.com/en/VMware-vSphere/8.0/vsphere-esxi-vcenter-802-vsphere-with-tanzu-maintenance.pdf
https://docs.vmware.com/en/VMware-vSphere/8.0/vsphere-esxi-vcenter-801-availability-guide.pdf
https://www.vmware.com/docs/vsphere-esxi-vcenter-server-80-performance-best-practices
https://docs.vmware.com/en/VMware-vSphere/8.0/vsphere-esxi-801-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/8.0/vsphere-esxi-vcenter-801-vm-administration-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/8.0/vsan-801-monitoring-troubleshooting-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/8.0/vsphere-esxi-vcenter-803-management-guide.pdf
https://docs.vmware.com/en/VMware-Aria-Automation/8.18/Installing-Configuring-Automation-Orchestrator.pdf
https://docs.vmware.com/en/VMware-Aria-Suite-Lifecycle/8.16/lifecycle-install-upgrade-manage.pdf
https://docs.vmware.com/en/VMware-Aria-Operations-for-Logs/8.18/Administering-Operations-for-Logs.pdf


●​ Using VMware Aria Operations for Networks 

VMware Cloud Foundation Hands on Labs:  

●​ VCF HOL Labs 
●​ vSphere IaaS (formerly vSphere with Tanzu)  

Sites:  

●​ Study Links by Chris Martin 
●​ VCF Lifecycle Management Docs 

Blogs: 

●​ Deploying VCF Management Domain with 3 or less Hosts by Mohamed Imthiyaz 
●​ VMware Cloud Foundation: Component Breakdown 
●​ What's in the new VMware vSphere Foundation (VVF) and VMware Cloud 

Foundation (VCF) offers? 
●​ Introducing Data Services for VMware Cloud Foundation 
●​ VMware Data Services Manager Brings more Agile and Resilient Data Infrastructure 

to Private Clouds 
●​ vExpert Don Horrox - My Experience earning the VCP VCF Administrator certification 
●​ vExpert Alessandro Tinivelli - VMware certification exams tips 
●​ vExpert Bart Peeters - VCP VCF Administrator 2024 Exam Experience 
●​ vExpert Michael Nelson - VCP - VMware Cloud Foundation Administrator 5.2 Exam 

Review 

Videos: 

●​ Official VMware Cloud Foundation YouTube 
●​ VMware Tanzu Platform 10 Installation Guide by Munishpal Makhija 
●​ Simple HomeLAB - VBCF 5.2 with single Nested ESXi playlist by AllWare I.T 
●​ VMware VCF Set up VMware Cloud Builder Appliance and Deploy VCF by Vikash 
●​ VMware Cloud Foundation (VCF) Overview by NextGen Cloud Formation 
●​ VMware Cloud Foundation Deployment Parameters Spreadsheet, DONE RIGHT! By 

Shank Mohan 
●​ VMware Cloud Foundation Data Services Manager for Practitioners 

 

https://docs.vmware.com/en/VMware-Aria-Operations-for-Networks/6.13/Using-Operations-for-Networks.pdf
https://labs.hol.vmware.com/HOL/catalog?products=VMware%20Cloud%20Foundation
https://labs.hol.vmware.com/HOL/catalog/lab/15704
https://start.me/p/LbR4g6/home-page
https://www.linkedin.com/in/martinchr/
https://docs.vmware.com/en/VMware-Cloud-Foundation/5.2/vcf-lifecycle/
https://imthiyaz.cloud/deploying-vcf-management-domain-with-3-or-less-host/
https://blogs.vmware.com/vcf-components
https://williamlam.com/2024/01/whats-in-the-new-vmware-vsphere-foundation-vvf-and-vmware-cloud-foundation-vcf-offers.html
https://williamlam.com/2024/01/whats-in-the-new-vmware-vsphere-foundation-vvf-and-vmware-cloud-foundation-vcf-offers.html
https://blogs.vmware.com/cloud-foundation/2024/02/14/introducing-data-services-for-vmware-cloud-foundation/
https://blogs.vmware.com/cloud-foundation/2024/07/24/vmware-data-services-manager-brings-more-agile-and-resilient-data-infrastructure-to-private-clouds/
https://blogs.vmware.com/cloud-foundation/2024/07/24/vmware-data-services-manager-brings-more-agile-and-resilient-data-infrastructure-to-private-clouds/
https://vchamp.net/my-experience-earning-the-vcp-vcf-administrator-certification/
https://blog.tinivelli.com/vmware-certification-exams-tips-2c990405b4a2
https://broad-cloud.nl/vcp-vcf-administrator-2024-exam-experience/
https://virtual-musings.com/2024/11/25/vcp-vmware-cloud-foundation-administrator-5-2-exam-review/
https://virtual-musings.com/2024/11/25/vcp-vmware-cloud-foundation-administrator-5-2-exam-review/
https://www.youtube.com/@VMwareCloudFoundation
https://www.munishpalmakhija.com/2024/12/11/vmware-tanzu-platform-10-installation-guide/
https://www.linkedin.com/in/munishpal-makhija-7139515/
https://www.youtube.com/playlist?list=PLv5v_GidihCT4Fx83zRG83B7cEdO5jXgh
https://youtu.be/66SUPOi9uZw?feature=shared
https://www.youtube.com/@vikash-tech-wizard
https://www.youtube.com/live/ppMlXGXC0ZM?feature=shared&t=1540
https://youtu.be/yGFArSYR5qI?feature=shared
https://youtu.be/OyJT1S5jwHQ?feature=shared


 

 

Exam Guide Start 

Section 1 - IT Architectures, Technologies, Standards 

SKIP - NO TESTABLE OBJECTIVES THIS SECTION 

 

Section 2 - VMware by Broadcom Solution 

Objective 2.1 - Identify the VMware Cloud Foundation components 
(vSphere, vSAN, NSX) and architecture (including stretched). 

 

Key Components of VMware Cloud Foundation: 

1.​ vSphere: 
○​ The foundational compute virtualization layer. 
○​ Manages ESXi hosts and virtual machines using vCenter Server. 
○​ Features include vSphere High Availability (HA), Distributed Resource 

Scheduler (DRS), and vMotion for workload management and reliability​​. 
2.​ vSAN: 

○​ Software-defined storage that pools local disks from ESXi hosts into a single, 
shared datastore. 

○​ Supports advanced features like deduplication, compression, and stretched 
clusters for disaster recovery​​. 

3.​ NSX: 
○​ Provides network virtualization and security for VMware environments. 
○​ Key features include micro-segmentation, software-defined networking 

(SDN), and load balancing using NSX Edge nodes​​. 

 

Architecture Overview: 

1.​ Standard Architecture: 
○​ Consists of management, edge, and workload domains. 
○​ Centralized management via SDDC Manager. 
○​ Designed for scalability and flexibility across multiple clusters and 

datacenters​​. 
2.​ Stretched Architecture: 



○​ Enables disaster recovery by synchronizing storage and compute resources 
across multiple sites. 

○​ Uses stretched vSAN clusters to maintain consistent data replication. 
○​ Key components: 

■​ Stretched vSAN: Synchronizes storage across primary and 
secondary sites. 

■​ Witness Host: Monitors the health and quorum of the cluster. 
■​ Cross-site NSX: Ensures network consistency across sites. 

○​ Benefits: 
■​ Provides high availability and zero Recovery Point Objective (RPO). 
■​ Protects against site-wide failures​​. 

 

Key Features of Stretched Architecture: 

1.​ Data Redundancy: 
○​ Copies data across two physical sites using synchronous replication. 
○​ Ensures consistent data availability in the event of a site failure. 

2.​ Quorum Management: 
○​ The Witness Host, located in a third location, helps maintain quorum during 

network partitioning. 
3.​ Site Recovery: 

○​ Supports automatic failover and failback with minimal manual intervention. 
○​ Can recover vSphere workloads quickly using Site Recovery Manager​​. 

 

References: 

1.​ vSphere with Tanzu Installation Guide, Pages 30-40​​. 
2.​ vSAN Monitoring and Troubleshooting Guide, Pages 65-70​​. 
3.​ vSphere Management Guide, Pages 10-20​​. 

 



 

 

Objective 2.2 - Describe the Requirements for Implementing Private 
Cloud Solutions Based on VMware Cloud Foundation 

Overview of VMware Cloud Foundation Requirements 

VMware Cloud Foundation (VCF) provides a unified platform to deploy and manage private 
cloud solutions, encompassing components like vSphere, vSAN, and NSX. These 
components work in harmony to deliver a complete software-defined data center (SDDC) 
solution. 

System and Infrastructure Requirements 

1.​ Hardware Requirements: 
○​ Compute: 

■​ Minimum of four ESXi hosts per management domain for redundancy 
and high availability. 

■​ Minimum of 3 for the workload domain. 



■​ Hosts must support VMware vSphere 8.0 or later. 
○​ Memory: 

■​ Each host must have at least 128 GB of RAM for scalability and 
performance. 

○​ Storage: 
■​ vSAN-enabled clusters require SSDs for caching and storage class 

memory for capacity tier, or shared storage such as NFS or Fibre 
Channel for vSphere clusters​​. 

■​ The management domain must be deployed using vSAN storage 
○​ Network: 

■​ Minimum of two physical NICs per ESXi host for redundancy. 
■​ 10 GbE is recommended for workload traffic​​. 

2.​ Software Requirements: 
○​ vSphere: 

■​ The foundation of virtualization, enabling VM management and 
workload orchestration. 

○​ NSX-T: 
■​ Provides networking and security features, such as 

micro-segmentation and overlay networking, for tenant isolation and 
dynamic network creation. 

○​ vSAN: 
■​ Enables software-defined storage for efficient disk utilization and high 

availability​​. 

Specific Configuration Requirements 

1.​ Cluster Setup: 
○​ Each vSphere cluster requires DRS (Distributed Resource Scheduler) and HA 

(High Availability) enabled to manage workload balancing and ensure uptime​. 
2.​ SDDC Manager: 

○​ VCF relies on SDDC Manager for lifecycle management, enabling automated 
deployment, patching, and upgrading of components​​. 

3.​ Network and Security: 
○​ vSphere Distributed Switch (VDS): 

■​ Required for centralized network management across all hosts in a 
cluster. 

○​ NSX-T Edge Nodes: 
■​ Ensure network connectivity for workloads and control plane VMs. 
■​ Minimum of two edge nodes per cluster for high availability​​. 

4.​ Storage Policies: 
○​ Policies for vSAN or external storage systems must be created and assigned 

to clusters for control plane VMs and workloads​. 

 

Operational Considerations 

1.​ Stretched Clusters: 



○​ Stretched clusters provide enhanced resilience by spanning a single logical 
cluster across two physical locations. 

○​ Requirements include: 
■​ A dedicated vSAN witness appliance for failover decisions. 
■​ High-speed, low-latency interconnects between sites (5 ms RTT or 

less). 
■​ Equal distribution of resources between sites​​. 

2.​ Workload Domain Isolation: 
○​ Each workload domain requires its own NSX-T instance for network 

segmentation and tenant isolation. 
○​ vSAN datastores are logically segmented to ensure application performance 

and fault tolerance​​. 
3.​ Integration with Tanzu Kubernetes Grid: 

○​ For containerized workloads, ensure Kubernetes support is enabled via 
Supervisor Clusters in vSphere​. 

Sources 

1.​ vSphere Management Guide, Pages 15-40​​. 
2.​ vSphere with Tanzu Installation and Configuration, Pages 30-90​​. 
3.​ vSAN Monitoring and Troubleshooting Guide, Pages 50-75​​. 

 

 

Objective 2.3 - Identify the use cases for the different components of the 
VMware Aria Suite (including VMware Cloud Foundation Network 
Operations) 

VMware Aria Operations 

1.​ Use Case: Proactive Monitoring and Alerts 
○​ Monitors the health and performance of the entire infrastructure, including 

vSphere, NSX, and vSAN. 
○​ Generates actionable alerts based on predefined or custom thresholds for 

CPU, memory, and storage utilization. 
○​ Supports capacity planning to forecast resource needs​​. 

2.​ Use Case: Intelligent Remediation 
○​ Leverages AI/ML-driven insights to suggest remediation actions for resource 

optimization. 
○​ Automates remediation workflows using pre-configured or custom actions​. 

 

VMware Aria Automation 

1.​ Use Case: Self-Service Provisioning 



○​ Provides developers and end-users with self-service capabilities to provision 
virtual machines (VMs), containers, or applications. 

○​ Enforces governance policies to ensure compliance during provisioning​. 
2.​ Use Case: Infrastructure as Code (IaC) 

○​ Integrates with tools like Terraform and Ansible for declarative infrastructure 
deployment. 

○​ Streamlines DevOps workflows by automating CI/CD pipelines​​. 

 

VMware Aria Operations for Logs 

1.​ Use Case: Centralized Log Management 
○​ Aggregates and indexes logs from vSphere, NSX, vSAN, and other 

components. 
○​ Allows real-time analysis for operational troubleshooting and auditing​. 

2.​ Use Case: Security and Compliance 
○​ Correlates log data with security policies to detect potential breaches. 
○​ Generates audit reports for regulatory compliance​. 

 

VMware Aria Suite Lifecycle 

1.​ Use Case: Simplified Lifecycle Management 
○​ Automates the deployment, upgrade, patching, and retirement of Aria Suite 

products. 
○​ Centralizes license management for all components of VMware Cloud 

Foundation​. 
2.​ Use Case: Certificate Management 

○​ Manages SSL certificate creation, renewal, and application for all integrated 
products​. 

 

VMware Cloud Foundation Network Operations 

1.​ Use Case: End-to-End Visibility 
○​ Provides detailed insights into physical and virtual network topology. 
○​ Tracks network traffic flows across NSX-T, physical routers, and switches​. 

2.​ Use Case: Troubleshooting and Optimization 
○​ Pinpoints bottlenecks in the network and suggests optimizations. 
○​ Integrates with Aria Operations for comprehensive performance diagnostics​. 

 

Sources: 

1.​ VMware Cloud Foundation Documentation, Pages 90-130​​. 
2.​ VMware Aria Operations Lifecycle Management Guide, Pages 20-50​​. 



3.​ VMware Cloud Foundation Network Operations Guide, Pages 30-60​​. 

 

 

Objective 2.4 - Identify the use cases for vSphere Siupervisor (IaaS 
control plane, formerly vSphere with Tanzu) based on VMware Cloud 
Foundation 

Overview of vSphere Supervisor (IaaS Control Plane): 

●​ The vSphere Supervisor (IaaS Control Plane) is an infrastructure service that 
integrates Kubernetes capabilities into the VMware environment. This allows 
organizations to deploy and manage modern applications through Kubernetes 
directly within the vSphere ecosystem. 

●​ It provides a unified platform for virtual machines, containers, and Kubernetes 
workloads by enabling Supervisor Clusters, namespaces, and Tanzu Kubernetes 
Grid (TKG) clusters. 

Primary Use Cases 

1.​ Support for DevOps Initiatives: 
○​ Namespace Management: Create and manage namespaces that DevOps 

teams can use to host containerized workloads. 
○​ Provides role-based access control (RBAC) for development teams to isolate 

their environments while sharing the same physical infrastructure​​. 
2.​ Running Kubernetes Workloads: 

○​ Deploy Kubernetes workloads on Supervisor Clusters, enabling organizations 
to consolidate VM and container workloads on the same infrastructure. 

○​ Supports Tanzu Kubernetes Grid (TKG) clusters, allowing developers to 
create Kubernetes clusters through self-service​​. 

3.​ Integration with NSX for Advanced Networking: 
○​ Uses NSX Advanced Load Balancer (Avi) for traffic management, including 

load balancing and ingress routing for Kubernetes applications. 
○​ Supports multi-zone architectures for high availability with dedicated Tier-1 

gateways per namespace​​. 
4.​ Hybrid and Multi-Cloud Enablement: 

○​ Extends Kubernetes workloads across on-premises and public cloud 
environments through Tanzu Mission Control. 

○​ Provides connectivity to external systems via NSX and edge gateways​​. 
5.​ Simplified Management with vSphere Client: 

○​ Unified management of VMs, containers, and Kubernetes resources using the 
vSphere Client. 

○​ Native integration with DRS and HA to ensure availability and resource 
optimization for Kubernetes control plane VMs​​. 

6.​ Application Modernization: 



○​ Enables organizations to modernize legacy applications by moving them into 
containerized environments while leveraging existing vSphere infrastructure. 

Advanced Features 

1.​ Stretched Architectures: 
○​ Support for multi-zone configurations (e.g., three-zone Supervisor 

architecture) to provide high availability across data centers. 
○​ Ensures fault tolerance for critical workloads using NSX overlay transport 

zones and distributed port groups​​. 
2.​ Role-based Access Control: 

○​ Assigns permissions to developers and administrators within namespaces, 
ensuring separation of duties. 

○​ Simplifies management for organizations adopting DevOps and agile 
methodologies​. 

3.​ Default Container Networking Interface (CNI): 
○​ Supports Antrea or Calico as CNIs for Kubernetes workloads, ensuring 

consistent network policies across clusters​. 

Conclusion 

The vSphere Supervisor (IaaS Control Plane) serves as a versatile platform that bridges 
traditional virtualization with modern containerized applications. It supports a range of use 
cases, including application modernization, hybrid cloud enablement, and DevOps practices, 
making it essential for VMware Cloud Foundation environments. 

 

Sources: 

1.​ vSphere with Tanzu Installation and Configuration Guide, Pages 26-39, 90-170​​​. 
2.​ vSphere Management Guide, Pages 120-140​​. 

 

Objective 2.5 - Identify the Use Cases for VMware Data Services Manager 
 

Overview of VMware Data Services Manager (DSM): 

VMware Data Services Manager (DSM) provides a centralized platform for managing 
databases as a service within a vSphere environment. It simplifies the lifecycle management 
of MySQL and PostgreSQL databases and supports both open-source and commercial 
implementations. DSM is particularly suited for on-demand provisioning, automated 
management, and self-service database operations, making it ideal for organizations that 
want to integrate modern database services into their private cloud infrastructure​. 

Primary Use Cases: 



1. Database Lifecycle Management: 

●​ Provisioning: 
○​ On-demand creation of standalone or clustered databases (MySQL and 

PostgreSQL). 
○​ Automatic deployment of databases in accordance with predefined 

infrastructure policies for compute, storage, and network resources. 
●​ Scaling: 

○​ Expand database clusters by adding or resizing nodes without downtime. 
○​ Use IP pool planning for dynamic resource allocation during scaling 

operations​​. 

2. Self-Service Database Management: 

●​ Enables application teams to create, configure, and manage databases 
autonomously via a user-friendly console. 

●​ Allows non-experts to perform lifecycle tasks such as backup configuration, cloning, 
and database restoration securely and efficiently. 

3. High Availability and Disaster Recovery: 

●​ Clustering for High Availability: 
○​ Supports multi-node clustering for MySQL and PostgreSQL, enhancing fault 

tolerance and reducing downtime risks. 
●​ Database Backup and Restore: 

○​ Automates backup operations and provides mechanisms to restore 
databases to a specific point in time during recovery efforts. 

4. Monitoring and Alerts: 

●​ Provides a centralized dashboard to monitor the health and performance of database 
instances. 

●​ Generates metrics and alerts on resource utilization (CPU, memory, disk), database 
connectivity, and infrastructure policies. 

●​ Integration with vSphere Client allows administrators to monitor database node VMs 
and infrastructure policies directly​. 

5. Security and Compliance: 

●​ Centralized management of SSL certificates for database instances to secure 
connections. 

●​ Provides role-based access control for database provisioning and management 
tasks, ensuring compliance with organizational policies​. 

6. Automation of Database Operations: 

●​ Handles routine tasks such as applying security patches, software upgrades, and 
scaling resources automatically. 

●​ Uses Kubernetes to orchestrate database deployments and lifecycle management at 
scale, enabling consistent and reliable automation​. 



 

Advantages for Different Roles: 

●​ vSphere Administrators: 
○​ Simplifies database management by abstracting infrastructure complexity. 
○​ Provides visibility into database resource usage and health. 

●​ Application Developers: 
○​ Self-service capabilities empower developers to deploy databases without 

needing deep infrastructure expertise. 
●​ Database Administrators: 

○​ Streamlines the deployment and maintenance of databases, reducing 
operational overhead. 

 

Example Scenarios: 

1.​ DevOps Integration: 
○​ Deploy MySQL and PostgreSQL instances for development and testing, using 

DSM’s self-service interface for quick provisioning and configuration. 
2.​ Enterprise Application Support: 

○​ Use DSM to manage mission-critical PostgreSQL clusters with automated 
failover for high availability. 

3.​ Database as a Service (DBaaS): 
○​ Provide internal teams with access to scalable database services through 

DSM’s role-based access control and policy-driven management. 

 

Sources: 

1.​ Getting Started with VMware Data Services Manager, Pages 7-19, 103-128​. 
2.​ VMware Cloud Foundation Administration Guide, Pages 180-200​. 

 

Objective 2.6 - Identify the Use Cases for VMware Cloud Foundation 
Add-Ons 

Preface that there are a ton of Add-Ons. For images and a good resource, reference William 
Lam’s blog post - Link 

Overview of VMware Cloud Foundation Add-Ons: 

VMware Cloud Foundation (VCF) add-ons provide extended capabilities and integrations 
that enhance functionality, improve operational efficiency, and support additional use cases 
in private and hybrid cloud environments. Add-ons include VMware NSX, VMware Aria 
Suite, VMware vRealize components, and third-party integrations​​. 

https://williamlam.com/2024/01/whats-in-the-new-vmware-vsphere-foundation-vvf-and-vmware-cloud-foundation-vcf-offers.html


 

Primary Use Cases for VMware Cloud Foundation Add-Ons 

1.​ Network Virtualization and Security with NSX: 
○​ Simplifies network operations and enhances security across environments. 
○​ Supports advanced networking use cases such as: 

■​ Micro-segmentation for workload isolation. 
■​ Load balancing for high availability. 
■​ Software-defined networking (SDN) for scalability​. 

2.​ Operational Insights and Automation with VMware Aria Operations: 
○​ Provides visibility into infrastructure and application health. 
○​ Optimizes resource utilization through predictive analytics. 
○​ Automates compliance checks and remediation for security and configuration 

management​​. 
3.​ Log Management and Analytics with VMware Aria Operations for Logs: 

○​ Centralized log aggregation and analysis for troubleshooting. 
○​ Uses machine learning to detect anomalies and correlate events across 

infrastructure. 
○​ Streamlines root cause analysis with prebuilt dashboards and queries​. 

4.​ Lifecycle Management with VMware Aria Suite Lifecycle: 
○​ Simplifies the deployment, upgrade, and patching of VMware Aria Suite 

components. 
○​ Manages certificates, licensing, and role-based access control for VMware 

environments​. 
5.​ Cloud Management and Automation with VMware Aria Automation: 

○​ Enables self-service provisioning and management of resources. 
○​ Supports infrastructure as code (IaC) for DevOps teams. 
○​ Automates complex workflows and integrates with CI/CD pipelines​. 

6.​ Data Protection and Recovery: 
○​ Integrates with backup and disaster recovery solutions to ensure workload 

resilience. 
○​ Add-ons like VMware Site Recovery Manager provide orchestrated recovery 

for virtualized environments​. 
7.​ Kubernetes and Container Management: 

○​ Add-ons like VMware Tanzu Kubernetes Grid allow deployment and 
management of Kubernetes clusters. 

○​ Simplifies containerized application development and operations. 
8.​ Third-Party Integrations: 

○​ Supports integration with popular tools and platforms such as ServiceNow, 
Splunk, and other monitoring solutions. 

○​ Expands the ecosystem for tailored solutions​. 

 

Key Considerations: 

●​ Licensing: 



○​ Some add-ons may require additional licenses, depending on the functionality 
and scale. 

●​ Compatibility: 
○​ Ensure add-ons are compatible with the VCF version and underlying 

infrastructure before deployment. 
●​ Scalability: 

○​ Add-ons enhance scalability and support dynamic workloads in hybrid cloud 
setups​​. 

Source Documents: 

1.​ vSphere Management Guide, Pages 120-150​​. 
2.​ VMware Cloud Foundation Lifecycle Management Guide, Pages 200-230​. 

 

Section 3 - Plan and Design the VMware by Broadcom Solution 

SKIP - NO TESTABLE OBJECTIVES THIS SECTION 

 

 

Section 4 - Install, Configure, Administrate the VMware by 
Broadcom Solution 

Objective 4.1 - Identify the Installation and Configuration Process 
(Bring-Up) for VMware Cloud Foundation Components 

 

Overview of the Bring-Up Process 

The "bring-up" process is the initial deployment and configuration of VMware Cloud 
Foundation (VCF). It involves deploying the VMware Cloud Builder appliance, preparing 
ESXi hosts, and setting up the management domain. 

 

Steps for Bring-Up 

1.​ Deploy VMware Cloud Builder Appliance: 
○​ VMware Cloud Builder is used to automate the bring-up of the management 

domain. 
○​ Deploy Cloud Builder as an OVA on an ESXi host or a workstation running 

VMware Workstation/Fusion. 
○​ Configure the appliance with a static IP, hostname, and DNS information​​. 



2.​ Prepare ESXi Hosts: 
○​ Install the appropriate ESXi version on at least four physical hosts for the 

management domain. 
○​ Configure networking, DNS, and NTP settings using the ESXi Direct Console 

User Interface (DCUI). 
○​ Ensure forward and reverse DNS resolution for all hosts​​. 

3.​ Fill the Deployment Parameter Workbook: 
○​ Download the Deployment Parameter Workbook and fill in details about: 

■​ Hostnames, IP addresses, DNS, and VLANs. 
■​ Licensing information for VMware Cloud Foundation components. 
■​ Passwords for ESXi hosts, vCenter Server, and NSX Manager​​. 

4.​ Initiate the Bring-Up Process: 
○​ Upload the completed Deployment Parameter Workbook to Cloud Builder. 
○​ Cloud Builder validates the workbook and the environment before deployment 

begins. 
○​ The bring-up process deploys the management domain, including: 

■​ vCenter Server 
■​ NSX Manager 
■​ SDDC Manager 
■​ vSAN Configuration​​. 

5.​ Post-Deployment Configuration: 
○​ After the bring-up is successful, configure: 

■​ Repository settings for SDDC Manager. 
■​ Update management components using bundles from VMware 

Customer Connect. 
○​ Perform health checks on the management domain using the Supportability 

and Serviceability (SoS) Utility​​. 

 

Key Considerations 

●​ Licensing: Ensure proper licensing for all components (vSphere, vSAN, NSX, SDDC 
Manager). The bring-up process can run in evaluation mode but requires licenses 
post-deployment​. 

●​ Networking Requirements: 
○​ Ensure MTU settings are consistent across all network devices. 
○​ Validate all VLANs and IP configurations using the workbook​. 

●​ Certificates: 
○​ Use VMware's built-in VMCA certificates by default or integrate custom 

CA-signed certificates via APIs​​. 

 

Source Documents 

●​ "VMware Cloud Foundation Deployment Guide", Pages 6-35​​​. 
●​ "Getting Started with VMware Cloud Foundation", Pages 17-19​​. 



●​ "VMware Cloud Foundation Administration Guide", Pages 53-55​. 

 

Objective 4.2 - Deploy and configure a VMware Cloud Foundation 
management domain 

 

Overview 

The management domain in VMware Cloud Foundation is the foundational infrastructure 
that hosts key components such as vCenter Server, NSX, SDDC Manager, and vSAN for 
lifecycle management and workload orchestration. This domain is deployed using the 
VMware Cloud Builder Appliance. 

 

Steps to Deploy and Configure the Management Domain 

1.​ Prepare the Environment: 
○​ Deploy VMware Cloud Builder: Install the VMware Cloud Builder appliance 

on an ESXi host. 
○​ Ensure network requirements (DNS, NTP, VLANs) and environment 

prerequisites are configured. 
○​ Complete the Deployment Parameter Workbook, which includes host 

details, IPs, and credentials​. 
2.​ Deploy VMware Cloud Builder Appliance: 

○​ Use the vSphere Client to deploy the OVA file of Cloud Builder. 
○​ Configure networking (FQDN, static IP, subnet, gateway, DNS, and NTP). 
○​ Validate connectivity between Cloud Builder and the target ESXi hosts​. 

3.​ Prepare the ESXi Hosts: 
○​ Install the required ESXi version on a minimum of four hosts. 
○​ Perform basic host configurations: 

■​ Static IP, DNS, NTP settings. 
■​ Regenerate the self-signed certificates for each host. 

○​ Add all hosts to a management VLAN​​. 
4.​ Upload Deployment Parameter Workbook: 

○​ Log in to the Cloud Builder interface. 
○​ Upload the completed Deployment Parameter Workbook, which specifies: 

■​ Hostnames, IP addresses, and network configurations. 
■​ vSAN and NSX details. 

○​ Cloud Builder validates the workbook input for errors and prerequisites​. 
5.​ Run the Bring-Up Process: 

○​ Click Deploy SDDC in Cloud Builder to initiate the automated bring-up 
process. 

○​ Cloud Builder deploys the following components: 
■​ vCenter Server 



■​ NSX Manager Cluster 
■​ SDDC Manager 
■​ vSAN storage for the management domain 

○​ Monitor progress in the Cloud Builder UI or review logs located at:​
/opt/vmware/bringup/logs/vcf-bringup-debug.log​. 

6.​ Post-Deployment Configuration: 
○​ Configure Repository Settings in SDDC Manager to enable updates and 

lifecycle management. 
○​ Validate the management domain by accessing: 

■​ SDDC Manager UI 
■​ vCenter Server 
■​ NSX Manager​. 

 

Management Domain Components 

●​ vCenter Server: Centralized management for virtual machines and ESXi hosts. 
●​ NSX Manager: Networking and security management. 
●​ SDDC Manager: Manages lifecycle operations (patching, upgrading, scaling). 
●​ vSAN: Provides software-defined storage for the management domain. 

 

Best Practices for Management Domain Deployment 

1.​ Validate all prerequisites (DNS, NTP, VLANs) before starting the deployment. 
2.​ Use key-based licensing to ensure automated configuration. 
3.​ Regularly monitor bring-up logs to troubleshoot validation issues. 
4.​ Post-deployment, configure backup for all management components​​. 

 

Key Notes 

●​ VMware Cloud Builder automates deployment to reduce manual intervention. 
●​ The Deployment Parameter Workbook is critical for defining network and host 

configurations. 
●​ Errors during bring-up can be diagnosed through Cloud Builder logs. 

 

Sources: 

●​ "VMware Cloud Foundation Deployment Guide", Pages 7-21​​. 
●​ "Getting Started with VMware Cloud Foundation", Pages 18-19​. 

Resources: 



●​ YouTube Videos 
○​ VMware Cloud Foundation (VCF) Overview by NextGen Cloud Formation 

●​ Hands-on-Labs 
○​ VMware Cloud Foundation (VCF) Overview by NextGen Cloud Formation 
○​ Set up VMware Cloud Builder Appliance and Deploy VCF by NextGen Cloud 

Formation 
●​ Hands-on-Labs 

○​ Getting Started with VMware Cloud Foundation (HOL-2532-01-VCF-L) 

 

Objective 4.2.1 - Validate the prerequisites for deploying VMware Cloud Foundation 

 

Prerequisites for Deploying VMware Cloud Foundation 

To successfully deploy VMware Cloud Foundation using Cloud Builder, the following 
prerequisites must be met: 

 

1. Environment Prerequisites 

●​ Management Network: 
○​ Static IP addresses for Cloud Builder, ESXi hosts, vCenter Server, NSX 

Manager, and SDDC Manager. 
○​ Network access to VLANs used for management, vMotion, vSAN, and NSX 

segments. 
●​ DNS and NTP: 

○​ Configure forward and reverse DNS lookup for all components. 
○​ Ensure that NTP servers are reachable for time synchronization​. 

●​ Networking Requirements: 
○​ VLANs configured for management, vMotion, vSAN, and NSX networks. 
○​ MTU size set to 9000 for jumbo frames on vSAN and NSX segments. 
○​ Firewall rules allow connectivity between VMware components (Cloud 

Builder, ESXi, SDDC Manager)​. 

 

2. ESXi Host Requirements 

●​ Minimum of 4 ESXi hosts for the management domain. 
●​ Resource Requirements per Host: 

○​ CPU: 4 cores 
○​ Memory: 32 GB RAM 
○​ Storage: At least 279 GB (thick provisioned)​. 

●​ Configurations: 
○​ Install the supported version of ESXi (check the Bill of Materials). 

https://www.youtube.com/live/ppMlXGXC0ZM?feature=shared&t=1540
https://www.youtube.com/live/ppMlXGXC0ZM?feature=shared
https://www.youtube.com/watch?v=66SUPOi9uZw
https://labs.hol.vmware.com/HOL/catalog/lab/14177


○​ Configure static IP, hostname, DNS, and NTP on all hosts. 
○​ Regenerate self-signed certificates to match hostnames. 

/sbin/generate-certificates   

/etc/init.d/hostd restart && /etc/init.d/vpxa restart 

○​ Validate network connectivity to Cloud Builder. 

 

3. VMware Cloud Builder Appliance 

●​ Deploy the Cloud Builder OVA file on an ESXi host. 
●​ Minimum specifications: 

○​ 4 vCPUs, 4 GB RAM, 279 GB storage (thick provisioned). 
○​ Static IP address and FQDN configured. 
○​ Accessible DNS and NTP servers​. 

●​ Validation: 
○​ Ensure that Cloud Builder can ping ESXi hosts. 
○​ Perform forward and reverse DNS lookups for all hosts and services. 

Verify NTP synchronization using:  

○​ ntpdate -q <NTP_server_IP> 

 

4. Deployment Parameter Workbook 

The Deployment Parameter Workbook contains all necessary input for bring-up: 

●​ Network Settings: IP addresses, VLANs, MTU size, and DNS settings. 
●​ Host Information: ESXi hostnames, IPs, and credentials. 
●​ Component Credentials: Initial passwords for vCenter Server, NSX Manager, and 

SDDC Manager. 
●​ License Keys: Include valid license keys for vSphere, vSAN, and NSX​. 

 

5. Validation Checklist 

●​ Network connectivity validated (no IP conflicts). 
●​ DNS and NTP health checked. 
●​ ESXi hosts configured and reachable from Cloud Builder. 
●​ Deployment Parameter Workbook validated without errors. 

 

Summary 



To ensure a successful bring-up, verify: 

●​ Infrastructure readiness (DNS, NTP, VLANs, MTU settings). 
●​ ESXi host configuration (static IPs, certificates). 
●​ Cloud Builder deployment and network reachability. 
●​ Accuracy of the Deployment Parameter Workbook. 

 

Source: 

●​ "VMware Cloud Foundation Deployment Guide", Pages 7-10​. 

 

Objective 4.2.1.2 - Deploy the VMware Cloud Builder appliance 

 

Steps to Deploy the VMware Cloud Builder Appliance 

1.​ Download the VMware Cloud Builder OVA 
○​ Obtain the VMware Cloud Builder OVA file from the Broadcom Support 

Portal. 
○​ Ensure you have the necessary credentials for VMware Cloud Foundation 

deployment​. 
2.​ Deploy the Cloud Builder Appliance 

○​ Access the ESXi Host: 
■​ Open the VMware Host Client on the target ESXi host. 
■​ Navigate to Host > Create/Register VM. 

○​ Select Deployment Type: 
■​ Choose Deploy a virtual machine from an OVF or OVA file. 

○​ Upload the OVA: 
■​ Provide a VM name. 
■​ Select the VMware Cloud Builder OVA file. 

○​ Configure Storage and Network: 
■​ Select the datastore for the VM. 
■​ Map the network to the correct port group on the management VLAN. 

○​ Set Parameters: 
■​ Enter the following values: 

■​ Admin Username/Password: Secure credentials for 
administration. 

■​ Root Password: For root access. 
■​ Hostname: The FQDN for the Cloud Builder appliance. 
■​ IP Address: Static IP for Cloud Builder. 
■​ Subnet Mask, Gateway, DNS Servers: Ensure 

forward/reverse DNS resolution. 
■​ NTP Servers: Use reliable time servers for synchronization​. 

3.​ Verify Cloud Builder Deployment 



○​ After deployment completes, power on the Cloud Builder appliance. 
○​ Use SSH to access the appliance and validate connectivity to the ESXi hosts 

and DNS servers: 
■​ ping <ESXi_host>   
■​ nslookup <ESXi_hostname>   
■​ ntpdate -q <NTP_server> 

Open the VMware Cloud Builder administration interface at:​
https://<Cloud_Builder_IP_or_FQDN> 

4.​ Validate Prerequisites 
○​ Log in using the admin credentials specified during deployment. 
○​ Confirm Cloud Builder can access the: 

■​ Management VLAN 
■​ DNS Servers for forward/reverse resolution 
■​ NTP Servers for time synchronization​. 

 

Post-Deployment Steps 

●​ Upload the Deployment Parameter Workbook: 
○​ Download and complete the Deployment Parameter Workbook with 

configuration details for hosts, networking, and credentials. 
○​ Upload the workbook to the Cloud Builder interface to initiate the bring-up 

process​. 
●​ Run Bring-Up Process: 

○​ Cloud Builder will validate the environment and automatically deploy the 
management domain, including vCenter Server, NSX Manager, and SDDC 
Manager​. 

 

Key Notes 

●​ The Cloud Builder appliance requires a minimum of 4 CPUs, 4 GB RAM, and 279 
GB storage. 

●​ DNS and NTP must be preconfigured and validated to ensure smooth deployment. 
●​ Use thick provisioning for the appliance's virtual disk for better performance. 

Summary 

●​ Deploy VMware Cloud Builder on an ESXi host using the OVA file. 
●​ Configure static IP, DNS, and NTP settings during deployment. 
●​ Validate connectivity and proceed to upload the Deployment Parameter Workbook to 

initiate bring-up. 

 



Sources: 

●​ "VMware Cloud Foundation Deployment Guide", Pages 7-10​. 
●​ "Getting Started with VMware Cloud Foundation", Page 18​. 

 

 

Objective 4.2.1.3 - Prepare ESXi Hosts 

 

Steps to Prepare ESXi Hosts for VMware Cloud Foundation 

The preparation of ESXi hosts involves installing the supported ESXi version, configuring 
host settings, and ensuring network connectivity for the management domain deployment. 

 

1. Install the Correct ESXi Version 

●​ Download the ESXi ISO file specified in the VMware Cloud Foundation Bill 
of Materials (BOM). 

●​ Install ESXi interactively using the following procedure: 
1.​ Mount the ESXi ISO on the server and boot from it. 
2.​ Set the BIOS/UEFI boot order to prioritize the ISO image. 
3.​ Follow the prompts to accept the End User License Agreement and 

select the target installation disk. 
4.​ Set the root password for the ESXi host. 
5.​ Restart the host after installation completes​​. 

 

2. Configure the Network on ESXi Hosts 

●​ Use the Direct Console User Interface (DCUI) or VMware Host Client for 
initial network configuration. 

●​ Set the following network details: 
○​ Management Network Adapter (vmk0) 
○​ VLAN ID for the management network 
○​ Static IP Address, Subnet Mask, Gateway, DNS Server, and FQDN 

●​ Verify that forward and reverse DNS lookups resolve properly for each host​. 

 

3. Configure NTP on ESXi Hosts 

●​ Synchronize time settings to avoid issues during bring-up. 
●​ Use the following steps: 



1.​ Log in to the VMware Host Client. 
2.​ Go to Manage > System > Time & Date. 
3.​ Enable Use Network Time Protocol (NTP) and enter the NTP server 

address. 
4.​ Set the NTP service startup policy to Start and stop with host. 
5.​ Start the NTP service​​. 

 

4. Regenerate Self-Signed Certificates 

●​ Each ESXi host must have self-signed certificates regenerated after 
hostname assignment to ensure proper validation by VMware Cloud Builder. 

●​ Procedure:​
/sbin/generate-certificates 

/etc/init.d/hostd restart && /etc/init.d/vpxa restart 

○​ This ensures that the certificate's common name matches the 
configured FQDN​. 

 

5. Verify ESXi Host Connectivity 

●​ Ensure that all ESXi hosts can be accessed from the VMware Cloud Builder 
appliance: 

○​ Ping test each host’s management IP address. 
●​ Perform forward and reverse DNS lookups using:​

​ nslookup <hostname> 
●​ Validate that all hosts have consistent network and storage configurations​​. 

 

Summary of ESXi Host Preparation Tasks 

1.​ Install the supported version of ESXi interactively. 
2.​ Configure the management network, DNS, and NTP settings. 
3.​ Regenerate self-signed certificates for secure connections. 
4.​ Validate network connectivity and DNS resolution for all ESXi hosts. 

 

Sources: 

●​ "VMware Cloud Foundation Deployment Guide", Pages 9-12, 14​​. 
●​ "VMware Cloud Foundation Administration Guide", Pages 52-57​. 

 



Objective 4.2.1.4 - Deploy the VMware Cloud Foundation management domain (including 
vCenter, vSAN, NSX, and SDDC Manager) using VMware Cloud Builder 

 

Overview 

The management domain deployment process in VMware Cloud Foundation (VCF) 
automates the setup of the core infrastructure components: 

●​ vCenter Server: Centralized management for virtualized infrastructure. 
●​ vSAN: Storage virtualization. 
●​ NSX: Network virtualization and security. 
●​ SDDC Manager: Lifecycle management of VCF. 

The deployment is performed using the VMware Cloud Builder appliance. 

 

Steps to Deploy the Management Domain 

1.​ Prepare and Validate the Environment: 
○​ Verify prerequisites such as DNS, NTP, IP pools, VLANs, and ensure 

forward/reverse DNS lookups work for all hosts and components. 
○​ Use the Deployment Parameter Workbook to specify environment details: 

■​ vCenter and NSX IPs and hostnames 
■​ Network settings (MTU, VLANs) 
■​ vSAN configuration details​. 

2.​ Upload the Deployment Parameter Workbook: 
○​ Log into the Cloud Builder web UI using:​

​ https://<Cloud_Builder_VM_FQDN>   
○​ Upload the completed Deployment Parameter Workbook. 
○​ Cloud Builder performs pre-deployment validation of the input file. 
○​ Fix any issues flagged during validation​. 

3.​ Initiate the Bring-Up Process: 
○​ In the Cloud Builder UI, click Deploy SDDC to begin the bring-up process. 
○​ During this phase, Cloud Builder: 

■​ Deploys vCenter Server and configures the management cluster. 
■​ Configures vSAN storage for the management domain. 
■​ Deploys NSX Manager to manage the network stack. 
■​ Installs and configures SDDC Manager, transferring control for further 

operations​​. 
4.​ Verify the Deployment: 

○​ Log into the SDDC Manager UI post-deployment. 
○​ Confirm the health of all deployed components: 

■​ vCenter Server, NSX Manager, vSAN, and SDDC Manager. 
○​ Validate network and storage connectivity to ensure proper configuration​. 

 



Key Components Deployed 

Component Description 

vCenter Server Manages ESXi hosts and virtual machines. 

vSAN Provides software-defined storage for the management 
domain. 

NSX Manager Delivers network segmentation, security, and virtualization. 

SDDC Manager Automates lifecycle management and operations of VCF. 

 

Best Practices 

1.​ Validate all prerequisites before initiating the deployment to minimize errors. 
2.​ Use key-based licensing for automation during deployment. 
3.​ Regularly monitor the bring-up logs located at 

/opt/vmware/bringup/logs/vcf-bringup-debug.log in case of failures​. 
4.​ Ensure consistent NTP synchronization across all components to avoid certificate 

and deployment issues. 

 

Sources: 

●​ "VMware Cloud Foundation Deployment Guide", Pages 20-22​​. 

 

Objective 4.2.2 - Configure the VMware Cloud Foundation 
management domain 

 



Objective 4.2.2.1 - Identify the different backup methods for components 
within the VMware Cloud Foundation management domain 

 

Backup Methods for VMware Cloud Foundation Management Components 

1.​ SDDC Manager Backups 
○​ Backup Type: File-based backup. 
○​ Frequency: Daily. 
○​ Configuration: Set up an external SFTP server as the target for backups. 
○​ Notes: 

■​ Retain backups for at least 7 days. 
■​ Enable state-change triggered backups to ensure backups occur 

after any critical operation. 
■​ Verify backups using the SDDC Manager interface: 

■​ Administration > Backup​​. 
2.​ vCenter Server Backups 

○​ Backup Type: File-based backup through the vCenter Management 
Interface. 

○​ Configuration Steps: 
■​ Access vCenter Server Management Interface at 

https://<vcenter-fqdn>:5480. 
■​ Configure Backup Schedule: Provide the SFTP location, credentials, 

and frequency. 
■​ Retain backups for at least 7 days​. 

3.​ NSX Manager Backups 
○​ Backup Type: File-based backup stored on an external SFTP server. 
○​ Frequency: Hourly. 
○​ Configuration: 

■​ Automatically configured during the bring-up process using SDDC 
Manager. 

○​ Retention: Ensure backups are rotated appropriately to avoid space issues 
on the SFTP server​​. 

4.​ vSphere Distributed Switch (vDS) Configuration Backups 
○​ Backup Type: On-demand configuration export. 
○​ Procedure: 

■​ Use the vSphere Client to export distributed switch configurations. 
■​ Save the export as a backup for vDS recovery scenarios. 

○​ Recommendation: Export configurations immediately after significant 
changes​. 

5.​ Image-Based Backup for Components 
○​ Backup Type: VM-level snapshots and backups compatible with VMware 

vSphere Storage APIs for Data Protection (VADP). 
○​ Use Case: Ensures full virtual machine protection, including SDDC Manager, 

vCenter Server, and NSX Manager. 



○​ Best Practice: Use incremental backups to reduce time and storage 
consumption​. 

 

Best Practices for Backup Management 

1.​ Centralize Backup Storage: Use an external SFTP server for all file-based backups. 
2.​ Validate Backups Regularly: 

○​ Check the Last Backup Status in SDDC Manager, vCenter, and NSX 
Manager interfaces. 

○​ Run manual test backups periodically. 
3.​ Automate Backup Verification: Use PowerShell scripts or VMware Cloud 

Foundation APIs to monitor and verify backup status. 
4.​ Monitor SFTP Server Space: Ensure sufficient storage to accommodate retention 

policies​​. 

 

Summary of Backup Methods 

●​ SDDC Manager: File-based daily backups to external SFTP. 
●​ vCenter Server: File-based backups via the vCenter Management Interface. 
●​ NSX Manager: Automatic hourly file-based backups. 
●​ vDS Configurations: On-demand exports. 
●​ Image-Based Backups: VM-level protection using VADP-compatible software. 

 

Sources: 

●​ "VMware Cloud Foundation Administration Guide", Pages 363-367​. 
●​ "VMware Cloud Foundation Operations Guide", Pages 22-24​. 

 

Objective 4.2.2.2 - Configure the Backup of VMware Cloud Foundation 
Management Components 

 

Overview 

Backing up the VMware Cloud Foundation (VCF) management components ensures 
operational continuity and quick recovery during failures. Backup methods include 
file-based backups configured through SDDC Manager, vCenter Server Management 
Interface, and NSX Manager. 

 



Components and Backup Recommendations 

Component Recommended 
Frequency 

Retention Notes 

SDDC Manager Daily 7 Days Configure in SDDC Manager 
UI​. 

vCenter Server Daily 7 Days Set up using the vCenter 
Management Interface. 

NSX Manager Hourly 7 Days Configured during bring-up, 
managed in SDDC UI​. 

vSphere 
Distributed Switch 

On-Demand Retain 3 
Versions 

Export manually via the 
vSphere Client​. 

 

Backup Configuration Steps 

1. Configure SDDC Manager Backup 

1.​ Log in to SDDC Manager at https://<SDDC_Manager_FQDN>. 
2.​ Navigate to Administration > Backup. 
3.​ In the Backup Schedule tab: 

○​ Enable Automatic Backup. 
○​ Set the Backup Frequency (e.g., Daily). 
○​ Define Backup Retention (7 days recommended). 
○​ Specify the backup location on an external SFTP server. 

Verify the SFTP server connection:​
​
ssh-keygen -lf <(ssh-keyscan -t rsa <SFTP_Server_IP>) 

4.​ Save the schedule and click Backup Now to test the configuration​. 

 

2. Configure vCenter Server Backup 



1.​ Log in to the vCenter Server Management Interface at https://<vcenter-IP>:5480. 
2.​ Navigate to Backup > Configure. 
3.​ Input the following settings: 

○​ Backup Location: SFTP server path (e.g., 
sftp://<Server_IP>/backups/). 

○​ Username/Password: Service account credentials for the SFTP server. 
○​ Schedule: Daily at a specific time (e.g., 11:00 PM). 
○​ Backup Retention: Retain 7 backups. 

4.​ Enable Encrypt Backup and set a strong passphrase. 
5.​ Click Create and verify the backup appears in the activity pane​​. 

 

3. Configure NSX Manager Backup 

1.​ Log in to NSX Manager at https://<NSX_Manager_IP>. 
2.​ Navigate to System > Backup & Restore. 
3.​ Configure the following: 

○​ Backup Location: External SFTP server. 
○​ Backup Frequency: Hourly. 
○​ Retention Policy: Retain backups for 7 days. 
○​ Detect NSX Configuration Change: Enable to trigger on-demand backups 

when changes occur. 
4.​ Verify the connection and save the schedule. 

 

4. Export vSphere Distributed Switch Configuration (On-Demand) 

1.​ Log in to the vSphere Client. 
2.​ Navigate to Networking under vCenter Server. 
3.​ Right-click the Distributed Switch and select Settings > Export Configuration. 
4.​ Save the exported ZIP file to a secure location. 

 

Best Practices for Backup Configuration 

1.​ Use an external SFTP server for all backups to ensure availability during disaster 
recovery. 

2.​ Enable encryption for all backups to secure sensitive data. 
3.​ Perform manual on-demand backups before upgrades or critical changes. 
4.​ Regularly verify backup integrity and retention policy compliance. 

 

Source: 

●​ "VMware Cloud Foundation Administration Guide", Pages 362-367​​. 



 

Objective 4.2.2.3 - Identify the use case for certificate management in 
VMware Cloud Foundation 

 

Use Case for Certificate Management in VMware Cloud Foundation 

Certificate management in VMware Cloud Foundation (VCF) is crucial for securing 
communication, ensuring compliance, and maintaining operational integrity across 
management components. 

 

Key Use Cases for Certificate Management 

1.​ Secure Communication Between Components 
○​ Certificates are used to secure SSL/TLS connections between VCF 

management components, such as: 
■​ vCenter Server 
■​ NSX Manager 
■​ SDDC Manager 
■​ VMware Aria Suite Lifecycle​. 

○​ Benefit: Prevents unauthorized access, data tampering, and 
man-in-the-middle attacks. 

2.​ Replace Expired or Revoked Certificates 
○​ Certificates can expire or be revoked by a Certificate Authority (CA). 

Certificate management ensures timely replacement to maintain uninterrupted 
operations. 

○​ Benefit: Avoids downtime and prevents service disruptions due to expired 
certificates​. 

3.​ Integration with Certificate Authorities 
○​ VCF supports integration with trusted certificate authorities (e.g., Microsoft CA 

or OpenSSL) to replace self-signed certificates with CA-signed certificates. 
○​ Use Case Scenarios: 

■​ Compliance with corporate security policies requiring CA-signed 
certificates. 

■​ Deployment in production environments with stringent security 
requirements​​. 

4.​ Improved Operational Security and Compliance 
○​ Replacing default VMCA-signed certificates with enterprise CA-signed 

certificates enhances security and meets regulatory or corporate compliance 
standards. 

○​ Benefit: Ensures secure access to management interfaces and avoids risks 
associated with self-signed certificates​. 

5.​ Managing Certificate Lifecycle 



○​ Automates the lifecycle management of certificates (creation, renewal, and 
revocation) via the SDDC Manager UI. 

○​ Benefit: Simplifies certificate operations while reducing manual effort and risk 
of errors​. 

 

Components Requiring Certificate Management 

●​ vCenter Server 
●​ NSX Manager 
●​ SDDC Manager 
●​ VMware Aria Suite Lifecycle 
●​ ESXi Hosts (manual certificate replacement for external CA-signed certificates)​​. 

 

When to Replace Certificates 

1.​ After deploying the management domain or VI workload domains. 
2.​ When a certificate is nearing expiration or has been revoked. 
3.​ To meet security or compliance requirements (e.g., SHA-2 encryption standards)​. 

 

Summary 

●​ Certificate management secures communication between VCF components, ensures 
compliance, and mitigates security risks. 

●​ Integration with external CAs allows for enterprise-grade certificate management. 
●​ Replacing expired, revoked, or insecure certificates prevents disruptions and ensures 

operational continuity. 

Sources: 

●​ "VMware Cloud Foundation Administration Guide", Pages 21-24​. 
●​ "VMware Cloud Foundation Design Guide", Pages 198-200​. 

 

Objective 4.2.2.4 - Configure Certificate Management 

 

Overview of Certificate Management in VMware Cloud Foundation 

Certificate management in VMware Cloud Foundation (VCF) ensures secure 
communications between components such as vCenter Server, NSX Manager, and SDDC 
Manager. Certificates can be replaced with self-signed certificates or external CA-signed 
certificates via SDDC Manager. 



 

Steps to Configure Certificate Management 

1. View Certificate Information 

●​ Navigate to SDDC Manager UI: 
○​ Go to Inventory > Workload Domains. 
○​ Select the domain and click on the Certificates tab. 
○​ View certificate status, such as Active, Expiring, or Expired, along with 

certificate details​. 

 

2. Replace Certificates for VMware Cloud Foundation Components 

a. Using OpenSSL CA-Signed Certificates 

1.​ Configure OpenSSL in SDDC Manager: 
○​ Navigate to Security > Certificate Authority. 
○​ Configure OpenSSL settings such as: 

■​ Common Name: FQDN of SDDC Manager 
■​ Organization, State, and Country details 

○​ Save the configuration​. 
2.​ Generate CSRs (Certificate Signing Requests): 

○​ Go to Inventory > Workload Domains > Certificates. 
○​ Select the resource (vCenter, NSX, SDDC Manager) and click Generate 

CSRs. 
○​ Provide settings such as key size, organization name, and locality. 

3.​ Generate Signed Certificates: 
○​ Select the resource and click Generate Signed Certificates using OpenSSL. 

4.​ Install Certificates: 
○​ Click Install Certificates to replace self-signed certificates with 

OpenSSL-signed certificates​. 

 

b. Using Microsoft CA-Signed Certificates 

1.​ Integrate SDDC Manager with Microsoft CA: 
○​ Navigate to Security > Certificate Authority and configure: 

■​ CA Server URL: e.g., https://ca.example.com/certsrv 
■​ Service Account credentials for Microsoft CA 
■​ Template Name created in Microsoft CA​. 

2.​ Generate CSRs: 
○​ Use SDDC Manager to generate CSRs for components like vCenter Server, 

NSX, and SDDC Manager. 
3.​ Submit CSRs to Microsoft CA: 

○​ Submit the CSR and obtain the signed certificates from Microsoft CA. 



4.​ Install Certificates: 
○​ Replace the self-signed certificates in SDDC Manager with Microsoft 

CA-signed certificates. 

 

3. Install Third-Party CA-Signed Certificates 

VMware Cloud Foundation supports third-party CA integration. This can be done via: 

●​ Server Certificate and Certificate Authority Files 
●​ Certificate Bundles​. 

Steps: 

1.​ Generate CSRs via SDDC Manager. 
2.​ Submit CSRs to the external CA for signing. 
3.​ Upload and install the signed certificates to replace the default self-signed 

certificates. 

 

4. Add Trusted Certificates 

●​ If certificates are updated outside of SDDC Manager, they must be added to the 
SDDC Manager trust store. 

●​ This ensures that all components trust the updated certificates​. 

 

5. Remove Old or Unused Certificates 

●​ Unused certificates can be removed using the VMware Cloud Foundation API to 
clean up the trust store. 

 

Best Practices for Certificate Management 

1.​ Replace default self-signed certificates post-deployment to meet organizational 
security policies. 

2.​ Use a Certificate Authority (CA) to issue and manage certificates. 
3.​ Monitor certificate expiration via SDDC Manager UI notifications. 

 

Sources: 

●​ "VMware Cloud Foundation Administration Guide", Pages 23-35​​. 

 



Objective 4.2.2.5 - Configure Password Management 

 

Overview of Password Management in VMware Cloud Foundation 

Password management in VMware Cloud Foundation ensures security compliance and 
operational efficiency. Passwords can be configured, rotated, or remediated for all key 
management components, including ESXi, vCenter Server, NSX Manager, and SDDC 
Manager. 

 

Password Management Capabilities 

1.​ Password Rotation: 
○​ Automatically rotate passwords for supported accounts via SDDC Manager. 
○​ Accounts include: 

■​ vCenter Server (root and service accounts). 
■​ NSX Manager and NSX Edge. 
■​ SDDC Manager. 
■​ VMware Aria Suite Components​. 

2.​ Manual Password Updates: 
○​ Update passwords manually for specific components like ESXi and SDDC 

Manager root accounts. 
○​ Changes must adhere to organizational password policies​. 

3.​ Password Expiration and Complexity Policies: 
○​ Enforce policies for expiration, complexity, and lockouts across all 

components. 
○​ Default settings can be customized via the UI or PowerShell​​. 

 

Steps to Configure Password Management 

1. Rotate Passwords Using SDDC Manager 

●​ Procedure: 
○​ Log in to the SDDC Manager UI as a user with ADMIN privileges. 
○​ Go to Security > Password Management. 
○​ Select the account(s) whose passwords need to be rotated. 
○​ Click Rotate Password to trigger the process. 
○​ Auto-Rotate: Schedule regular password rotation based on security policies. 

●​ Result: SDDC Manager generates and applies randomized, secure passwords​. 

2. Update SDDC Manager Root Password Manually 

●​ Procedure: 
1.​ SSH into the SDDC Manager appliance using the vcf user account. 



2.​ Switch to root:​
​ su - 

3.​ Update the password:​
​ passwd root 

4.​ Enter the new password twice to confirm​. 

3. Password Policies for Components 

●​ Configure password expiration, complexity, and lockout policies for the following 
components: 

○​ ESXi: Local user policies via Advanced Settings or PowerShell. 
○​ vCenter Single Sign-On (SSO): Update global expiration and complexity 

rules. 
○​ NSX Manager and NSX Edge: Use CLI to set password policies for local 

users. 
○​ SDDC Manager: Configure using CLI or PowerShell commands​. 

 

Key Notes 

●​ Auto-rotation is recommended to comply with security policies and prevent expired 
passwords. 

●​ Password Remediation: If manual updates are done outside SDDC Manager, use 
the Remediate Password feature to synchronize. 

●​ Password changes must meet predefined complexity requirements, such as: 
○​ Minimum length of 15 characters. 
○​ Inclusion of uppercase, lowercase, numeric, and special characters​. 

 

Summary 

●​ Password management includes rotation, manual updates, and policy 
enforcement. 

●​ Use SDDC Manager for automated and centralized password management. 
●​ Update root and other critical passwords manually when necessary. 

Best Practices 

1.​ Auto-Rotate Passwords: Schedule password rotations every 90 days to comply 
with organizational security policies. 

2.​ Monitor Expirations: Use the SDDC Manager UI to track password expirations and 
receive warnings. 

3.​ Avoid Manual Changes: Changing passwords outside of SDDC Manager can break 
system integrations. 

4.​ Backup Credentials: Use lookup_passwords in SDDC Manager to securely 
retrieve account credentials when needed​. 



Sources: 

●​ "VMware Cloud Foundation Operations Guide", Pages 58-90​​. 
●​ "VMware Cloud Foundation Administration Guide", Pages 350-357​. 

 

Objective 4.3.1.1 - Identify the uplink requirements for deploying an NSX 
Edge Cluster 

 

Consolidated Uplink Requirements for NSX Edge Cluster Deployment 

1. Purpose of Uplinks 

NSX Edge nodes use uplinks to connect internal networks (East-West traffic) to external 
physical or virtual networks (North-South traffic). Uplinks ensure redundancy, high 
availability, and load balancing for traffic flow. 

 

2. Key Uplink Requirements 

Requirement Details 

VLAN Configuration - Each uplink must be assigned a dedicated VLAN for external 
connectivity. 

- VLAN tagging must be enabled on physical switches for uplink 
VLANs. 

MTU Size - Configure MTU ≥ 1600 to support overlay (VXLAN/GENEVE) 
traffic. 

- Ensure Jumbo Frames are enabled on all physical switches. 

Number of Uplinks - Minimum 2 uplinks for redundancy and high availability. 

- Distribute uplinks across different physical or virtual switches. 



Teaming Policies - Supported policies: 

1. Active/Standby for failover. 

2. Load Balancing for traffic distribution. 

IP Address 
Assignment 

- Assign static IPs for uplink interfaces. 

- Each uplink requires an external IP for North-South traffic 
routing. 

Routing 
Requirements 

- BGP (Border Gateway Protocol) or static routes must be 
configured on external routers. 

- Verify North-South traffic routing. 

Redundancy - Ensure redundancy by configuring uplinks to separate VLANs or 
switches. 

- Multiple uplinks prevent a single point of failure. 

External Network 
Reach 

- Physical switches must allow uplink traffic through VLAN 
trunking. 

- Ensure proper routing connectivity to upstream networks. 

 

3. Example Uplink Configuration 

Uplink VLAN Purpose MTU 

Uplink 1 VLAN 100 Primary North-South Traffic 1600+ 

Uplink 2 VLAN 101 Backup North-South Traffic 1600+ 



Tunnel Endpoint (TEP) VLAN 200 Overlay Communication 1600+ 

 

4. Physical Network Prerequisites 

1.​ VLAN Tagging: Uplink VLANs and TEP VLANs must be trunked on all participating 
physical switches. 

2.​ MTU Configuration: Use MTU ≥ 1600 across all uplinks and switches. Verify MTU 
using the ping utility with the Don't Fragment flag. 

3.​ Routing: Ensure static routes or BGP configurations exist between the Edge uplinks 
and upstream routers. 

4.​ Redundancy: Configure uplinks to separate physical switches or paths to ensure 
fault tolerance. 

 

5. Validation Steps 

●​ Verify VLAN configurations and trunking. 

Test MTU settings using:​
​
ping -s 1600 -M do <TEP/Router_IP> 

●​  
●​ Confirm IP address assignment for each uplink. 
●​ Validate reachability between NSX Edge nodes, Transport Nodes, and external 

routers. 

 

Summary 

●​ Deploy NSX Edge nodes with minimum 2 uplinks for redundancy and availability. 
●​ Uplinks must use dedicated VLANs and static IP addresses with MTU set to 1600+ 

for overlay traffic. 
●​ External routing (BGP or static) must be validated, and physical switches must be 

configured for VLAN trunking. 

 

Sources: 

●​ "VMware Cloud Foundation Design Guide", Pages 110-112​​. 
●​ "VMware Cloud Foundation Administration Guide", Pages 170-175​. 



 

Objective 4.3.1.2 - Identify the TEP Requirements for Deploying an NSX 
Edge Cluster 

 

Consolidated TEP Requirements 

The Tunnel Endpoint (TEP) is a critical component in NSX that enables overlay network 
communication by encapsulating traffic using GENEVE or VXLAN. TEPs allow 
communication between NSX Edge nodes and transport nodes across physical and virtual 
networks. 

 

1. VLAN Configuration for TEP Traffic 

●​ Assign a dedicated VLAN for TEP communication. 
●​ This VLAN must be trunked on physical switches and allowed across all uplinks 

connecting: 
○​ NSX Edge nodes 
○​ ESXi transport nodes 

●​ Example: VLAN 200 for TEP communication. 

 

2. IP Addressing for TEPs 

●​ TEPs require non-overlapping IP subnets that are routable between transport 
nodes and Edge nodes. 

●​ Methods for IP Assignment: 
○​ IP Pools: Dynamically allocate IP addresses for TEPs. 
○​ Static IPs: Manual assignment for small-scale environments. 

●​ Example Configuration: 
○​ IP Range: 192.168.200.10 - 192.168.200.50 
○​ Subnet Mask: /24 

 

3. MTU (Maximum Transmission Unit) Configuration 

●​ TEP encapsulation adds overhead to traffic; therefore, the MTU size must be set to 
1600 bytes or higher on all physical and virtual network components. 

●​ Validation: Verify MTU settings by running the following command:​
​ ping -s 1600 -M do <TEP_IP> 

 



 

4. Physical Network Reachability 

●​ Ensure Layer 3 routing between TEP VLANs used by: 
○​ NSX Edge nodes 
○​ ESXi transport nodes 

●​ Validate that the routing infrastructure supports unicast and Layer 3 connectivity. 

 

5. Transport Zone Configuration 

●​ NSX Edge nodes must be added to the Overlay Transport Zone for TEP 
communication. 

●​ The Transport Zone defines the scope for TEP traffic and allows overlay networks to 
span across Edge and compute nodes. 

 

Validation Checklist 

Requirement Details 

VLAN Dedicated VLAN for TEP traffic (e.g., 
VLAN 200) 

IP Assignment IP Pool or static IPs (non-overlapping 
subnet) 

MTU Size Minimum 1600 bytes for overlay traffic 

Routing Layer 3 connectivity between TEP 
VLANs 

Transport Zone Edge nodes added to the Overlay 
Transport Zone 

 



Example Configuration 

Parameter Value 

TEP VLAN VLAN 200 

TEP IP Range 192.168.200.10 - 192.168.200.50 

Subnet 192.168.200.0/24 

MTU 1600+ 

Transport Zone Overlay Transport Zone 

 

Summary 

●​ Use a dedicated VLAN and routable IP pools for TEP traffic. 
●​ Set the MTU size to 1600+ bytes to support encapsulated overlay traffic. 
●​ Verify Layer 3 routing between NSX Edge and transport nodes. 
●​ Add NSX Edge nodes to the Overlay Transport Zone to ensure TEP 

communication. 
●​  

 

Sources: 

●​ "VMware Cloud Foundation Design Guide", Pages 107-110​. 
●​ "VMware Cloud Foundation Operations Guide", Pages 45-47​. 

 

Objective 4.3.2 - Scale an NSX Edge Cluster by Adding or Removing 
Edge Transport Nodes 

 

Overview 



Scaling an NSX Edge Cluster involves adding or removing Edge transport nodes to meet 
changing capacity or redundancy requirements. This operation is managed through SDDC 
Manager or directly via NSX Manager. 

 

Scaling Up: Adding Edge Transport Nodes 

Prerequisites for Adding Edge Nodes 

●​ The NSX Edge Cluster must be available in the SDDC Manager inventory. 
●​ Ensure the target vSphere cluster has sufficient compute, memory, and storage 

resources. 
●​ The new NSX Edge nodes must match the form factor and networking configuration 

of the existing nodes. 
●​ VLANs for TEP, management, and uplink networks must be trunked to the new Edge 

nodes​. 

Steps to Add Edge Nodes 

1.​ Access SDDC Manager: 
○​ Navigate to Inventory > Workload Domains. 
○​ Select the target workload domain hosting the NSX Edge Cluster. 

2.​ Initiate Expansion: 
○​ Go to the Edge Clusters tab. 
○​ Click on Actions > Expand Edge Cluster. 

3.​ Configure New Edge Nodes: 
○​ Add configuration details for the new nodes: 

■​ Node Name (FQDN) 
■​ Cluster (target vSphere cluster) 
■​ Datastore 
■​ Management and Uplink IPs 

○​ Assign the new nodes to the correct Transport Zone and Uplink Profiles. 
4.​ Validation: 

○​ SDDC Manager validates the configuration for the new Edge nodes. 
○​ If validation passes, proceed to deploy the nodes. 

5.​ Monitor Deployment: 
○​ Monitor the progress via the Tasks Panel in SDDC Manager. 

 

Scaling Down: Removing Edge Transport Nodes 

Prerequisites for Removing Edge Nodes 

●​ NSX Edge Cluster must contain more than two Edge nodes to retain redundancy. 
●​ The NSX Edge Cluster cannot be federated or stretched​. 
●​ For Active-Standby deployments, do not remove the active or standby nodes. 



Steps to Remove Edge Nodes 

1.​ Access SDDC Manager: 
○​ Go to Inventory > Workload Domains. 
○​ Select the target domain and go to the Edge Clusters tab. 

2.​ Initiate Shrink Operation: 
○​ Select Actions > Shrink Edge Cluster. 
○​ Choose the Edge nodes to remove. 

3.​ Validation: 
○​ SDDC Manager validates the request to ensure network services are not 

disrupted. 
4.​ Confirm and Remove: 

○​ Review the summary and confirm the operation. 
○​ Monitor progress in the Tasks Panel. 

 

Key Considerations 

●​ Active-Active HA Mode: Up to 8 Edge nodes can have uplink interfaces. 
●​ Active-Standby HA Mode: Only 2 Edge nodes can have uplink interfaces. 
●​ All Edge nodes in the cluster must share the same VLAN and form factor. 

 

Summary 

●​ Scaling Up: Use SDDC Manager to add Edge nodes while ensuring resource and 
VLAN availability. 

●​ Scaling Down: Remove Edge nodes cautiously to retain HA and redundancy, 
especially in Active-Standby mode. 

 

Sources: 

●​ "VMware Cloud Foundation Administration Guide", Pages 182-184​. 

 

Objective 4.3.3 - Identify the Role of BGP in Route Propagation with NSX 
Edge Cluster 

Role of BGP in Route Propagation: 

Border Gateway Protocol (BGP) is a critical dynamic routing protocol used to facilitate 
north-south routing in VMware Cloud Foundation (VCF) environments. It enables route 
propagation and ensures traffic flows efficiently between the NSX-T environment 
(software-defined network) and the physical infrastructure. 



 

Key Points: 

1.​ Dynamic Route Management:​
BGP automatically shares routing information between disparate networks, known as 
autonomous systems (ASes). In VMware Cloud Foundation, BGP dynamically 
updates routing tables when network changes occur, minimizing manual 
configuration. 

○​ Benefit: Increased flexibility and scalability for route management​. 
2.​ NSX Edge Cluster Role: 

○​ The NSX Edge Cluster handles north-south traffic routing using Tier-0 
Gateways, which connect to upstream Layer 3 physical routers through BGP 
neighbor relationships​. 

○​ Equal Cost Multi-Path (ECMP): BGP supports ECMP routing on Tier-0 
gateways to provide load balancing and resiliency for north-south traffic 
across multiple Edge nodes​​. 

3.​ Availability Zone Redundancy:​
For environments with multiple availability zones (AZs), BGP ensures traffic fails over 
to a secondary AZ if the primary becomes unavailable. Route maps and BGP 
attributes like AS-Path Prepending and Local Preference are configured to 
influence traffic flow: 

○​ Lower Local Preference: Routes through the secondary zone are 
deprioritized unless the primary AZ fails​​. 

4.​ Interoperability with Physical Infrastructure:​
BGP peers between the NSX Tier-0 Gateways and upstream physical ToR (Top of 
Rack) switches or routers. This enables efficient route advertisement and learning 
between the virtual NSX environment and the physical network​. 

 

Design Considerations: 

●​ Redundancy: Deploy an Active-Active Tier-0 Gateway for ECMP to ensure 
resiliency and bandwidth utilization across the Edge nodes​. 

●​ Timers: Configure BGP Keep Alive Timer to 4 seconds and Hold Down Timer to 
12 seconds to balance failure detection speed and network load​. 

●​ Failover Behavior: Traffic shifts to secondary routes only upon failure of primary 
BGP neighbor relationships. Manual route maps and IP prefix lists can control this 
behavior​. 

 

Summary: 

BGP in VMware Cloud Foundation plays a pivotal role in ensuring dynamic routing, high 
availability, and load balancing of north-south traffic through NSX Edge clusters. By 
connecting the Tier-0 Gateways to physical network devices using BGP, traffic routing is 
optimized, and failover mechanisms ensure operational continuity. 



 

Source Documents: 

●​ "VMware Cloud Foundation Design Guide", Pages 117-133​​. 
●​ "VMware Cloud Foundation Administration Guide", Pages 277-278​. 

Objective 4.4: Deploy VMware Aria Suite Lifecycle using SDDC Manager 

 

Objective 4.4.1 - Validate Prerequisites for Deploying Aria Suite Lifecycle 

1.​ Prerequisites: 
○​ Ensure the VMware Software Install Bundle for VMware Aria Suite Lifecycle 

is downloaded from the VMware Depot to the local bundle repository​. 
○​ Allocate the following network resources: 

■​ IP Address for the VMware Aria Suite Lifecycle virtual appliance on 
the cross-instance NSX segment. 

■​ Forward (A) and Reverse (PTR) DNS records for the allocated IP​. 
○​ Verify storage capacity: 

■​ Required storage: 178 GB 
■​ Virtual disk provisioning: Thin​. 

○​ Ensure that: 
■​ The management domain vCenter Server and NSX Manager are 

operational. 
■​ Prerequisites in the VMware Cloud Foundation Planning and 

Preparation Workbook are validated​. 

 

Objective 4.4.2 - Create Application Virtual Networks (AVNs) in Preparation for 
Deploying VMware Aria Suite 

1.​ AVNs (Application Virtual Networks): 
○​ AVNs are NSX-based segments used for deploying VMware Aria Suite 

components. Two types of NSX segments can be created: 
■​ Overlay-Backed Segments: Dynamic, tunnel-based, and decoupled 

from the physical network​. 
■​ VLAN-Backed Segments: Rely on VLANs for Layer-2 traffic​. 

2.​ Creating AVNs: 
○​ Use the SDDC Manager UI to create the AVNs: 

■​ Go to Inventory > Workload Domains. 
■​ Select the management domain, then Actions > Add AVNs. 
■​ Configure the following: 

■​ Overlay-backed network segment. 
■​ NSX Edge Cluster and Tier-1 Gateway. 
■​ Segment Details: Name, Subnet, Subnet Mask, Gateway, and 

MTU​. 



○​ Validate and review settings, then finalize creation​. 

 

Objective 4.4.3 - Complete Basic Configuration of VMware Aria Suite Lifecycle 

1.​ Deployment Steps: 
○​ Launch the SDDC Manager UI: 

■​ Navigate to Administration > VMware Aria Suite > Deploy. 
■​ Review and verify prerequisites, then click Begin​. 

○​ Configure the virtual appliance: 
■​ Enter the FQDN and confirm the reverse DNS record. 
■​ Provide the IP address for the NSX Tier-1 Gateway. 
■​ Create credentials for: 

■​ System Administrator: vcfadmin@local. 
■​ SSH Root Account​. 

2.​ Post-Deployment Tasks: 
○​ Replace the SSL certificate for trusted communication: 

■​ Generate a CSR and obtain a signed certificate from a Certificate 
Authority. 

■​ Import the certificate using the SDDC Manager UI​. 
○​ Verify Configuration: 

■​ Log into VMware Aria Suite Lifecycle UI: https://<vrslcm_fqdn>. 
■​ Add Datacenter Objects and associate the management vCenter 

Server​. 

 

Summary: 

Deploying VMware Aria Suite Lifecycle involves validating prerequisites, creating AVNs 
(NSX-backed segments), and configuring the virtual appliance using SDDC Manager. The 
post-deployment setup ensures trusted SSL communication and datacenter configuration. 

Sources: 

1.​ "VMware Cloud Foundation Administration Guide", Pages 190-205​​​. 
2.​ "VMware Cloud Foundation Design Guide", Pages 155-158​. 

 

Objective 4.5 - Deploy VMware Aria Suite Using VMware Aria Suite 
Lifecycle 

 

Objective 4.5.1 - Validate the Prerequisites for Deploying VMware Aria Suite 

1.​ Prerequisites Checklist: 



○​ Network Configuration: 
■​ Allocate an IP address for the VMware Aria Suite Lifecycle appliance 

on the cross-instance NSX segment. 
■​ Prepare both forward (A) and reverse (PTR) DNS records​. 

○​ Storage Requirements: 
■​ Required Storage: 178 GB 
■​ Provisioning: Thin​. 

○​ Operational Verification: 
■​ Ensure the management domain vCenter Server and NSX Manager 

are operational​. 
■​ Validate that the cross-instance NSX segment and Tier-1 Gateway are 

configured for load balancing​. 
○​ VMware Software Install Bundle: 

■​ Download the VMware Aria Suite Lifecycle install bundle from the 
VMware Depot to the local repository​. 

○​ Active Directory Integration: 
■​ Verify required AD service accounts and security groups are 

created​. 

 

Objective 4.5.2 - Deploy VMware Aria Suite 

1.​ Steps to Deploy VMware Aria Suite Lifecycle: 
○​ Initiate Deployment: 

■​ Access SDDC Manager > Administration > VMware Aria Suite. 
■​ Select Deploy and validate prerequisites by checking all necessary 

requirements​. 
○​ Network and Appliance Configuration: 

■​ Enter the following details on the Network Settings Page: 
■​ Virtual Appliance FQDN: Ensure the reverse DNS record 

matches the IP. 
■​ NSX Tier-1 Gateway IP: IP within the cross-instance virtual 

network​. 
■​ Provide credentials for: 

■​ System Administrator (vcfadmin@local). 
■​ SSH Root Account​. 

○​ Validate Deployment Settings: 
■​ Review the summary configuration and click Finish to start the 

deployment​. 
○​ Monitor Deployment Status: 

■​ Monitor the task status under VMware Aria Suite Page in SDDC 
Manager. If the deployment fails, you can restart the task or 
rollback​. 

2.​ Post-Deployment Configuration: 
○​ Replace the default SSL certificate with a CA-signed certificate using the 

SDDC Manager UI to establish trusted communication​. 



○​ Log in to VMware Aria Suite Lifecycle UI to configure environments and 
integrate datacenters and vCenter Servers​. 

 

Summary: 

To deploy VMware Aria Suite, prerequisites such as IP address allocation, DNS records, and 
storage validation must be completed. Using SDDC Manager, the deployment is automated, 
and post-deployment tasks like SSL configuration and vCenter integration are performed via 
VMware Aria Suite Lifecycle. 

 

Source Documents: 

●​ "VMware Cloud Foundation Administration Guide", Pages 200-205​​​. 
●​ "VMware Cloud Foundation Design Guide", Pages 153-155​. 

 

Objective 4.6 - Deploy and Configure a Virtual Infrastructure (VI) 
Workload Domain Using SDDC Manager 

 

Objective 4.6.1 - Validate Prerequisites for Deploying a VI Workload Domain 

1.​ Prerequisites: 
○​ Hosts: 

■​ A minimum of 3 ESXi hosts must be commissioned with the 
appropriate storage type: 

■​ vSAN, NFS, VMFS on FC, or vVols​. 
■​ Hosts must be added to the SDDC Manager inventory through 

commissioning​. 
○​ Networking: 

■​ Ensure an NSX host overlay network: 
■​ Use DHCP for TEP (Tunnel Endpoint) addresses or a static IP 

pool​. 
■​ Create a network pool with subnets for vMotion and storage traffic​. 

○​ Licensing: 
■​ Verify that license keys are available for: 

■​ vCenter Server, vSphere, NSX, and vSAN (if using vSAN as 
principal storage)​. 

2.​ Storage Configuration: 
○​ vSAN: Associate hosts with a vSAN network pool. 
○​ NFS: Associate hosts with an NFS network pool. 
○​ VMFS on FC/vVols: Associate hosts with a vMotion-only or vMotion and 

NFS network pool​. 



 

Objective 4.6.2 - Identify the Steps for Deploying a VI Workload Domain 

1.​ Workflow: 
○​ Use the SDDC Manager UI to automate the creation of a VI workload 

domain​: 
1.​ Specify Names and SSO Domain: 

■​ Define the workload domain name. 
■​ Select or create a vCenter Single Sign-On (SSO) domain​. 

2.​ Configure Compute and Networking: 
■​ Select the compute cluster details (CPU and memory 

resources). 
■​ Configure the network pool for vMotion and storage​. 

3.​ Select Storage: 
■​ Choose vSAN, NFS, or VMFS/vVols based on the storage 

requirements​. 
4.​ Host Selection: 

■​ Choose the ESXi hosts to include in the workload domain​. 
5.​ License Assignment: 

■​ Assign license keys for vSphere, NSX, and vSAN (if 
applicable)​. 

6.​ Review Configuration: 
■​ Validate settings before initiating deployment​. 

2.​ Post-Deployment Task: 
○​ Deploy an NSX Edge Cluster for north-south routing if required​. 

 

Objective 4.6.3 - Deploy a VI Workload Domain Using SDDC Manager 

1.​ Procedure: 
○​ Log in to the SDDC Manager UI: 

1.​ Navigate to Workload Domains > + VI - Workload Domain. 
○​ Follow the VI Configuration Wizard: 

1.​ Select the storage type. 
2.​ Configure names, SSO domain, compute, and networking. 
3.​ Assign licenses and hosts​. 

○​ Click Finish to begin the deployment process​. 
2.​ Monitoring Progress: 

○​ Use the View Task Status page to monitor domain creation tasks. 
○​ If a task fails, resolve the issue and rerun the workflow​. 

 

Summary: 



Deploying a VI Workload Domain requires validating prerequisites, configuring 
compute/networking/storage, and using the SDDC Manager UI to automate deployment. 
NSX Edge clusters can be added post-deployment for north-south routing. 

 

Source Documents: 

1.​ "VMware Cloud Foundation Administration Guide", Pages 122-141​​. 
2.​ "Getting Started with VMware Cloud Foundation", Pages 22-23​. 

 

Objective 4.7 - Enable vSphere Supervisor (IaaS Control Plane) 
(Workload Management) Within VMware Cloud Foundation 

 

Objective 4.7.1 - Identify the Prerequisites for Enabling Workload Management 

1.​ Infrastructure Requirements: 
○​ VI Workload Domain must already be deployed. 

■​ Workload Management can also be enabled on the management 
domain in a consolidated architecture​. 

○​ All hosts in the vSphere cluster must be licensed for vSphere Supervisor 
(IaaS Control Plane)​. 

2.​ Network Requirements: 
○​ Non-routable Subnets: 

■​ Pod Networking: Minimum /22 subnet. 
■​ Service IP Addresses: Minimum /24 subnet. 

○​ Routable Subnets: 
■​ Ingress: Minimum /27 subnet. 
■​ Egress: Minimum /27 subnet​. 

3.​ NSX Edge Cluster: 
○​ An NSX Edge Cluster configured for Workload Management is required. 
○​ Select Workload Management on the "Use Case" page when deploying the 

NSX Edge Cluster​. 
○​ The Edge must operate in Active-Active mode​. 

4.​ Load Balancer: 
○​ The Avi Load Balancer must be registered with NSX Manager to support 

load balancing services​. 

 

Objective 4.7.1.1 - Identify NSX Edge Requirements for Enabling Tanzu 

1.​ Edge Cluster Configuration: 
○​ Deploy a minimum of two NSX Edge nodes for redundancy. 



○​ NSX Edge nodes must be sized appropriately: 
■​ Medium: Suitable for production environments​. 

○​ Edge Cluster High Availability Mode: Active-Active​. 
2.​ Edge Node Requirements: 

○​ CPU: 4 vCPU for Medium-sized nodes. 
○​ Memory: 8 GB. 
○​ Disk: 200 GB​. 

 

Objective 4.7.1.2 - Identify Overlay Network Requirements 

1.​ Overlay Transport Zone: 
○​ Create a single overlay transport zone to connect all hosts and NSX Edge 

nodes within the workload domain​. 
2.​ Transport Networks: 

○​ Set MTU size to a minimum of 1,600 bytes​. 
3.​ Host TEP IP Pool: 

○​ Allocate TEP IP pools for each ESXi host​. 

 

Objective 4.7.1.3 - Identify Ingress and Egress Network Requirements 

1.​ Ingress Network: 
○​ Routable subnet with a minimum of /27 for external traffic to access 

Kubernetes workloads​. 
2.​ Egress Network: 

○​ Routable subnet with a minimum of /27 for traffic exiting the Kubernetes 
cluster​. 

 

Objective 4.7.1.4 - Validate Prerequisites to Enable and Configure Supervisor 

1.​ Validation Steps: 
○​ Use the SDDC Manager UI: 

■​ Navigate to Solutions > Workload Management and select Deploy. 
■​ Perform validation to check: 

■​ vCenter Server credentials. 
■​ NSX Manager connectivity and version compatibility. 
■​ Cluster compatibility for enabling Workload Management​. 

○​ Ensure that Pod and Service Subnets are defined and available​. 
○​ Complete deployment using the vSphere Client after validation​. 

 

Summary: 



To enable Workload Management (vSphere Supervisor - IaaS Control Plane), ensure proper 
NSX Edge cluster deployment, network configurations, and licensing. Overlay and routable 
subnets for ingress/egress are critical, and all prerequisites must be validated using SDDC 
Manager. 

Source Documents: 

1.​ "VMware Cloud Foundation Administration Guide", Pages 196-198​​. 
2.​ "VMware Cloud Foundation Design Guide", Pages 283-284​. 

 

Objective 4.8.1 - Download the vSphere CLI Tools to a Developer 
Workstation 

1.​ Overview:​
The vSphere Command-Line Interface (CLI) tools allow developers and 
administrators to manage vSphere environments through scripts and commands. 
These tools are essential for automation and troubleshooting tasks on a developer 
workstation. 

 

2.​ Steps to Download vSphere CLI Tools: 
○​ Visit the VMware website to access the CLI tools download page.​

URL: VMware CLI Downloads 
○​ Select the appropriate version for your platform (Windows, Linux, or macOS). 
○​ Download and Install:​

Follow the installation instructions provided on the download page. 

 

3.​ Additional VMware CLI Tools: 
○​ PowerCLI: A popular tool for managing vSphere through PowerShell. 

■​ Download URL: VMware PowerCLI 
○​ VMware vSphere CLI (vCLI): For task-based CLI operations. 

■​ Use the latest vCLI version compatible with VMware vSphere 7.0+. 

 

4.​ Validating Installation: 
○​ Open a terminal or command prompt. 

Run the following command to verify the installation:​
​
vicfg-hostops --version 

○​ Ensure the version matches the one downloaded. 

https://developer.broadcom.com/tools/vsphere-cli/latest/
https://developer.broadcom.com/powercli


 

Summary: 

Downloading the vSphere CLI tools involves navigating to the VMware website, selecting the 
appropriate version for the developer workstation's operating system, and validating the 
installation. 

Sources: 

1.​ Developer Portal 
a.​ https://developer.broadcom.com/powercli 
b.​ https://developer.broadcom.com/tools/vsphere-cli/latest/ 

 

Objective 4.9 - Deploy Stretched Clusters Across Availability Zones for 
VMware Cloud Foundation 

 

Objective 4.9.1 - Validate the Requirements for Deploying Stretched Clusters 

1.​ Availability Zone Requirements: 
○​ Two availability zones (AZ1 and AZ2) with physically distinct and 

independent infrastructure. 
■​ Each zone must have independent power, cooling, network, and 

security. 
■​ Latency between the zones must be < 5 ms, and bandwidth must be 

at least 10 Gbps​​. 
2.​ vSAN Requirements: 

○​ Configure a vSAN Witness Appliance in a third site outside of AZ1 and AZ2 
for quorum purposes​. 

○​ Stretched vSAN requires: 
■​ Minimum 4 ESXi hosts per availability zone (8 hosts total). 
■​ Fault domains must be configured to map ESXi hosts to their 

respective availability zones​​. 
3.​ Network Requirements: 

○​ Layer 2 networks must be stretched across the availability zones using the 
physical infrastructure. 

○​ Layer 3 gateways must be highly available between zones​. 
○​ Network MTU must be set to a minimum of 9000 for vSAN traffic and TEP 

overlay networks​. 
4.​ vSphere Cluster Design: 

○​ Use vSphere HA to protect virtual machines against host failures. 
○​ Configure the vSAN network gateway IP for the second availability zone as 

an additional isolation address​. 

https://developer.broadcom.com/powercli
https://developer.broadcom.com/tools/vsphere-cli/latest/


 

Objective 4.9.2 - Identify the Procedure for Deploying Stretched Clusters 

1.​ Deploy the vSAN Witness Appliance: 
○​ Deploy the vSAN witness appliance to a third site. 
○​ Configure VMkernel adapters to handle vSAN witness traffic and 

management traffic​. 
2.​ Prepare the Availability Zones: 

○​ Commission hosts to VMware Cloud Foundation. 
○​ Map hosts into fault domains for their respective availability zones​. 

3.​ Configure Stretched Cluster: 
○​ Use the SDDC Manager UI: 

■​ Navigate to Inventory > Workload Domains. 
■​ Select a VI workload domain or create a new one. 
■​ Choose "Enable Stretched Cluster" during deployment​. 

○​ Input the following: 
■​ Witness appliance settings (IP and subnet). 
■​ Define the primary and secondary availability zones. 
■​ Verify network and vSAN configurations​​. 

4.​ Validate Cluster Health: 
○​ Confirm vSAN health and fault domain configuration using vCenter Server. 
○​ Verify latency between availability zones is within acceptable limits (< 5 ms)​. 

 

Summary: 

Deploying stretched clusters involves validating infrastructure, network, and vSAN 
requirements for availability zones. Using SDDC Manager, you configure fault domains, 
deploy a witness appliance, and verify cluster health. 

Source Documents: 

●​ "VMware Cloud Foundation Administration Guide", Pages 256-258​. 
●​ "VMware Cloud Foundation Design Guide", Pages 21-23, 49-51​. 

 

Objective 4.10 - Deploy and Manage VMware Cloud Foundation Using 
the VMware Cloud Foundation APIs 

 

Key Steps for Deploying VMware Cloud Foundation via APIs: 

1.​ API Overview:​
VMware Cloud Foundation includes a Developer Center with an API Explorer built 



into the SDDC Manager UI. This allows you to interact with VMware Cloud 
Foundation components programmatically​. 

2.​ Enabling the API Developer Center: 
○​ Log in to SDDC Manager and navigate to: 

■​ Developer Center > API Explorer. 
○​ API Explorer provides REST API endpoints for managing VMware Cloud 

Foundation services. 

 

Deployment Steps: 

1.​ Prepare the Environment: 
○​ Use the JSON specification file to define deployment parameters: 

■​ Host Information: Unassigned hosts’ IDs. Retrieve them using the 
API:​
​ GET /v1/hosts?status=UNASSIGNED_USEABLE 

●​ Replace host IDs in the JSON payload​. 
○​ Replace license keys and validate network settings. 

2.​ Deploy Management Components: 
○​ Retrieve the unique Cluster ID for the management cluster:​

​ GET /v1/clusters 

Use the POST method to validate the cluster JSON:​
​ ​ POST /v1/clusters/{id}/validations 

○​ Upload the validated JSON file and execute the deployment​. 
3.​ Automating Workload Domains: 

○​ Use APIs to automate the creation and management of VI workload 
domains: 

■​ POST /v1/workload-domains: Deploy a workload domain. 
■​ Monitor progress using the task status API. 

 

Management Using VMware Cloud Foundation APIs: 

1.​ Managing Credentials: 
○​ Retrieve credentials for VMware Cloud Foundation components:​

​ GET /v1/credentials 
2.​ Managing Bundles and Upgrades: 

○​ Automate bundle downloads and upgrades for lifecycle management:​
​ POST /v1/bundles?action=download 

3.​ Monitoring System Health: 
○​ Retrieve system health status using:​

​ GET /v1/system/health 

 



Summary: 

Deploying and managing VMware Cloud Foundation through APIs involves configuring 
JSON-based deployment parameters, using SDDC Manager's API Explorer, and 
automating workloads, lifecycle management, and monitoring processes. APIs streamline 
deployments and allow integration with automation tools. 

 

Source Document: 

●​ "VMware Cloud Foundation Administration Guide", Pages 265-268​. 
●​ "VMware Cloud Foundation Deployment Guide", Page 19​. 

 

Objective 4.11 - Given a Scenario, Scale a VMware Cloud Foundation 
Deployment 

 

Objective 4.11.1 - Validate the Prerequisites for Host Commissioning 

1.​ Prerequisites for Commissioning Hosts: 
○​ Hosts must meet the following hardware and software requirements: 

■​ Supported ESXi version installed on the host​. 
■​ DNS Configuration: Forward and reverse DNS lookup must be 

configured for the FQDN​. 
■​ Self-signed certificates must be regenerated to match the FQDN​. 
■​ Storage Options: 

■​ vSAN, NFS, VMFS on FC, or vVols​. 
■​ Hosts must have a minimum of: 

■​ Two NIC ports with 10 Gbps speed. 
■​ A standard switch configured for the management network​. 

■​ Network Pool must be created and associated with the storage type. 
2.​ Host State: 

○​ Hosts must be in the unassigned state in SDDC Manager before 
commissioning​. 

 

Objective 4.11.2 - Add Hosts Using Host Commissioning 

1.​ Steps for Adding Hosts: 
○​ Navigate to SDDC Manager UI: 

■​ Go to Inventory > Hosts > Commission Hosts​. 
○​ Choose the method to add hosts: 

■​ Add New: Manually enter: 
■​ Host FQDN 



■​ Root credentials 
■​ Storage type (vSAN, NFS, etc.) 
■​ Network pool​. 

■​ Import JSON File: Download the template, populate it, and upload for 
bulk addition​. 

2.​ Validation: 
○​ Confirm server fingerprints and click Validate All. 
○​ Resolve invalid host configurations if needed​. 

3.​ Commissioning: 
○​ Activate the option to skip failed hosts (optional). 
○​ Click Commission to finalize the process​. 

 

Objective 4.11.3 - Remove Hosts Using Host Decommissioning 

1.​ Pre-Removal Requirements: 
○​ Ensure hosts are not assigned to a workload domain. 

■​ If assigned, remove the host from the vSphere cluster before 
proceeding​. 

○​ Verify that no virtual machines or NSX Edge nodes remain on the host​. 
2.​ Steps for Decommissioning: 

○​ Navigate to Inventory > Hosts > Unassigned Hosts. 
○​ Select the host(s) to decommission and click Decommission Selected 

Hosts​. 
○​ Activate the option to skip failed hosts if required. 
○​ Confirm the operation to proceed​. 

3.​ Post-Decommission Tasks: 
○​ Re-image the host before commissioning it again for other purposes​. 

 

Summary: 

Scaling a VMware Cloud Foundation deployment involves validating host prerequisites, 
commissioning new hosts, and decommissioning unused hosts. These operations are 
performed through the SDDC Manager UI using manual input or bulk JSON-based 
workflows. 

 

Source Documents: 

●​ "VMware Cloud Foundation Administration Guide", Pages 67-74​​​. 

 

Objective 4.11.4 - Scale a Cluster Within VMware Cloud Foundation 



 

Objective 4.11.4.1 - Add a Host to the Existing Cluster 

1.​ Prerequisites: 
○​ Verify the host to be added is commissioned in the SDDC Manager 

inventory​. 
○​ The host must match the configuration (CPU, memory, and storage type) of 

the existing hosts in the cluster to ensure balance​. 
○​ Ensure sufficient IP addresses in the static pool for the NSX Host Overlay 

Network (if applicable)​. 
2.​ Procedure: 

○​ Navigate to SDDC Manager: 
■​ Go to Inventory > Workload Domains. 
■​ Select the workload domain and click the Clusters tab. 

○​ Select the cluster and click Actions > Add Host​. 
○​ Choose the cluster expansion type: 

■​ L2 Uniform: All hosts share the same networks as existing hosts. 
■​ L2 Non-Uniform/L3: Hosts have different network settings 

(unsupported for NSX Edge clusters)​. 
○​ Select the host(s) to add and validate: 

■​ Review the vDS networking configuration. 
■​ Assign appropriate licenses​. 

○​ Click Finish to complete the operation. 
3.​ Post-Task Validation: 

○​ Confirm the host appears in the cluster inventory and vSAN/vMotion 
networks are functioning correctly​. 

 

Objective 4.11.4.2 - Remove a Host from an Existing Cluster 

1.​ Prerequisites: 
○​ Ensure the cluster has sufficient remaining hosts to meet vSAN availability 

requirements. Removing a host might cause a vSAN datastore to enter 
read-only mode if the host count drops below the minimum​. 

○​ Migrate or back up VMs to another host​. 
○​ Confirm the host is not hosting an NSX Edge node or migrate the Edge 

node to another host​. 
2.​ Procedure: 

○​ Navigate to SDDC Manager: 
■​ Go to Inventory > Workload Domains > Clusters. 
■​ Select the cluster and click the Hosts tab. 

○​ Select the host and click Remove Selected Hosts​. 
○​ If the operation causes the cluster to drop below minimum hosts, you must 

click Force Remove​. 
3.​ Post-Task Validation: 

○​ Decommission the host to release it from the workload domain inventory. 



○​ If the host is to be reused, reimage and commission it again​. 

 

Summary: 

Scaling a VMware Cloud Foundation cluster involves adding or removing hosts via the 
SDDC Manager UI. Prerequisite validation, network configuration, and post-task validations 
are critical to maintaining cluster health and availability. 

 

Source Document: 

●​ "VMware Cloud Foundation Administration Guide", Pages 150-159​​. 

 

Objective 4.11.5 - Scale a VMware Cloud Foundation Domain 

 

Objective 4.11.5.1 - Add a Cluster to an Existing VMware Cloud Foundation Domain 

1.​ Prerequisites: 
○​ Verify that at least three hosts are available and commissioned in the SDDC 

Manager inventory​. 
○​ Confirm that the hosts meet the storage and network requirements for the 

chosen cluster configuration (vSAN, NFS, VMFS, or vVols). 
○​ Ensure that IP addresses and DNS records are ready for NSX Host Overlay 

or other network configurations​. 
2.​ Procedure: 

○​ Access the SDDC Manager UI: 
■​ Navigate to Inventory > Workload Domains. 

○​ Select the workload domain where you want to add a new cluster and click 
"Add Cluster"​. 

○​ Specify the following configurations: 
■​ Cluster Name. 
■​ Storage Type: vSAN, NFS, VMFS on FC, or vVols. 
■​ Network Configuration: Select the network pool for management, 

vMotion, and storage traffic. 
○​ Assign ESXi hosts to the cluster: 

■​ Select the commissioned hosts from the SDDC Manager inventory. 
○​ License Assignment: 

■​ Apply vSphere and vSAN licenses (if applicable). 
○​ Review and confirm the settings, then click Finish to initiate cluster creation​. 

3.​ Post-Task Verification: 
○​ Monitor the task progress in the SDDC Manager Tasks pane. 
○​ Validate the new cluster's availability in the Clusters tab​. 



 

Objective 4.11.5.2 - Remove a Cluster from an Existing VMware Cloud Foundation 
Domain 

1.​ Prerequisites: 
○​ Migrate or back up any virtual machines (VMs) hosted on the cluster. 
○​ Ensure that no NSX Edge clusters or nodes remain in the cluster: 

■​ Shrink or delete the NSX Edge nodes if necessary​. 
○​ Verify that the cluster does not contain active workloads or critical services. 

2.​ Procedure: 
○​ Access the SDDC Manager UI: 

■​ Navigate to Inventory > Workload Domains. 
○​ Select the workload domain and go to the Clusters tab. 
○​ Find the cluster to be removed and click Actions > Delete Cluster​. 
○​ Confirm the deletion: 

■​ If the removal causes the number of hosts to drop below minimum 
vSAN requirements, you must use Force Remove to proceed​. 

3.​ Post-Task Validation: 
○​ Verify that the cluster has been removed from the workload domain inventory. 
○​ Decommission hosts (if necessary) for reuse or reconfiguration​. 

 

Summary: 

Scaling a VMware Cloud Foundation domain involves adding or removing vSphere clusters 
through the SDDC Manager UI. Adding clusters requires host validation, network pool 
assignment, and license configuration, while cluster removal involves ensuring VMs and 
NSX components are migrated or deleted. 

 

Source Documents: 

●​ "VMware Cloud Foundation Administration Guide", Pages 150-160​​​. 

 

Objective 4.11.6 - Scale a VMware Cloud Foundation Deployment With a 
Workload Domain 

 

Objective 4.11.6.1 - Add a Workload Domain to an Existing VMware Cloud 
Foundation Deployment 

1.​ Prerequisites: 



○​ Commissioned Hosts: At least three hosts with supported storage types 
(vSAN, NFS, VMFS on FC, or vVols) must be available in the SDDC 
Manager inventory​. 

○​ Verify DNS configuration for forward and reverse lookup of the ESXi host 
FQDNs. 

○​ Ensure network pools are configured for management, vMotion, and storage 
traffic​. 

2.​ Procedure to Add a Workload Domain: 
○​ Access SDDC Manager: 

■​ Navigate to Workload Domains and click + Workload Domain. 
○​ Select Workload Domain Type: 

■​ Choose VI - Workload Domain. 
○​ Configure Workload Domain: 

■​ Input the workload domain name and vCenter Single Sign-On 
(SSO) domain details. 

■​ Choose the principal storage type (vSAN, NFS, etc.)​. 
■​ Assign hosts from the inventory to the workload domain. 

○​ Select NSX Manager Options: 
■​ Deploy a new NSX Manager cluster or use an existing one if available. 

○​ Validate and Complete: 
■​ Review settings and validate prerequisites. 
■​ Click Finish to create the workload domain. 

3.​ Post-Deployment Tasks: 
○​ Verify the new workload domain appears under Workload Domains in the 

SDDC Manager UI. 
○​ Monitor vSphere, storage, and network health​. 

 

Objective 4.11.6.2 - Remove a Workload Domain From an Existing VMware Cloud 
Foundation Deployment 

1.​ Prerequisites: 
○​ Ensure all virtual machines (VMs) are migrated off the workload domain. 
○​ Delete or shrink any NSX Edge clusters associated with the workload 

domain​. 
○​ Remove associated datastores if no longer needed. 

2.​ Procedure to Remove a Workload Domain: 
○​ Access SDDC Manager UI: 

■​ Go to Inventory > Workload Domains. 
○​ Select the workload domain to be removed. 
○​ Click Actions > Delete Workload Domain​. 
○​ Confirm the deletion in the prompt window. 

3.​ Post-Deletion Tasks: 
○​ Verify that the workload domain no longer appears in the SDDC Manager 

inventory. 
○​ Decommission the hosts if they are no longer needed or plan to reuse them 

for other domains​. 



 

Summary: 

To scale VMware Cloud Foundation with workload domains, add new workload domains 
through SDDC Manager by specifying storage, compute, and networking settings. To 
remove workload domains, migrate workloads, delete NSX Edge clusters, and validate 
resource cleanup. 

 

Source Document: 

●​ "VMware Cloud Foundation Administration Guide", Pages 122-128, 148-160​. 

 

Objective 4.12 - Given a Scenario, Perform Day 2 Operations Within 
VMware Cloud Foundation SDDC Manager 

 

Objective 4.12.1 - Implement Backup and Recovery Strategies for VMware Cloud 
Foundation Components 

1.​ Backup Components: 
○​ SDDC Manager: Configure file-based daily backups using the SDDC 

Manager UI. 
○​ Use an SFTP server as the backup target. Configure credentials and 

encryption​. 
2.​ Backup Schedule: 

○​ Set backup frequency: 
■​ Daily backups for SDDC Manager and vCenter Servers. 
■​ Hourly for NSX Manager. 
■​ On-demand backups for vSphere Distributed Switch (vDS) 

configurations​. 
3.​ Restoring Components: 

○​ Use file-based backups to restore: 
■​ SDDC Manager 
■​ vCenter Server 
■​ NSX Manager​. 

4.​ Best Practices: 
○​ Verify backups weekly. 
○​ Monitor SFTP space for retention compliance​. 

 



Objective 4.12.2 - Perform Lifecycle Management for VMware Cloud Foundation 
Components 

1.​ Lifecycle Management: 
○​ SDDC Manager automates patching, upgrades, and updates for 

components: 
■​ vCenter Server, ESXi hosts, NSX Manager, and NSX Edges​. 

○​ Use Lifecycle Management Workflows: 
■​ Pre-checks: Validate environment health before updates. 
■​ Execute Updates: Monitor through SDDC Manager tasks​. 

2.​ Automated Workflow: 
○​ Access SDDC Manager UI > Lifecycle Management. 
○​ Schedule updates or upgrades with minimal disruption​. 

 

Objective 4.12.3 - Perform Update/Rotate/Sync for Passwords Managed by SDDC 
Manager 

1.​ Password Rotation: 
○​ SDDC Manager supports manual or scheduled password rotations: 

■​ Frequency: Every 30, 60, or 90 days. 
■​ Applicable to components like ESXi root, vCenter Server, NSX 

Manager, and Aria Suite Lifecycle​. 
2.​ Procedure: 

○​ Go to Security > Password Management in SDDC Manager. 
○​ Select accounts and choose Rotate Now or Schedule Rotation​. 

3.​ Manual Update: 
○​ Use Update Password for individual accounts if required. 
○​ Perform remediation for expired passwords​. 

 

Objective 4.12.4 - Perform Rotation of Certificates Managed by SDDC Manager 

1.​ Certificate Management: 
○​ SDDC Manager integrates with: 

■​ Microsoft CA for signed certificates. 
■​ OpenSSL for certificate generation​. 

2.​ Replace Certificates: 
○​ Access Inventory > Workload Domains > Certificates Tab. 
○​ Use SDDC Manager to: 

■​ Generate CSRs. 
■​ Import and install signed certificates​. 

3.​ View and Remove Expired Certificates: 
○​ View certificate status and replace expiring certificates through SDDC 

Manager UI. 
○​ Remove unused certificates from the trust store​. 



 

Summary: 

Day 2 operations for VMware Cloud Foundation include backup and recovery management, 
automated lifecycle updates, password rotation, and certificate replacement, all managed 
through the SDDC Manager UI. 

 

Source Documents: 

●​ "VMware Cloud Foundation Administration Guide", Pages 349-368​​. 
●​ "VMware Cloud Foundation Operations Guide", Page 22​. 
●​ "VMware Cloud Foundation Design Guide", Page 150​. 

 

Objective 4.12.5 - Upgrade VMware Cloud Foundation 

 

Objective 4.12.5.1 - Differentiate Between the Types of Bundles Available in VMware 
Cloud Foundation 

1.​ Bundle Types: 
○​ Install Bundles: 

■​ Software binaries to install VMware Aria Suite Lifecycle, NSX 
Advanced Load Balancer, or VI workload domains. 

○​ Upgrade Bundles: 
■​ Software binaries to update components like vCenter Server, ESXi, 

NSX, and SDDC Manager. 
○​ Async Patch Bundles: 

■​ Critical patches for specific VMware Cloud Foundation components 
outside the regular upgrade cycle​​. 

 

Objective 4.12.5.2 - Based on a Scenario, Identify the Correct Upgrade Procedure 
for VMware Cloud Foundation 

1.​ Upgrade Workflow: 
○​ Upgrade the management domain first. 
○​ Follow with VI workload domains. 
○​ Validate component compatibility using SDDC Manager​. 

2.​ Steps: 
○​ Run a pre-check for workload domains. 
○​ Schedule or execute upgrades via the SDDC Manager UI​. 



 

Objective 4.12.5.3 - Download Update Bundles in a Connected Environment Using 
the SDDC Manager UI 

1.​ Steps: 
○​ Navigate to Lifecycle Management > Bundle Management. 
○​ View available bundles and click Download Now or schedule downloads​. 

2.​ Proxy Setup (if required): 
○​ Use Administration > Proxy Settings to configure HTTP/HTTPS proxy​. 

 

Objective 4.12.5.4 - Download Update Bundles in a Disconnected Environment 
Using the Offline Bundle Transfer Utility (OBTU) 

1.​ Procedure: 
○​ Download the Bundle Transfer Utility: 

■​ Log in to the Broadcom Support Portal to download the tool. 
○​ Use the Bundle Transfer Utility CLI on a machine with internet access:​

​ ./lcm-bundle-transfer-util --download 
--manifestDownload --depotUser <Username> 

○​ Copy the downloaded files to the SDDC Manager appliance. 
○​ Upload the bundles:​

​ ./lcm-bundle-transfer-util --upload --bundle 
<Bundle-ID> --bundleDirectory <Path> 

 

Objective 4.12.5.5 - Apply Software Updates Using the Async Patch CLI Tool 

1.​ Steps: 
○​ Download the required async patch bundle. 
○​ Use the Async Patch CLI Tool to apply updates:​

​ ./async-patch-cli --apply --bundle <Bundle-ID> 

 

Objective 4.12.5.6 - Perform an Update Pre-Check for a Workload Domain 

1.​ Steps: 
○​ Access the SDDC Manager UI: 

■​ Navigate to Lifecycle Management > Pre-Check. 
○​ Select the workload domain and click Run Pre-Check​. 
○​ Review the Pre-Check Report: 

■​ Address warnings and errors before proceeding with the update. 

 



Summary: 

Upgrading VMware Cloud Foundation involves managing install, upgrade, and async patch 
bundles through SDDC Manager or offline tools. Pre-check workflows and proper 
procedures ensure smooth and validated upgrades. 

 

Source Documents: 

●​ "VMware Cloud Foundation Lifecycle Management Guide", Pages 12-33, 74-99​​​. 

 

Objective 4.13 - Given a Scenario, Perform Day 2 Operations Within 
VMware vCenter 

 

Objective 4.13.1 - Given a Scenario, Configure Role-Based Access Control to 
vCenter 

 

Objective 4.13.1.1 - Identify the Capabilities of the Different Out-of-the-Box Roles 
Within vCenter 

1.​ Built-In vCenter Roles: 
○​ Administrator: Full access to all vCenter objects and settings. 
○​ Read-Only: Allows viewing of objects and settings without making changes. 
○​ Virtual Machine Power User: Allows users to create, modify, and manage 

virtual machines. 
○​ Virtual Machine User: Provides basic permissions to interact with virtual 

machines (e.g., power on/off, reset). 
○​ Datastore Consumer: Allows browsing and managing datastore usage. 
○​ Network Administrator: Provides permissions for managing networks. 
○​ Resource Pool Administrator: Grants access to manage resource pools​. 

 

Objective 4.13.1.2 - Create vCenter Roles 

1.​ Steps to Create a Role: 
○​ Access the vSphere Client and log in with Administrator credentials. 
○​ Navigate to Menu > Administration > Roles. 
○​ Click Create Role. 
○​ Provide a Role Name and select the desired permissions from the list (e.g., 

Datastore, Host, Network). 
○​ Save the role configuration​. 



 

Objective 4.13.1.3 - Add an Identity Source (Such as Active Directory) to vCenter 

1.​ Adding Active Directory as an Identity Source: 
○​ Log in to the vSphere Client and go to Administration > Single Sign-On. 
○​ Under Configuration, select Identity Provider and click Add. 
○​ Choose Active Directory over LDAP or OpenLDAP: 

■​ Identity Source Name: Provide a name for the identity source. 
■​ Base DN for Users/Groups: Example: 

cn=Users,dc=example,dc=com. 
■​ Domain Name: FQDN of the Active Directory domain. 
■​ Primary Server URL: Example: ldaps://ad.example.com:636. 
■​ Provide the Username and Password of a user with read-only access 

to the Base DN. 
○​ Click Submit to add the identity source​. 

 

Objective 4.13.1.4 - Assign Roles to Users/Groups 

1.​ Procedure to Assign Roles: 
○​ Navigate to vSphere Client > Menu > Global Permissions. 
○​ Click Add to open the role assignment wizard. 
○​ Select the appropriate Domain (e.g., Active Directory domain). 
○​ Search for the user/group you want to assign. 
○​ Choose the desired Role from the drop-down menu (e.g., Administrator, 

Read-Only). 
○​ Enable Propagate to Children if you want the role applied to child objects. 
○​ Click OK to complete the assignment​. 

 

Objective 4.13.1.5 - Assign Permissions to Users/Groups 

1.​ Assign Permissions on vSphere Objects: 
○​ Log in to vSphere Client and navigate to the object (e.g., cluster, VM, 

datastore) where you want to assign permissions. 
○​ Right-click the object and select Permissions. 
○​ Click Add Permission: 

■​ Select the user/group and choose a Role. 
■​ Check the Propagate to Children option if required. 

○​ Click OK to apply the permissions​. 

 

Summary: 



Configuring Role-Based Access Control in vCenter involves understanding out-of-the-box 
roles, creating custom roles, adding identity sources like Active Directory, and assigning 
roles and permissions to users or groups using the vSphere Client. 

 

Source Document: 

●​ "VMware Cloud Foundation Administration Guide", Pages 307-342​​. 

 

Objective 4.14 - Given a Scenario, Manage the Lifecycle of a Virtual 
Machine 

 

Objective 4.14.1 - Create a Virtual Machine Template 

1.​ Procedure: 
○​ In the vSphere Client, navigate to VMs and Templates. 
○​ Right-click a virtual machine and select Clone > Clone to Template: 

■​ Name the template and specify the datacenter or folder location. 
■​ Select the compute resource (host or cluster). 
■​ Choose the destination datastore and disk format. 

○​ Review and complete the clone operation​. 
2.​ Template Best Practices: 

○​ Ensure the source VM has the OS installed and configured. 
○​ Remove unnecessary applications and files to minimize template size. 

 

Objective 4.14.2 - Create a Virtual Machine From a VM Template 

1.​ Procedure: 
○​ In the vSphere Client, go to VMs and Templates. 
○​ Right-click the desired template and select New VM from Template: 

■​ Define a name for the VM. 
■​ Select a compute resource, datastore, and network. 

○​ Customize guest OS settings if required (IP, hostname, etc.). 
○​ Finish the wizard to deploy the VM​. 

 

Objective 4.14.3 - Create a Virtual Machine From an ISO/OVA 

1.​ Deploy a VM From an ISO: 
○​ Log in to the vSphere Client. 
○​ Navigate to the target host or cluster. 



○​ Select Create/Register VM: 
■​ Choose Create a new virtual machine. 
■​ Configure the VM settings (CPU, memory, disk). 

○​ Under CD/DVD Drive, attach the ISO file: 
■​ Use a datastore ISO file or upload the ISO to the datastore. 

○​ Power on the VM to begin OS installation​. 
2.​ Deploy a VM From an OVA: 

○​ Right-click on the host or cluster and select Deploy OVF Template. 
○​ Upload the OVA file and follow the deployment wizard. 
○​ Configure networking, storage, and customization options. 
○​ Complete the wizard and power on the VM​. 

 

Objective 4.14.4 - Destroy a Virtual Machine 

1.​ Procedure: 
○​ In the vSphere Client, navigate to the VM you want to delete. 
○​ Ensure the VM is powered off: 

■​ Right-click the VM and select Power > Shut Down Guest OS. 
○​ Right-click the VM and select Delete from Disk: 

■​ Confirm the deletion to permanently remove the VM and its associated 
files​. 

 

Summary: 

Managing the lifecycle of a VM includes creating templates, deploying VMs from templates 
or ISOs/OVAs, and securely deleting VMs when no longer needed. These tasks can be 
performed seamlessly using the vSphere Client. 

 

Source Documents: 

1.​ "VMware Cloud Foundation Administration Guide", Pages 223-226​. 
2.​ "VMware Cloud Foundation Deployment Guide", Page 6-13​. 
3.​ "VMware Cloud Foundation Operations Guide", Page 39​. 

 

Objective 4.14 - Given a Scenario, Manage the Lifecycle of a Virtual 
Machine 

 

Objective 4.14.1 - Create a Virtual Machine Template 



1.​ Procedure: 
○​ Log in to the vSphere Client. 
○​ Navigate to the VMs and Templates view. 
○​ Select an existing virtual machine to be converted into a template. 
○​ Right-click the VM and choose Clone > Clone to Template. 
○​ Follow the wizard to specify the destination datastore, network, and other 

options​. 

 

Objective 4.14.2 - Create a Virtual Machine From a VM Template 

1.​ Steps: 
○​ In the vSphere Client, go to VMs and Templates. 
○​ Right-click the template and select New VM from This Template. 
○​ Complete the wizard by specifying: 

■​ VM name 
■​ Compute resource 
■​ Storage policies and networks​. 

 

Objective 4.14.3 - Create a Virtual Machine From an ISO/OVA 

1.​ ISO: 
○​ Log in to the vSphere Client. 
○​ Select Create/Register VM and follow the wizard. 
○​ Choose Create a new virtual machine. 
○​ Attach the ISO image under the CD/DVD Drive of the VM settings​. 

2.​ OVA: 
○​ Choose Deploy a virtual machine from an OVF/OVA file during the VM 

creation wizard. 
○​ Upload the OVA file and configure the deployment options​. 

 

Objective 4.14.4 - Destroy a Virtual Machine 

1.​ Steps: 
○​ Navigate to the VM in the vSphere Client. 
○​ Power off the VM if it is running. 
○​ Right-click the VM and select Delete from Disk. 
○​ Confirm the deletion to permanently remove the VM​. 

 

Summary: 



Managing the lifecycle of a VM includes creating templates, deploying VMs from templates 
or ISOs/OVAs, and securely deleting VMs when no longer needed. These tasks can be 
performed seamlessly using the vSphere Client. 

 

Source Documents: 

1.​ "VMware Cloud Foundation Administration Guide", Pages 223-226​. 
2.​ "VMware Cloud Foundation Deployment Guide", Page 6-13​. 
3.​ "VMware Cloud Foundation Operations Guide", Page 39​. 

 

 

Objective 4.14.5 - Manage Virtual Machine Snapshots 

 

Objective 4.14.5.1 - Identify the Capabilities of the Different Out-of-the-Box Roles 
Within vCenter 

1.​ Snapshot Permissions: 
○​ Administrator: Full access, including snapshot operations. 
○​ Virtual Machine Power User: Create and revert snapshots. 
○​ Virtual Machine User: View snapshots but cannot create or delete them​. 

 

Objective 4.14.5.2 - Create vCenter Roles 

1.​ Steps: 
○​ In the vSphere Client, navigate to Administration > Roles. 
○​ Click Create Role, name the role, and assign snapshot-related permissions 

(e.g., Create Snapshot, Remove Snapshot)​. 

 

Objective 4.14.5.3 - Add an Identity Source (Active Directory) to vCenter 

1.​ Procedure: 
○​ Go to Administration > Single Sign-On > Configuration. 
○​ Under Identity Sources, click Add. 
○​ Select Active Directory and enter: 

■​ Domain name 
■​ LDAP URL (e.g., ldaps://ad.example.com)​. 



○​ Enter the Server Settings:​
Fill in the following fields under the Identity Source settings: 

Field Description 

Identity Source Name A friendly name for the identity source. 

Base Distinguished Name 
(Users) 

The DN for user searches (e.g., 
cn=Users,dc=example,dc=com). 

Base Distinguished Name 
(Groups) 

The DN for group searches (e.g., 
cn=Groups,dc=example,dc=com). 

Domain Name The fully qualified domain name (FQDN). 

Domain Alias The NetBIOS name for the domain. 

User Name A user ID with at least read-only access to Base DNs. 
Formats: 

 - UPN: user@domain.com 

 - NetBIOS: DOMAIN\user 

 - DN: cn=user,cn=Users,dc=example,dc=com 

Password Password for the specified user. 

Primary Server URL The LDAP/LDAPS URL of the domain controller. 
Example: 

 ldap://dc.example.com:389 or 
ldaps://dc.example.com:636. 

Secondary Server URL Backup LDAP server for failover. 

Certificates (for LDAPS) Upload the certificate to establish trust with the LDAPS 
endpoint​. 

○​ ​
Review and Submit: 

■​ Confirm the configuration details and click Submit to save the 
settings​. 

 

Objective 4.14.5.4 - Assign Roles to Users/Groups 

1.​ Steps: 
○​ In the Permissions tab of a VM or vSphere object, click Add Permission. 



○​ Select the user/group from the identity source. 
○​ Assign the appropriate role (e.g., Administrator or Power User)​. 

Available Roles 

vCenter Server includes several predefined roles, including: 

●​ Administrator: Full access to all vSphere objects and operations. 
●​ ReadOnly: View-only access without the ability to modify or perform actions. 
●​ Custom Roles: Define roles with specific privileges to meet unique requirements​. 

 

Objective 4.14.5.5 - Understand the Impact of Completing Different Snapshot 
Operations 

1.​ Snapshot Operations: 
○​ Create Snapshot: 

■​ Captures VM state at a point in time. 
■​ Can cause performance impact during the snapshot creation​. 

○​ Revert Snapshot: 
■​ Restores the VM to a prior state but discards all changes since the 

snapshot. 
○​ Delete Snapshot: 

■​ Merges snapshot data into the base disk. 
■​ May temporarily impact VM performance as it consolidates changes. 

2.​ Best Practices: 
○​ Avoid keeping snapshots for extended periods to reduce storage usage. 
○​ Limit the number of active snapshots per VM (recommended: 2-3 snapshots 

maximum)​. 

 

Summary: 

Managing the lifecycle of a VM involves creating templates, deploying VMs from templates 
or ISOs/OVAs, destroying VMs, and handling snapshots. Role-based access controls and 
proper understanding of snapshot operations are critical for VM lifecycle management in 
VMware vCenter. 

 

Source Documents: 

●​ "VMware Cloud Foundation Operations Guide", Pages 35-41​. 

 
 



Objective 4.14.6 - Given a Scenario, Complete Day 2 Operations on a 
Virtual Machine 

 

Day 2 operations refer to routine management tasks performed on virtual machines (VMs) 
after their initial deployment. These operations ensure the ongoing functionality, security, and 
performance of VMs in a VMware vCenter environment. 

 

Common Day 2 Operations on Virtual Machines 

1.​ Power Management Operations: 
○​ Power On/Off: Start or stop a VM using the vSphere Client. 

■​ Steps: 
■​ Log in to the vSphere Client. 
■​ Navigate to Menu > VMs and Templates. 
■​ Right-click the VM and choose Power > Power On or Power 

Off​. 
○​ Suspend/Resume: Pause a running VM to free up resources temporarily. 

2.​ Snapshot Management: 
○​ Create Snapshots: 

■​ Take snapshots to capture the VM's state before performing updates 
or changes. 

■​ Navigate to Actions > Snapshots > Take Snapshot. 
○​ Revert Snapshots: 

■​ Restore a VM to a specific snapshot state if an issue arises. 
■​ Navigate to Actions > Snapshots > Revert to Snapshot​. 

3.​ Virtual Machine Configuration Changes: 
○​ Edit CPU, Memory, and Disk Resources: 

■​ Steps: 
■​ Power off the VM if hot-add is disabled. 
■​ Right-click the VM and select Edit Settings. 
■​ Modify CPU, Memory, or Disk Size as required. 

○​ Add/Remove Devices: 
■​ Attach or detach additional disks, NICs, or USB devices to meet 

workload demands​. 
4.​ VM Migration (vMotion): 

○​ Live Migration of a VM to another host or datastore without downtime. 
○​ Steps: 

■​ Right-click the VM and select Migrate. 
■​ Choose the type of migration (Compute, Storage, or Both). 
■​ Follow the prompts to select the destination host or datastore​. 

5.​ Performance Monitoring and Troubleshooting: 
○​ Monitor CPU, Memory, Disk, and Network Utilization: 

■​ Navigate to the Monitor tab in the vSphere Client. 
■​ Use the Performance charts to analyze VM resource usage. 

○​ Resolve Alerts: 



■​ Address alarms or warnings triggered for resource utilization, 
hardware errors, or other conditions​. 

6.​ Backup and Restore Operations: 
○​ Use vSphere-compatible backup tools to schedule regular backups of VMs. 
○​ Restore VMs from backup if necessary using a compatible solution (e.g., 

VADP-based tools). 
7.​ Guest OS Management: 

○​ Install or update VMware Tools to improve guest OS performance and 
compatibility. 

■​ Right-click the VM and choose Guest OS > Install/Upgrade VMware 
Tools. 

8.​ Cloning and Template Management: 
○​ Clone VMs for rapid provisioning. 

■​ Right-click the VM > Clone > Clone to Virtual Machine. 
○​ Convert a VM to a template for reusable deployments. 

Summary: 

Day 2 operations on virtual machines in VMware vCenter include power management, 
snapshots, resource reconfiguration, migration, performance monitoring, and backup. These 
tasks ensure the efficient operation, scalability, and availability of virtual workloads. 

 

Source Document: 

●​ "VMware Cloud Foundation Operations Guide", Pages 42-55​. 

 
 

Objective 4.15 - Given a Scenario, Configure vSphere Networking 
Components 

 

Objective 4.15.1 - Configure a Virtual Distributed Switch (vDS) 

1.​ Steps to Configure a vSphere Distributed Switch: 
○​ Access the vSphere Client: 

■​ Navigate to Networking > Distributed Switches. 
○​ Create a new vDS: 

■​ Right-click the Datacenter object and select New Distributed Switch. 
■​ Enter the name for the vDS and choose the version (e.g., vDS 7.0). 

○​ Configure the vDS: 
■​ Set the number of uplinks (e.g., 2 or 4) based on your design. 
■​ Add VMkernel network adapters for system traffic (e.g., 

Management, vMotion, vSAN)​. 
○​ Configure MTU: 



■​ Set the MTU to 9000 for jumbo frames to support vSAN and NSX 
overlay traffic​. 

○​ Complete the creation wizard and add hosts to the new vDS. 
2.​ Best Practices: 

○​ Use a single vDS per cluster for simpler management. 
○​ Do not share a vDS across clusters to ensure independent lifecycle 

management​. 

 

Objective 4.15.2 - Configure Network I/O Control (NIOC) 

1.​ Enabling NIOC: 
○​ In the vSphere Client, select the Distributed Switch. 
○​ Go to Configure > Resource Allocation. 
○​ Enable Network I/O Control on the switch​. 

2.​ Configuring Shares and Limits: 
○​ Define shares for each traffic type to prioritize critical network traffic: 

■​ vSAN Traffic: High priority 
■​ Management Traffic: Normal priority 
■​ vMotion Traffic: Low priority​. 

3.​ Validation: 
○​ Monitor network usage and verify NIOC enforcement during high traffic 

scenarios. 

 

Objective 4.15.3 - Configure a Port Group 

1.​ Steps to Create a Distributed Port Group: 
○​ Navigate to the vSphere Distributed Switch in the vSphere Client. 
○​ Right-click the vDS and select New Distributed Port Group. 
○​ Provide the following details: 

■​ Name: e.g., Management Port Group, vSAN Port Group. 
■​ VLAN ID: Specify the VLAN ID for the port group (e.g., Management 

VLAN, NSX VLAN)​. 
■​ Teaming Policy: Use Route Based on Physical NIC Load for 

resiliency​. 
2.​ Best Practices: 

○​ Use ephemeral port binding for recovery scenarios (e.g., vCenter failure). 
○​ Use static port binding for all non-management traffic for consistency​. 

3.​ Validation: 
○​ Attach a test VM to the port group and verify connectivity. 

 

Summary: 



Configuring vSphere networking involves creating vDS, enabling NIOC for traffic 
prioritization, and setting up port groups for system traffic. Best practices include using MTU 
9000 for jumbo frames and leveraging proper port binding policies for resilience. 

 

Source Documents: 

●​ "VMware Cloud Foundation Design Guide", Pages 85-90​. 
●​ "VMware Cloud Foundation Administration Guide", Pages 136-138​. 

 
 

Objective 4.16 - Given a Scenario, Configure Content Libraries to 
Manage Resources 

 

Objective 4.16.1 - Create a Content Library 

1.​ Procedure to Create a Content Library: 
○​ Log in to the vSphere Client. 
○​ Navigate to Menu > Content Libraries. 
○​ Click Create to start the content library creation wizard. 
○​ Enter the following details: 

■​ Name: Assign a name to the library. 
■​ Type: 

■​ Local Content Library: Stores content locally within vCenter. 
■​ Subscribed Content Library: Pulls content from another 

published library. 
○​ Specify a storage location (datastore or vSAN) for the content library. 
○​ Click Finish to complete the setup​. 

 

Objective 4.16.2 - Publish a Content Library 

1.​ Steps to Publish a Content Library: 
○​ Open the created content library in the vSphere Client. 
○​ Select Edit Settings. 
○​ Enable "Publish Content Library" and choose: 

■​ Enable authentication (optional): Requires a password for access. 
○​ Click Save. 
○​ The library generates a Subscription URL for other vCenters to access​. 

2.​ Content Types: 
○​ Store VM templates, ISOs, OVAs, and other files in the published content 

library for reuse. 



 

Objective 4.16.3 - Subscribe to a Content Library 

1.​ Steps to Subscribe: 
○​ Log in to the vSphere Client of the destination vCenter. 
○​ Go to Menu > Content Libraries and click Create. 
○​ Select Subscribed Content Library. 
○​ Enter the Subscription URL provided by the published content library. 
○​ Optionally, enable Download content immediately to download all library 

content. 
○​ Select a datastore to store the subscribed content. 
○​ Click Finish. 

2.​ Synchronization: 
○​ Subscribed libraries will synchronize content automatically based on the 

source library changes​. 

 

Summary: 

Content Libraries allow centralized storage and sharing of virtual machine templates, ISOs, 
and OVAs. You can create, publish, and subscribe to libraries across vCenter instances to 
streamline content management. 

 

Source Document: 

●​ "VMware Cloud Foundation Administration Guide", Pages 230-235​. 

 

Objective 4.17 - Given a Scenario, Configure vSphere Storage 
Components 

 

Objective 4.17.1 - Given a Scenario, Configure VM Storage Policies 

1.​ Overview of VM Storage Policies: 
○​ VM Storage Policies allow administrators to define and manage storage 

capabilities for VMs, ensuring compliance with performance and availability 
requirements. 

○​ Storage policies can apply to vSAN, NFS, VMFS, and vVols storage​. 

 
Steps to Create and Configure VM Storage Policies: 

1.​ Access Storage Policy Management: 



○​ Open the vSphere Client and navigate to Menu > Policies and Profiles. 
○​ Select VM Storage Policies and click Create​. 

2.​ Define the Policy: 
○​ Provide a name and description for the storage policy. 
○​ Choose the storage type (vSAN, NFS, or VMFS)​. 

3.​ Enable vSAN Storage Rules (if applicable): 
○​ Select Enable rules for "vSAN" storage. 
○​ On the Availability tab, configure the Failures to Tolerate (FTT): 

■​ RAID-1 (Mirroring) for high availability. 
■​ RAID-5/RAID-6 (Erasure Coding) for space efficiency​. 

○​ On the Storage Rules tab, select All Flash or configure storage 
compatibility. 

4.​ Verify Compatibility: 
○​ Review the Storage Compatibility list to ensure that the policy aligns with 

the available datastores. 
○​ Click Next to review and Finish to save the policy. 

5.​ Assign the Policy to a Virtual Machine: 
○​ During VM creation or modification, go to the Storage Policy section. 
○​ Select the appropriate VM Storage Policy to enforce the desired 

configuration​. 

 

Best Practices for VM Storage Policies: 

1.​ Use default vSAN policies for redundancy and performance when no custom 
requirements exist. 

2.​ Configure custom policies for third-party VMs or workloads with specific storage 
needs. 

3.​ Ensure consistent storage policy compliance using vSphere Client's storage 
monitoring tools​. 

 

Summary: 

VM Storage Policies enable administrators to manage storage configurations for VMs 
effectively, ensuring compliance with performance and availability needs. Policies can be 
created, customized, and assigned to VMs through the vSphere Client. 

 

Source Documents: 

●​ "VMware Cloud Foundation Administration Guide", Pages 133-143​​. 

 
 



Objective 4.18 - Given a Scenario, Manage ESXi Hosts 
 

Objective 4.18.1 - Manage Host Lifecycle Using VMware Lifecycle Manager (LCM) 
Images 

1.​ Overview: 
○​ vSphere Lifecycle Manager (LCM) allows centralized management of ESXi 

lifecycle operations including installation, updates, upgrades, and 
patching​. 

2.​ Components of a LCM Image: 
○​ ESXi Base Image: Required for software stack installation. 
○​ Vendor Add-ons: Includes OEM drivers and components. 
○​ Firmware: Vendor-specific firmware updates​. 

3.​ Creating an LCM Image: 
○​ Log in to the vSphere Client. 
○​ Import the depot ZIP file for ESXi into the Lifecycle Manager. 
○​ Create an empty cluster and define the Lifecycle Manager Image: 

■​ ESXi version 
■​ Vendor add-ons 
■​ Firmware​. 

4.​ Applying the LCM Image: 
○​ Use SDDC Manager to assign and apply LCM images to hosts in clusters. 
○​ Monitor upgrade status in Lifecycle Manager > Updates​. 

 

Objective 4.18.2 - Secure an ESXi Host 

1.​ Enable Lockdown Mode: 
○​ Lockdown mode restricts remote users’ access to ESXi hosts. 
○​ Steps: 

■​ Log in to vSphere Client > Host > Configure > Security Profile. 
■​ Select Lockdown Mode and enable Normal or Strict​. 

2.​ Regenerate Self-Signed Certificates: 
○​ Access the ESXi host using SSH. 
○​ Execute the following: 

■​ /sbin/generate-certificates 
■​ /etc/init.d/hostd restart && /etc/init.d/vpxa 

restart 
○​ Replace with CA-signed certificates if required by corporate policy​. 

3.​ Secure Services: 
○​ Disable unnecessary services like SSH when not in use: 

■​ Host Client > Actions > Services > Disable SSH​. 

 



Objective 4.18.3 - Configure an ESXi Host and Host Profile 

1.​ Configure NTP on ESXi Hosts: 
○​ Log in to the ESXi Host Client. 
○​ Go to Manage > System > Time & Date. 
○​ Enable NTP Client and set the startup policy to Start and stop with host. 
○​ Add the NTP server FQDN/IP​. 

2.​ Create Host Profiles: 
○​ Use Host Profiles to ensure consistent configuration across ESXi hosts: 

■​ Navigate to vSphere Client > Policies and Profiles > Host Profiles. 
■​ Extract a profile from a reference host. 
■​ Attach the host profile to a cluster or specific hosts​. 

3.​ Apply Host Profile Configuration: 
○​ Attach the Host Profile to hosts/clusters. 
○​ Use Check Host Compliance to validate configuration. 
○​ Remediate non-compliant hosts​. 

 

Summary: 

Managing ESXi hosts includes: 

1.​ Using VMware LCM Images for lifecycle operations. 
2.​ Securing ESXi hosts through lockdown mode, certificates, and service management. 
3.​ Configuring hosts using NTP and enforcing consistent configurations with Host 

Profiles. 

 

Source Documents: 

●​ "VMware Cloud Foundation Administration Guide", Pages 55-59, 74-82​​. 
●​ "VMware Cloud Foundation Deployment Guide", Pages 14-18​. 

 

Objective 4.19 - Given a Scenario, Secure Workloads and Infrastructure 
Using Encryption 

 

Objective 4.19.1 - Secure Workloads Using Virtual Machine Encryption 

1.​ Overview: Virtual Machine Encryption ensures data confidentiality for VM files (such 
as VMDKs) by encrypting the files at rest. Encryption is performed at the hypervisor 
level. 

2.​ Requirements: 



○​ Key Management Server (KMS): Integration with an external KMS compliant 
with KMIP. 

○​ vCenter Server configured to use KMS. 
○​ Enable encryption policy via Storage Policy-Based Management (SPBM)​. 

3.​ Procedure: 
○​ Register KMS with vCenter: 

■​ Go to Menu > Key Providers > Add Key Provider. 
○​ Create an encryption storage policy: 

■​ Go to Menu > Policies and Profiles > VM Storage Policies. 
■​ Select Encrypt All for VM files and disks. 

○​ Encrypt a VM: 
■​ Right-click the VM, select Edit Settings, and apply the encryption 

storage policy. 

 

Objective 4.19.2 - Secure Workloads Using Host-Based Encryption 

1.​ Host-Based Encryption: 
○​ Data-at-Rest Encryption protects the ESXi host storage with vSAN 

Encryption or other native storage encryption features​. 
2.​ Procedure: 

○​ Configure vSAN Encryption: 
■​ Enable encryption during vSAN cluster setup. 
■​ Integrate a Key Management Server (KMS). 

○​ Verify encryption is enabled using vSphere Client: 
■​ Navigate to the vSAN Cluster > Configure > Services. 

3.​ Requirements: 
○​ Hosts must have TPM 2.0 for storing encryption keys securely. 
○​ External KMS for key management. 

 

Objective 4.19.3 - Secure vMotion With Encryption 

1.​ Overview: Encrypted vMotion protects data during live VM migration. It ensures 
secure transmission between ESXi hosts over the network. 

2.​ Configuring Encrypted vMotion: 
○​ Log into vSphere Client and navigate to the VM settings. 
○​ In Edit Settings > VM Options: 

■​ Select vMotion Encryption settings: 
■​ Disabled: No encryption. 
■​ Opportunistic: Encrypts vMotion if the destination host 

supports encryption. 
■​ Required: Enforces encryption for vMotion. 

3.​ Requirements: 
○​ All hosts in the cluster must support AES-NI for encryption acceleration​. 



 

Summary: 

Securing workloads and infrastructure using encryption involves enabling Virtual Machine 
Encryption for VM data, leveraging host-based encryption (such as vSAN Encryption), and 
ensuring encrypted vMotion for secure data transmission. 

 

Source Document: 

●​ "VMware Cloud Foundation Administration Guide", Page 185​. 

​
 

Objective 4.20 - Given a Scenario, Perform Day 2 Operations Within 
VMware NSX 

 

Objective 4.20.1 - Given a Scenario, Create a Segment Using VMware NSX 

1.​ Steps to Create a Segment: 
○​ Access NSX Manager UI. 
○​ Navigate to Networking > Segments. 
○​ Click Add Segment: 

■​ Name: Provide a name for the segment. 
■​ Transport Zone: Select the appropriate overlay or VLAN transport 

zone. 
■​ Gateway Address: Specify the subnet and default gateway. 
■​ Configure the MTU for the segment. 
■​ Set DHCP options if applicable​. 

○​ Validate and save the configuration. 

 

Objective 4.20.2 - Given a Scenario, Configure Logical Routing in NSX 

1.​ Tier-0 and Tier-1 Logical Routers: 
○​ Tier-0 Gateway: 

■​ Provides north-south connectivity (external network access). 
■​ Configure BGP or static routing for upstream connections​. 

○​ Tier-1 Gateway: 
■​ Provides east-west connectivity between workloads. 
■​ Attach segments to the Tier-1 gateway. 
■​ Connect Tier-1 to the Tier-0 gateway for upstream routing. 

2.​ Steps to Configure Logical Routing: 



○​ Navigate to Networking > Tier-0/Tier-1 Gateways. 
○​ Create a new gateway and configure interfaces, routing, and connectivity 

options. 
○​ Validate the routing state using the NSX Manager UI​. 

 

Objective 4.20.3 - Configure Logging for NSX Components 

1.​ Enable NSX Component Logging: 
○​ Go to System > Configuration > Fabric > Nodes. 
○​ Select the NSX Manager or Edge Nodes to configure logging settings. 
○​ Set the Log Level (INFO, DEBUG, WARN, ERROR). 
○​ Use VMware Aria Operations for Logs for log aggregation and analysis​. 

 

Objective 4.20.4 - Differentiate Between Deploying a New NSX Fabric vs. Joining an 
Existing NSX Fabric 

1.​ Deploying a New NSX Fabric: 
○​ Used when building a completely new NSX environment. 
○​ Requires deployment of NSX Manager, Edge Nodes, and transport zones. 

2.​ Joining an Existing NSX Fabric: 
○​ Used when adding a new domain to an existing NSX instance. 
○​ Leverages existing NSX Manager and transport zones​. 

 

Objective 4.20.5 - Create a VPC and Configure Projects to Enable Multi-Tenancy in 
NSX 

1.​ Steps to Create a VPC: 
○​ Navigate to Projects in the NSX UI. 
○​ Create a VPC: 

■​ Define project boundaries. 
■​ Allocate segments, compute resources, and routing policies. 

○​ Configure multi-tenancy by assigning projects to users or groups​. 

 

Objective 4.20.6 - Given a Scenario, Identify the Use Cases for VMware NSX 
Advanced Features 

1.​ NSX Advanced Features Use Cases: 
○​ Distributed Firewall (DFW): Micro-segmentation for securing east-west 

traffic. 
○​ Load Balancing: Distribute traffic across multiple servers for availability. 
○​ NSX Advanced Threat Prevention: Detect and prevent network threats. 



○​ Network Automation: Automate creation and management of segments and 
routing policies. 

○​ NSX Federation: Multi-site networking with centralized control​. 

 

Summary: 

Day 2 operations in NSX include creating and managing segments, logical routing, and 
logging. Multi-tenancy through VPCs and projects enhances resource isolation, while NSX 
advanced features like micro-segmentation and load balancing support security and 
scalability. 

 

Source Documents: 

●​ "VMware Cloud Foundation Administration Guide", Pages 170-195​. 
●​ "VMware Cloud Foundation Design Guide", Pages 94-98​. 

 

Objective 4.20 - Given a Scenario, Perform Day 2 Operations Within 
VMware NSX 

 

Objective 4.20.1 - Given a Scenario, Create a Segment Using VMware NSX 

1.​ Procedure to Create a Segment: 
○​ Log in to NSX Manager with admin privileges. 
○​ Navigate to Networking > Segments. 
○​ Click Add Segment and enter: 

■​ Name: Segment name. 
■​ Transport Zone: Choose between VLAN or Overlay transport zones. 
■​ Optional: Configure Gateway IP in CIDR format. 

○​ Connect the segment to a Tier-1 or Tier-0 gateway for routing. 
○​ Save the configuration​. 

 

Objective 4.20.2 - Given a Scenario, Configure Logical Routing in NSX 

1.​ Tier-0 and Tier-1 Gateways: 
○​ Tier-0 Gateway: Provides North-South routing (external traffic). 
○​ Tier-1 Gateway: Provides East-West routing between segments. 

2.​ Steps to Configure: 
○​ Navigate to Networking > Tier-0 Gateways or Tier-1 Gateways. 
○​ Create the gateway and define uplink/downlink interfaces. 



○​ Configure static or dynamic routing (e.g., BGP). 
○​ Attach the gateway to segments for traffic flow​. 

 

Objective 4.20.3 - Configure Logging for NSX Components 

1.​ Enabling Remote Logging: 
○​ Use the NSX Manager UI or CLI to configure logging:​

set logging-server <server-ip> proto udp level info 
○​ Add multiple log servers if needed. 
○​ Log levels include: Emergency, Alert, Critical, Error, Warning, Notice, 

Information, Debug​. 
2.​ Syslog for Nodes: 

○​ Navigate to System > Fabric > Profiles > Node Profiles. 
○​ Add Syslog server details (FQDN, port, and protocol)​. 

 

Objective 4.20.4 - Differentiate Between the Use Cases for Deploying a New NSX 
Fabric vs. Joining an Existing NSX Fabric 

1.​ New NSX Fabric: 
○​ Use when deploying a fresh NSX environment. 
○​ Suitable for environments with isolated networking requirements. 

2.​ Joining an Existing NSX Fabric: 
○​ Ideal for NSX Federation to extend management across multiple NSX 

instances. 
○​ Enables centralized networking and security management across sites​. 

 

Objective 4.20.5 - Create a VPC and Configure Projects to Enable Multi-Tenancy in 
NSX 

1.​ Create a Virtual Private Cloud (VPC): 
○​ Navigate to Networking > VPC. 
○​ Configure segments, subnets, and routing policies for tenant workloads. 

2.​ Enable Projects for Multi-Tenancy: 
○​ Go to System > Projects. 
○​ Create a project, define quotas, and isolate resources for specific users or 

tenants​. 

 

Objective 4.20.6 - Given a Scenario, Identify the Use Cases for VMware NSX 
Advanced Features 



1.​ Distributed Firewall (DFW): 
○​ Secures East-West traffic using micro-segmentation policies. 

2.​ Load Balancer: 
○​ Balances traffic across virtual servers to ensure high availability. 

3.​ VPN Services: 
○​ Secure site-to-site and remote access connectivity. 

4.​ IDS/IPS: 
○​ Detects and prevents network-based threats using Intrusion 

Detection/Prevention Systems. 
5.​ NSX Federation: 

○​ Centralized management across multi-site environments. 
6.​ Service Insertion: 

○​ Integrates third-party security tools into the NSX environment for advanced 
security​. 

 

Source Documents: 

●​ "NSX Administration Guide", Pages 110, 1250, 1479, 1487​​​​. 
●​ "VMware Cloud Foundation Design Guide", Page 140​. 

 

Objective 4.20.7 - Given a Scenario, Configure VMware NSX Advanced 
Features 

 

Objective 4.20.7.1 - Configure a DHCP Server for an NSX Segment 

1.​ Steps to Configure DHCP: 
○​ Access the NSX Manager UI. 
○​ Go to Networking > Segments and select a segment. 
○​ Click Set DHCP Config and choose: 

■​ Segment DHCP Server: Local to the segment. 
■​ Gateway DHCP Server: Centralized DHCP server attached to a 

Tier-0/Tier-1 gateway​. 
○​ Define: 

■​ DHCP Ranges 
■​ DNS Servers 
■​ Static Bindings for specific MAC-to-IP assignments. 

○​ Save the configuration​. 

 

Objective 4.20.7.2 - Configure an NSX Load Balancer (Not AVI) 



1.​ Load Balancer Overview: 
○​ NSX supports one-arm and inline modes on a Tier-1 gateway. 

2.​ Steps to Configure: 
○​ Log in to NSX Manager and go to Networking > Load Balancing. 
○​ Click Add Load Balancer: 

■​ Attach it to a Tier-1 Gateway. 
■​ Select the size based on needs (Small, Medium, Large)​. 

○​ Set up: 
■​ Server Pools: Define backend servers with health checks. 
■​ Virtual Servers: Attach server pools and define IP, port, and protocol​. 

 

Objective 4.20.7.3 - Configure Network Address Translation (NAT) in VMware NSX 

1.​ Types of NAT: 
○​ Source NAT (SNAT): Change source IP to a public IP. 
○​ Destination NAT (DNAT): Change destination IP to a private IP. 
○​ Reflexive NAT: Stateless NAT for active-active scenarios. 

2.​ Steps to Configure: 
○​ Navigate to Networking > Tier-1 or Tier-0 Logical Routers. 
○​ Select Services > NAT and click Add: 

■​ Choose Action: SNAT, DNAT, or Reflexive. 
■​ Define Source IP/Destination IP and Translated IP​. 

○​ Save the configuration​. 

 

Objective 4.20.7.4 - Configure an IP Pool and IP Block 

1.​ Create an IP Pool: 
○​ Go to Networking > IP Address Pools. 
○​ Click Add IP Address Pool: 

■​ Define Name, Subnets, and IP ranges. 
○​ Assign options like Gateway IP and DNS Servers​. 

2.​ Create an IP Block: 
○​ Navigate to Networking > IP Management > IP Blocks. 
○​ Click Add IP Block and define the block in CIDR format (e.g., 

10.10.10.0/24)​. 

 

Objective 4.20.7.5 - Configure VPN Service for NSX 

1.​ Types of VPN: 
○​ IPSec VPN: Secure site-to-site communication. 
○​ SSL VPN: Provides remote access for users. 

2.​ Steps to Configure IPSec VPN: 



○​ Access Networking > VPN in NSX Manager. 
○​ Select Add IPSec VPN and configure: 

■​ Local Endpoint: Tier-0 or Tier-1 gateway IP. 
■​ Peer Address: Remote site IP. 
■​ IKE Settings: Encryption and authentication methods​. 

○​ Verify connectivity and routes after setup. 

 

Summary: 

Advanced NSX features include DHCP for segments, configuring load balancers, NAT 
(SNAT/DNAT), IP pools, and VPN services. Each operation can be managed through the 
NSX Manager UI for streamlined network management. 

 

Source Documents: 

●​ "NSX Administration Guide", Pages 125-142, 254-256, 287-291​​​​. 

 

 

Objective 4.21 - Given a Scenario, Perform Day 2 Operations for VMware 
vSAN 

 

Objective 4.21.1 - Configure and Manage Storage Resources, Policies, and 
Performance Using VMware vSAN and Other Storage Technologies 

1.​ Storage Policies: 
○​ Use Storage Policy-Based Management (SPBM) to define storage 

requirements (performance, availability, etc.) in the form of a storage policy. 
○​ Default policy: Failures to Tolerate (FTT) set to 1, with thin provisioning and a 

single disk stripe​. 
2.​ Steps to Configure Storage Policy: 

○​ Navigate to vSphere Client > Policies and Profiles > VM Storage Policies. 
○​ Create a new policy and define settings like stripe width, replica count, and 

deduplication/compression. 
3.​ Performance Management: 

○​ Use vSAN Skyline Health to monitor object compliance, capacity usage, and 
performance charts for virtual machines​. 

 

Objective 4.21.2 - Identify the Procedure for Setting vSAN in Maintenance Mode 



1.​ Steps to Enter Maintenance Mode: 
○​ Right-click the ESXi host in the cluster > Maintenance Mode > Enter 

Maintenance Mode. 
○​ Choose a Data Evacuation Mode: 

■​ Ensure Accessibility: Migrate only necessary data for VM 
accessibility. 

■​ Full Data Migration: Evacuates all data (recommended for long-term 
removal). 

■​ No Data Migration: Does not move any data; some VMs may 
become inaccessible​. 

2.​ Pre-Check for Maintenance: 
○​ Run Data Migration Pre-Check: 

■​ Navigate to the vSAN Cluster > Monitor > vSAN > Data Migration 
Pre-check. 

■​ Results display compliance, capacity impacts, and predicted health 
checks​. 

 

Objective 4.21.3 - Identify Steps to Add Storage to a vSAN Datastore 

1.​ Adding a Disk Group (vSAN Original Storage Architecture - OSA): 
○​ Navigate to the vSAN Cluster > Configure > Disk Management. 
○​ Select the host and click Create Disk Group. 
○​ Choose a flash device for the cache tier and capacity devices for persistent 

storage​. 
2.​ Adding Storage Pools (vSAN Express Storage Architecture - ESA): 

○​ ESA uses a single storage pool per host with NVMe devices providing 
caching and capacity. 

○​ Add compatible devices to contribute capacity to the vSAN datastore​. 

 

Objective 4.21.4 - Identify Use Cases for Enabling/Disabling vSAN Health Alerts 

1.​ Use Cases for Enabling Alerts: 
○​ Proactive monitoring of storage performance, object compliance, and 

health status. 
○​ Detect failures or misconfigurations in vSAN components (disk groups, 

network partitions). 
2.​ Disabling vSAN Alerts: 

○​ Situational use cases: 
■​ During planned maintenance windows. 
■​ For alerts confirmed as false positives (silence alerts via the vSphere 

Client or SDDC Manager UI). 
○​ Steps: 

■​ In vSphere Client > Monitor > vSAN > Skyline Health, select the 
alert and click Silence​. 



 

Summary: 

Day 2 operations for VMware vSAN include managing storage policies, placing hosts in 
maintenance mode with appropriate data migration settings, expanding the vSAN datastore 
by adding disk groups or storage pools, and enabling/disabling health alerts to monitor and 
maintain storage integrity. 

 

Source Documents: 

●​ "vSAN 8.0.3 Administration Guide", Pages 60-64, 104-112​​. 
●​ "VMware Cloud Foundation Administration Guide", Pages 87-92​. 

 

Objective 4.22 - Given a Scenario, Perform Day 2 Operations 
Within VMware Aria Suite 

 

Objective 4.22.1 - Given a Scenario, Perform Day 2 Operations Within 
VMware Aria Suite Lifecycle 

Day 2 Operations Overview: 

●​ Purpose: VMware Aria Suite Lifecycle simplifies the lifecycle management of 
VMware Aria Suite components like Aria Operations, Aria Automation, and Aria 
Operations for Networks. Day 2 operations include: 

○​ Managing deployment, patching, and upgrades. 
○​ Handling certificates and licenses. 
○​ Automating backup and retirement workflows. 
○​ Ensuring environment compatibility with VMware Cloud Foundation​​. 

 

Objective 4.22.1.1 - Patch/Upgrade the Components of VMware Aria 
Suite (Including Aria Operations for Networks) 

Upgrade Workflow: 

1.​ Log in to VMware Aria Suite Lifecycle: 
○​ Use the administrator account to access the Lifecycle Operations UI. 

2.​ Navigate to Upgrade: 
○​ Go to Lifecycle Operations > Upgrade to initiate the upgrade process. 

3.​ Sync with VMware Cloud Foundation: 



○​ VMware Aria Suite Lifecycle ensures compatibility by syncing component 
versions with VMware Cloud Foundation​​. 

 

Upgrade Process: 

1.​ Download Upgrade Binaries: 
○​ Use online connectivity to VMware Customer Connect or upload binaries 

offline for air-gapped environments. 
2.​ Run Pre-Upgrade Checks: 

○​ Perform automated checks to: 
■​ Validate environment health. 
■​ Detect potential blockers (e.g., insufficient disk space or incompatible 

versions). 
3.​ Patch Components: 

○​ Navigate to Manage Environments > Select Environment > Patch. 
○​ Apply updates to individual VMware Aria Suite products, such as Aria 

Operations or Aria Operations for Networks. 
4.​ Monitor Progress: 

○​ Track upgrade status via the Requests tab in the UI. 
5.​ Validation: 

○​ Post-upgrade, validate the component health using the Environments 
Dashboard​​. 

 

Detailed Steps for Patching/Upgrading Components: 

1.​ Log in to the Lifecycle UI: 
○​ Navigate to Lifecycle Operations > Manage Environments. 

2.​ Select the Environment: 
○​ Choose the environment containing the VMware Aria Suite component(s) to 

be patched or upgraded. 
3.​ Run the Pre-Check: 

○​ Execute pre-upgrade checks to identify configuration issues. 
○​ Use Binary Mapping to ensure the required binaries are accessible. 

4.​ Download and Apply Updates: 
○​ Map the binary repository to download required patches or import them 

offline. 
○​ Apply the patches directly from the Manage Environments page. 

5.​ Post-Upgrade Actions: 
○​ Verify compatibility using the VMware Compatibility Matrix. 
○​ Validate functionality by running environment-specific health checks​​. 

 

CLI Commands for Advanced Users: 



1.​ Initiate an Upgrade via CLI:​
lifecycle-cli upgrade --source <source_path> --product 
<product_name> --target <version> 

 

2.​ Run Pre-Upgrade Checks:​
​
lifecycle-cli precheck --env <environment_name> 

 

3.​ Monitor Logs:​
​
tail -f /var/log/lifecycle/lifecycle-operations.log 

 

4.​ Verify Component Health:​
​
lifecycle-cli health-check --env <environment_name> 

 

Key Notes and Best Practices: 

1.​ Snapshots: 
○​ Always create snapshots of VMs hosting VMware Aria Suite components 

before upgrading. 
○​ Rollback options rely on these snapshots in case of failure. 

2.​ Storage Space: 
○​ Validate sufficient storage space on hosts and datastores before initiating the 

upgrade. 
3.​ Compatibility: 

○​ Use the VMware Interoperability Matrix to confirm the compatibility of all 
components before patching. 

4.​ Environment Backup: 
○​ Ensure environment configurations are backed up, including certificates and 

license settings. 
5.​ Health Validation: 

○​ Post-upgrade, run checks for environment health using VMware Aria Suite 
Lifecycle's health monitoring tools​​. 

 

Source Documents: 

1.​ VMware Aria Operations Lifecycle Documentation, Pages 90-120​​. 
2.​ vSphere 8.0 Update 3 Management Guide, Pages 175-183​​. 



3.​ VMware Cloud Foundation Administration Guide, Pages 198-209​​. 
4.​ VMware Cloud Foundation Lifecycle Management Guide, Pages 55-57​. 

 

Objective 4.22.2 - Complete SSL Certificate Management for 
the Aria Suite Components (Including Aria Operations for 
Networks) 

 

Objective 4.22.2.1 - Differentiate Between the Different Certificate 
Creation Options 

Certificate Options: 

1.​ Self-Signed Certificates: 
○​ Locally generated and useful for non-production environments, such as labs 

or testing. 
○​ Do not require interaction with an external Certificate Authority (CA) and are 

not trusted externally. 
2.​ CA-Signed Certificates: 

○​ Generated using a Certificate Signing Request (CSR) and signed by: 
■​ Microsoft Active Directory Certificate Services. 
■​ Third-party CAs (e.g., DigiCert, Sectigo, or OpenSSL). 

○​ Recommended for production environments where external trust is required. 
3.​ Pre-Generated Certificates: 

○​ Certificates generated outside VMware Aria Suite Lifecycle (e.g., using 
OpenSSL) can be imported into the Locker Service for management. 

 

Objective 4.22.2.2 - Identify the Steps for Creating an SSL Certificate 

Steps in VMware Aria Suite Lifecycle: 

1.​ Access Locker Service: 
○​ Navigate to Lifecycle Operations > Locker > Certificates. 
○​ Click Generate Certificate. 

2.​ Provide Required Information: 
○​ Input the following details: 

■​ Common Name (CN): Fully Qualified Domain Name (FQDN) of the 
service. 

■​ Organization Name, Location, and Country. 
■​ Key Size: 2048 bits or higher. 
■​ Certificate Type: Self-Signed or CA-Signed. 

3.​ Generate and Export CSR: 



○​ If selecting CA-Signed, the system generates a CSR that can be exported for 
signing by a trusted CA​​. 

PowerCLI 

1.​ Steps to Generate an SSL Certificate Using PowerShell: 
○​ Prerequisites: 

■​ Microsoft CA or OpenSSL installed. 
■​ PowerShell Module for VMware Validated Solutions. 

2.​ Procedure: 
○​ Open PowerShell and run the following commands:​

$commonName = "example-aria01.company.com" 

$subjectAltNames = "example-aria01.company.com, 
example-aria02.company.com" 

$encryptionKeySize = 2048 

$certificateExpiryDays = 730 

○​ Generate a CSR (Certificate Signing Request):​
Invoke-GeneratePrivateKeyAndCsr -outDirPath 
"C:\certificates\" -commonName $commonName 
-subjectAlternativeNames $subjectAltNames -keySize 
$encryptionKeySize 

 
○​ Request the signed certificate from Microsoft CA:​

Invoke-RequestSignedCertificate -caFqdn "ca.company.com" 
-csrFilePath "C:\certificates\example-aria01.csr" 
-certificateAuthority "msca" 

○​ Combine the certificate into a PEM chain:​
Invoke-GenerateChainPem -keyFilePath 
"C:\certificates\example-aria01.key" -crtFilePath 
"C:\certificates\example-aria01.crt" 

3.​ Import the Certificate: 
○​ Log into VMware Aria Suite Lifecycle: 

■​ Navigate to Locker > Certificates. 
■​ Click Import and upload the certificate file​. 

 

Objective 4.22.2.3 - Create a Certificate Request 

Steps for CSR Generation: 

1.​ VMware Aria Suite Lifecycle: 
○​ Navigate to Locker > Generate CSR. 



○​ Fill in the required fields such as CN, Organization, and SAN (Subject 
Alternative Name). 

○​ Export the CSR and provide it to a trusted CA for signing. 

 

2.​ CLI Option Using OpenSSL:​
openssl req -new -newkey rsa:2048 -nodes -keyout server.key 
-out server.csr 

 

3.​ PowerCLI Workflow: 

Example Commands:​
$commonName = "example-aria01.company.com" 

$subjectAltNames = "example-aria01.company.com, 
example-aria02.company.com" 

Invoke-GeneratePrivateKeyAndCsr -outDirPath "C:\certificates\" 
-commonName $commonName -subjectAlternativeNames 
$subjectAltNames -keySize 2048 

 

 

Objective 4.22.2.4 - Generate a Self-Signed SSL Certificate 

Steps in VMware Aria Suite Lifecycle: 

1.​ Access Locker > Certificates. 
2.​ Click Generate Self-Signed Certificate. 
3.​ Fill in: 

○​ Common Name (CN), Organization Name, Key Size (e.g., 2048 bits), and 
SAN fields. 

4.​ Generate the certificate and validate its details​​. 

CLI Option: 

openssl req -x509 -new -nodes -key server.key -sha256 -days 365 -out 
server.crt 

 

Objective 4.22.2.5 - Import a CA-Signed Certificate 



Steps in VMware Aria Suite Lifecycle: 

1.​ Navigate to Locker > Certificates > Import Certificate. 
2.​ Upload the following files: 

○​ Signed Certificate (.crt). 
○​ Intermediate and Root CA Certificates (if applicable). 
○​ Private Key (.key). 

3.​ Validate the imported certificate using the built-in validation tool. 

CLI Option: 

openssl x509 -in server.crt -text -noout 

 

Objective 4.22.2.6 - Apply an SSL Certificate to an Aria Suite Component 

Steps in VMware Aria Suite Lifecycle: 

1.​ Navigate to Lifecycle Operations > Manage Environments. 
2.​ Select the desired environment or product. 
3.​ Click Replace Certificate and choose the imported certificate from Locker. 
4.​ Apply the certificate and restart the relevant services. 

Verification: 

●​ Test the certificate using a browser or CLI:​
curl -v https://<server_address> --cacert <ca_bundle.crt> 

 

 

​​Key Notes and Best Practices 

1.​ Backup and Recovery: 
○​ Always back up private keys and certificate files. 
○​ Maintain snapshots of VMs hosting Aria Suite components before making 

certificate changes. 
2.​ Certificate Validation: 

○​ Use strong encryption (2048-bit or higher). 
○​ Validate SAN entries to ensure compatibility with service configurations. 

3.​ Renewal and Monitoring: 
○​ Schedule certificate renewals well in advance of expiration to avoid 

disruptions. 

Source Documents 



●​ "VMware Aria Suite Lifecycle Installation, Upgrade, and Management Guide", 
Pages 45-71, 140-150​. 

●​ "VMware Cloud Foundation Lifecycle Management Guide", Pages 220-228​. 
●​ "VMware Cloud Foundation Administration Guide": 

○​ Pages 206-208​. 
●​ "VMware Cloud Foundation Lifecycle Guide": 

○​ Page 57​. 
●​ “vSphere Management Guide”  

○​ Pages 120-135​. 

 

Objective 4.22.3 - Complete License Management for the Aria Suite 
Components (including Aria Operations for Networks) 

1.​ License Management Overview: 
○​ VMware Aria Suite Lifecycle includes a Locker service to manage licenses. 
○​ Supports license allocation for VMware Aria Suite components such as Aria 

Operations, Automation, and Operations for Networks. 
2.​ Procedure to Manage Licenses: 

○​ Log in to VMware Aria Suite Lifecycle. 
○​ Navigate to Locker > Licenses from the My Services Dashboard. 
○​ Add a license: 

■​ Click Add License. 
■​ Enter the license key and validate. 
■​ Assign the license to the respective product​. 

3.​ Day 2 License Operations: 
○​ Monitor license health using License Notifications under Outbound 

Notifications. 
○​ Receive alerts for: 

■​ Expiring Licenses: Warnings 90 days before expiration. 
■​ Invalid Licenses: Errors for unsupported products​. 

4.​ Removing or Replacing Licenses: 
○​ Remove a license by selecting it and clicking Delete. 
○​ Replace an expiring license by adding a new one and assigning it to the 

relevant component​. 

 

Objective 4.22.4 - Given a Scenario, Scale an Existing Aria Suite 
Deployment 

1.​ Scaling Overview: 
○​ VMware Aria Suite Lifecycle supports scaling through the Lifecycle 

Operations service. 
○​ Two types of scaling: 

■​ Scale-Out: Add additional nodes for high availability. 



■​ Scale-Up: Increase hardware resources (e.g., CPU, memory) for 
existing nodes​. 

2.​ Procedure to Scale-Out: 
○​ Navigate to Lifecycle Operations > Environments. 
○​ Select the product environment to scale and click Scale-Out. 
○​ Add the required number of nodes and validate the configuration. 
○​ Submit the request to initiate scaling​. 

3.​ Procedure to Scale-Up: 
○​ In the Lifecycle Operations dashboard, select Settings > System Details. 
○​ Increase disk space, CPU, or memory by editing the configuration. 
○​ Save changes and apply them to the virtual machine hosting the Aria Suite 

component​. 
4.​ Post-Scaling Validation: 

○​ Verify health and performance of the scaled environment using the 
Monitoring Dashboard in Aria Operations for Networks or other integrated 
products. 

○​ Check for any new resource utilization patterns​. 

 

Source Documents: 

●​ "VMware Aria Suite Lifecycle Installation, Upgrade, and Management Guide", 
Pages 72-75, 158-160​. 

 

Objective 4.22.5 - Configure Multi-Organizational Tenancy 
 

Objective 4.22.5.1 - Identify the Prerequisites for Enabling Multi-Organizational 
Tenancy 

1.​ System Requirements: 
○​ Aria Suite Lifecycle Version: Ensure the VMware Aria Suite Lifecycle 

version supports multi-tenancy (e.g., version 8.18 or later)​. 
○​ Networking Requirements: 

■​ A properly configured DNS and NTP. 
■​ Network segmentation for tenant isolation​. 

2.​ Configuration Requirements: 
○​ Role-Based Access Control (RBAC): 

■​ Define and assign roles for tenant administrators. 
■​ Map Active Directory or LDAP users to specific organizational units. 

○​ License Validation: 
■​ Ensure sufficient licenses for the number of tenants to be created​. 

3.​ Infrastructure Requirements: 
○​ Deploy products (e.g., Aria Automation, Aria Operations) compatible with 

multi-tenancy. 



○​ Configure appropriate resource quotas and segmentation​. 

 

Objective 4.22.5.2 - Enable Multi-Organizational Tenancy in Aria Suite Lifecycle 

1.​ Procedure: 
○​ Step 1: Enable Multi-Tenancy: 

■​ Access the Lifecycle Operations service in the Aria Suite Lifecycle 
dashboard. 

■​ Navigate to Settings > Tenant Management. 
■​ Enable the Multi-Tenancy Toggle​. 

○​ Step 2: Create Tenants: 
■​ Go to Tenant Management and select Add Tenant. 
■​ Configure tenant-specific settings: 

■​ Tenant Name and Description. 
■​ Assign vCenter or NSX resources for the tenant. 

■​ Define RBAC roles for tenant administrators​. 
○​ Step 3: Configure Networking for Tenants: 

■​ Create isolated subnets and assign IP ranges for tenant workloads. 
■​ Map tenant networks to appropriate gateways (e.g., NSX Tier-1)​. 

2.​ Validation: 
○​ Verify tenant access and resource isolation by logging in with a tenant 

administrator account. 
○​ Check visibility of tenant-specific workloads and resources​. 

 

Source Documents: 

●​ "VMware Aria Suite Lifecycle Installation, Upgrade, and Management Guide", 
Pages 90-105​. 

 

Objective 4.22.6 - Create a Log Bundle for an Aria Suite Component 

Steps to Create a Log Bundle Using the UI 

1.​ Log In: 
○​ Open the VMware Aria Suite Lifecycle web interface. 
○​ Navigate to Lifecycle Operations > Settings. 

2.​ Generate Log Bundle: 
○​ Under System Administration, select Logs. 
○​ Click Generate Log Bundle to create a diagnostic log file​. 

3.​ Download Logs: 
○​ Click Download the Logs to retrieve the log bundle for local analysis​. 

Steps to Create a Log Bundle Using the CLI 



1.​ Connect to the Appliance: 
○​ Use SSH to connect to the VMware Aria Suite Lifecycle appliance with root 

credentials. 
2.​ Generate Log Bundle: 

○​ Create a directory for logs:​
mkdir -p /data/lcm-logbundle 

○​ Run the following command:​
/var/lib/vlcm-common/vlcm-support -w /data/lcm-logbundle 

3.​ Retrieve Log File: 
○​ Use Secure Copy (scp) to download the log bundle from the directory 

created above​. 

 

Objective 4.22.7 - Configure Content Management in Aria Suite Lifecycle 

Steps to Manage Content 

1.​ Log In: 
○​ Access Lifecycle Operations in VMware Aria Suite Lifecycle. 

2.​ Content Management Service: 
○​ Navigate to Content Management from the My Services dashboard. 

3.​ Add Content Endpoints: 
○​ Add supported endpoints such as VMware Aria Automation, vCenter, or 

source control repositories. 
○​ Specify connection details (e.g., FQDN, credentials, and endpoint type)​. 

4.​ Capture and Test Content: 
○​ Use the Capture Content feature to archive data from specific environments. 
○​ Test content using predefined settings before release. 

5.​ Release and Deploy Content: 
○​ Deploy tested content to targeted environments and track deployment status. 

6.​ Version Control: 
○​ Manage content versions, rollbacks, and integrations with tools like Git for 

source control​. 

 

Source Documents: 

●​ "VMware Aria Suite Lifecycle Installation, Upgrade, and Management Guide", 
Pages 38-40 (Log Bundle Creation), Pages 173-185 (Content Management)​. 

 

Objective 4.22.8 - Given a Scenario, Operationalize VMware Cloud 
Foundation with the VMware Aria Suite 

 



Objective 4.22.8.1 - Manage the Health, Performance, Compliance, and Capacity of 
the VMware Cloud Foundation Environment Using VMware Aria Operations 

1.​ Health Monitoring: 
○​ Utilize the VMware Aria Operations Dashboard to track cluster and node 

health. 
○​ Configure custom alerts for specific thresholds (e.g., disk usage, CPU 

utilization). 
○​ Employ capacity analytics to predict resource needs​​. 

2.​ Performance and Compliance: 
○​ Use the Compliance Dashboard to compare configurations against VMware 

hardening guidelines. 
○​ Generate performance reports to ensure adherence to SLAs​. 

3.​ Capacity Management: 
○​ Conduct capacity forecasting for storage and compute. 
○​ Plan workload placement based on predictive analytics​. 

 

Objective 4.22.8.2 - Automate Deployment and Configuration of Workloads Using 
VMware Aria Automation 

1.​ Workflow Automation: 
○​ Design and deploy blueprints using VMware Aria Automation Assembler. 
○​ Integrate with VMware Cloud Foundation to automate provisioning tasks​​. 

2.​ Policy-Based Management: 
○​ Define role-based access and quotas for self-service provisioning. 
○​ Apply governance policies to restrict non-compliant deployments​. 

 

Objective 4.22.8.3 - Implement Log Event Monitoring and Management With 
VMware Aria Operations for Logs 

1.​ Log Event Monitoring: 
○​ Configure log ingestion from vSphere and NSX components. 
○​ Use the Log Explorer for event correlation and root cause analysis​​. 

2.​ Alert and Notification Management: 
○​ Set up real-time alerts for specific log patterns. 
○​ Forward critical events to incident management systems​. 

 

Objective 4.22.8.4 - Monitor Networks Using VMware Aria Operations for 
Networks 

1.​ Network Visibility: 
○​ Use network topology maps to identify bottlenecks and connectivity issues. 



○​ Analyze traffic flows to optimize application delivery​. 
2.​ Micro-Segmentation: 

○​ Implement segmentation policies to enhance security. 
○​ Leverage VMware NSX integration for East-West traffic monitoring​​. 

 

Objective 4.22.8.5 - Configure Single Sign-On Using VMware Identity Manager 
(Workspace ONE Access) 

1.​ SSO Configuration: 
○​ Enable SSO through the VMware Identity Manager for seamless access to 

Aria Suite components. 
○​ Integrate with Active Directory to manage user and group roles​​. 

2.​ Access Control: 
○​ Assign granular permissions to users based on organizational policies. 
○​ Monitor login activities and enforce MFA (Multi-Factor Authentication)​​. 

 

Source Documents: 

●​ "VMware Aria Suite Lifecycle Installation, Upgrade, and Management Guide", 
Pages 80-120​. 

●​ "Administering VMware Aria Automation", Pages 20-50​. 
●​ "Using VMware Aria Operations for Networks", Pages 100-200​. 
●​ "Administering VMware Aria Operations for Logs", Pages 10-40​. 

 

Objective 4.23 - Deploy workloads on vSphere Supervisor (IaaS Control 
Plane)  ((formerly vSphere with Tanzu)) 

Overview: 

●​ The vSphere Supervisor (IaaS Control Plane) ((formerly vSphere with Tanzu)) 
enables administrators to run Kubernetes workloads natively on the vSphere 
hypervisor. It supports vSphere Pods, Tanzu Kubernetes clusters, and standard 
virtual machines (VMs). 

 

Deployment Prerequisites: 

1.​ Infrastructure Preparation: 
○​ A Virtual Infrastructure (VI) workload domain must be deployed. 
○​ An NSX Edge cluster configured for Workload Management must exist​​. 

2.​ Cluster Configuration: 
○​ All ESXi hosts in the target cluster must: 



■​ Have vSphere Supervisor (IaaS Control Plane) licenses applied. 
■​ Be part of a cluster with a minimum of three hosts​​. 

3.​ Networking Requirements: 
○​ Define IP address subnets for: 

■​ Pod networking (minimum /22). 
■​ Service IPs (minimum /24). 
■​ Ingress (minimum /27). 
■​ Egress (minimum /27). 

○​ The Avi Load Balancer must be registered with the NSX Manager for 
load-balancing tasks​​. 

4.​ Licensing: 
○​ Apply a VMware Tanzu license to avoid evaluation expiration​​. 

 

Deployment Steps: 

1.​ Enable Workload Management: 
○​ Use the vSphere Client or SDDC Manager to validate infrastructure readiness 

and enable Kubernetes - Workload Management. 
○​ Follow the deployment wizard to configure the necessary options for NSX 

Edge and cluster compatibility​​. 
2.​ Select a Target Cluster: 

○​ In the workload domain, identify a compatible cluster. Incompatible clusters 
will be listed with error details for resolution​. 

3.​ Validate and Finalize Configuration: 
○​ Run validation checks for: 

■​ vCenter credentials and version. 
■​ NSX Manager credentials and version. 
■​ Cluster compatibility and content library​​. 

4.​ Complete Deployment in vSphere Client: 
○​ Review and confirm configuration settings in the vSphere Client. 
○​ Enable and monitor Kubernetes - Workload Management components, 

including namespaces and resource pools​​​. 

 

Key Features: 

●​ Kubernetes workloads run directly on ESXi hosts or within resource pools using 
Tanzu Kubernetes Grid. 

●​ Logical grouping of VMs and containers into namespaces simplifies resource 
management. 

●​ Integrated management with NSX and Avi Load Balancer provides a robust 
networking solution​​. 

Sources: 

1.​ VMware Cloud Foundation Administration Guide, Pages 196-198​​. 



2.​ VMware Cloud Foundation Getting Started Guide, Pages 8-9​​. 

 

 

Objective 4.24 - Given a scenario, perform virtual machine migrations, 
operations, or tasks using HCX 

Overview of VMware HCX 

●​ VMware HCX is a workload mobility platform designed to simplify and optimize: 
○​ Workload migrations. 
○​ Disaster recovery (DR). 
○​ Multi-cloud connectivity. 

●​ HCX enables the seamless migration of virtual machines (VMs) between private and 
public clouds or across data centers. 

Key Features of HCX: 

1.​ Migration Methods: 
○​ vMotion Migration: Live VM migration with no downtime. 
○​ Replication Assisted vMotion (RAV): Combines replication and vMotion for 

large-scale migrations. 
○​ Bulk Migration: Migrates multiple VMs in parallel using replication 

technology. 
○​ Cold Migration: Moves powered-off VMs. 
○​ OS Assisted Migration (OSAM): Migrates non-vSphere workloads (e.g., 

KVM or Hyper-V environments) into a vSphere environment​​. 
2.​ Service Mesh: 

○​ Provides automated deployment and configuration of HCX components 
between paired sites. 

○​ Includes WAN Optimization, Network Extension, and Interconnect services for 
reliable migrations​​. 

3.​ Mobility Optimized Networking (MON): 
○​ Enhances network efficiency by reducing "tromboning" (suboptimal routing) 

for workloads after migration​. 
4.​ Disaster Recovery: 

○​ Facilitates VM replication to a remote site for DR purposes​. 

Steps for VM Migrations Using HCX: 

1.​ Prepare the Environment: 
○​ Deploy HCX Manager at both source and destination sites. 
○​ Pair the sites using HCX Site Pairing in the HCX UI​​. 

2.​ Create Service Mesh: 
○​ Define Compute and Network Profiles. 
○​ Deploy Service Mesh, including appliances for Interconnect, WAN 

Optimization, and Network Extension if required​. 



3.​ Define a Migration Plan: 
○​ Identify target VMs for migration and categorize them into mobility groups 

for streamlined operations. 
○​ Select the migration type (e.g., Bulk, vMotion, RAV) based on workload and 

downtime requirements​​. 
4.​ Perform Migration: 

○​ Execute the migration using HCX UI or vSphere Client. 
○​ Monitor migration progress in HCX Manager or vSphere Client​​. 

5.​ Post-Migration Tasks: 
○​ Verify workloads' performance and connectivity. 
○​ Optimize network paths using MON or reconfigure workloads as necessary​​. 

Best Practices: 

1.​ Plan migrations during low-traffic windows to minimize performance impact. 
2.​ Use WAN Optimization to enhance performance during Bulk or RAV migrations. 
3.​ Enable MON for applications with inter-VLAN dependencies. 
4.​ Test disaster recovery plans regularly using HCX DR capabilities​​. 

Sources: 

●​ HCX 4.10 Guide, Pages 10-14, 115-149​​​​. 

 

 

Section 5 - Troubleshoot and Optimize the VMware by 
Broadcom Solution 

Objective 5.1 - Diagnose and Identify Technical Issues Related to the 
Deployment of VMware Cloud Foundation 

Overview of Troubleshooting VMware Cloud Foundation Deployment 

Deploying VMware Cloud Foundation (VCF) involves several automated processes, 
including the bring-up of the management domain. Diagnosing and resolving technical 
issues during this process requires familiarity with log files, tools, and deployment workflows. 

 

Troubleshooting Tools 

1.​ VMware Cloud Builder Log Files: 
○​ JsonGenerator Logs: Converts deployment parameter workbooks into 

JSON configuration files. 
■​ Location: /var/log/vmware/vcf/sddc-support/ 



○​ Bringup Service Logs: Validates configurations and performs management 
domain deployment. 

■​ Locations: 
■​ vcf-bringup.log - Main log file for deployment issues. 
■​ vcf-bringup-debug.log - Debug logs for detailed 

diagnostics. 
■​ Both are located in /var/log/vmware/vcf/bringup/​​. 

2.​ Supportability and Serviceability (SoS) Utility: 
○​ Used to generate support bundles for debugging failed bring-up processes. 
○​ Command-line utility available on the Cloud Builder appliance. 
○​ Key Features: 

■​ Health checks for configuration validation. 
■​ Log collection for failed bring-ups​​. 

 

Common Deployment Issues and Resolutions 

1.​ Validation Failures: 
○​ Occur during deployment parameter workbook validation. 
○​ Resolution: 

■​ Fix workbook errors and re-upload. 
■​ Ensure DNS and NTP services are reachable from the Cloud Builder 

appliance. 
2.​ Configuration Errors: 

○​ Example: Incorrect VLAN settings or IP conflicts. 
○​ Resolution: 

■​ Review the deployment parameter workbook. 
■​ Use the SoS tool or check vcf-bringup.log for error details​​. 

3.​ Network Connectivity Issues: 
○​ Cause: Unreachable ESXi hosts or misconfigured network settings. 
○​ Resolution: 

■​ Verify that ESXi hosts are reachable via ping and SSH from Cloud 
Builder. 

■​ Ensure the management network is configured correctly​. 
4.​ Bring-Up Failures: 

○​ Cause: Issues with the automated creation of the management domain. 
○​ Resolution: 

■​ Use the SoS tool to collect logs and health checks. 
■​ Review vcf-bringup-debug.log for detailed error messages​​. 

 

Best Practices for Deployment 

1.​ Pre-Deployment Validation: 
○​ Use the VMware Cloud Foundation Planning and Preparation Workbook to 

validate prerequisites. 



○​ Ensure sufficient IP addresses for the management domain​. 
2.​ Logging and Monitoring: 

○​ Regularly monitor Cloud Builder logs for early detection of issues. 
○​ Collect logs using the SoS utility during troubleshooting​. 

3.​ System Health Checks: 
○​ Verify NTP and DNS configurations for all ESXi hosts. 
○​ Ensure the Cloud Builder appliance can communicate with all required 

infrastructure components​. 

 

Sources: 

1.​ VMware Cloud Foundation Deployment Guide, Pages 37-42​​. 
2.​ VMware Cloud Foundation Getting Started Guide, Pages 19-21​. 

 

Objective 5.2: Diagnose and Identify Technical Issues Related to VMware 
Cloud Foundation 

General Troubleshooting Tools and Resources 

1.​ Supportability and Serviceability (SoS) Utility: 
○​ Found on Cloud Builder or SDDC Manager. 
○​ Features: 

■​ Generates logs and health checks. 
■​ Useful for failed deployments, upgrades, and diagnostics. 

○​ Key Logs: 
■​ vcf-bringup.log: Tracks deployment issues. 
■​ capengine: Monitors upgrade processes. 
■​ sos.log: General system health logs. 

○​ Log Path: /var/log/vmware/vcf/​​. 
2.​ APIs and Tools: 

○​ VMware Cloud Foundation API for automation and debugging. 
○​ Use vSphere Client or SDDC Manager for diagnostics at the component level​​. 

3.​ Health Checks: 
○​ Skyline Health and vSphere Health views provide real-time system insights. 
○​ Pre-deployment and upgrade validations through SDDC Manager or SoS 

Utility​​. 

Common Issues 

1.​ Deployment Errors: 
○​ Misconfigurations in JSON parameter workbooks. 
○​ Analyze Cloud Builder logs for bring-up failures​. 

2.​ Upgrade Failures: 
○​ Conflicts in dependencies or RPM versions. 



○​ Missing software bundles detected during prechecks​​. 

 

Objective 5.2.1: Identify the Relevant Tools for Troubleshooting 
Technical Issues Related to VMware Cloud Foundation 

Tools Overview 

1.​ VMware vSphere Client: 
○​ Provides access to logs and troubleshooting for VMs, clusters, and storage​. 

2.​ vRealize Operations: 
○​ Monitors performance and collects metrics for proactive issue identification​. 

3.​ VMware Cloud Builder: 
○​ Essential for initial deployments, featuring integrated validation checks and 

detailed logs​. 
4.​ Command-Line Tools: 

○​ SSH access to SDDC Manager for advanced log analysis using CLI logs and 
scripts​​. 

5.​ Health Checks: 
○​ Conduct pre-deployment and upgrade validations using SDDC Manager or 

SoS Utility​. 

Key Logs for Troubleshooting: 

●​ Deployment: vcf-bringup.log. 
●​ Upgrades: capengine logs. 
●​ General health: sos.log​​. 

 

Objective 5.2.2: Diagnose and Identify Technical Issues Related to 
VMware Cloud Foundation SDDC Manager 

Troubleshooting Techniques 

1.​ SDDC Manager Logs: 
○​ Key paths: 

■​ /var/log/vmware/vcf/sddc-support/: For health checks. 
■​ /var/log/vmware/capengine/: For upgrade logs​​. 

2.​ Common Issues: 
○​ Upgrade Failures: 

■​ Analyze RPM conflicts or dependency mismatches. 
■​ Use capengine logs to trace errors​. 

○​ Precheck Errors: 
■​ Deployment workbook misconfigurations are a common cause. 
■​ Validate and correct workbook parameters​​. 



 

Objective 5.2.3: Diagnose and Identify Technical Issues Related to 
VMware vSphere 

Tools and Logs: 

1.​ vSphere Lifecycle Manager: 
○​ Manage patching, updates, and image compliance. 
○​ Troubleshoot issues using update logs and compliance checks​​. 

2.​ Key Log Files: 
○​ vpxa.log and vmkernel.log: Host and cluster-level diagnostics. 
○​ hostd.log: Troubleshoot ESXi host failures​​. 

3.​ Health Monitoring: 
○​ Utilize Skyline Health and vSphere Client to assess network, storage, and VM 

performance​​. 

Common Issues: 

1.​ Host-Level Troubleshooting: 
○​ Check connectivity (ping/SSH) and logs in /var/log/vmkernel.log​​. 

2.​ Cluster Configurations: 
○​ Validate Distributed Resource Scheduler (DRS) or High Availability (HA) 

settings​. 
3.​ Storage and Networking: 

○​ Validate VMFS and vSAN compatibility. 
○​ Troubleshoot Distributed Switch or NSX configuration issues​​. 

 

Objective 5.2.4: Diagnose and Identify Technical Issues Related to 
VMware vSphere 

Troubleshooting Techniques 

1.​ Logs and Alerts: 
○​ Key Logs: 

■​ /var/log/vpxa.log: Provides details about the connection 
between the ESXi host and vCenter Server. 

■​ /var/log/vmkernel.log: Essential for troubleshooting ESXi host 
and VM operations. 

■​ /var/log/hostd.log: Tracks host management activities. 
○​ Use the vSphere Client to monitor events, alerts, and alarms in real time​​. 

2.​ vSphere Lifecycle Manager (vLCM): 
○​ Manage and apply patches or updates to ESXi hosts. 
○​ Diagnose image compliance failures using the vSphere Client’s Update 

Manager. 



○​ Key Errors: 
■​ Non-compliant hosts. 
■​ Failed update rollouts due to dependency mismatches​​. 

3.​ vSphere Health Checks: 
○​ vSphere Skyline Health: 

■​ Detects configuration inconsistencies, performance anomalies, and 
connectivity issues. 

○​ vCenter Events: 
■​ Provides insights into performance degradation, such as high 

resource usage on clusters or hosts​​. 

Common Issues and Solutions: 

1.​ Host-Level Failures: 
○​ Symptoms: 

■​ Host unreachable via vCenter. 
■​ High resource contention. 

○​ Solutions: 
■​ Use SSH to verify host connectivity. 
■​ Analyze /var/log/vmkernel.log for VM and hardware errors. 
■​ Reboot hosts in maintenance mode when necessary​​. 

2.​ Cluster Issues: 
○​ Symptoms: 

■​ HA/DRS misconfigurations. 
■​ Unbalanced resource usage across clusters. 

○​ Solutions: 
■​ Validate settings in the vSphere Client. 
■​ Reconfigure HA or DRS settings based on workload needs​​. 

3.​ Storage Challenges: 
○​ Symptoms: 

■​ VMFS or vSAN datastores not mounting. 
■​ High disk latency in vSAN clusters. 

○​ Solutions: 
■​ Validate storage configuration using vSAN performance metrics. 
■​ Inspect datastores in the vSphere Client for capacity and connectivity 

issues​​. 
4.​ Networking Problems: 

○​ Symptoms: 
■​ Dropped packets or lost connectivity. 
■​ VLAN misconfigurations affecting Distributed Switches (vDS). 

○​ Solutions: 
■​ Use NSX Manager or vSphere Client to validate switch configurations. 
■​ Check TEP (Tunnel Endpoint) settings for overlay networks​​. 

 

Objective 5.2.5: Diagnose and Identify Technical Issues Related to VMware vSAN 



Tools and Techniques: 

1.​ vSAN Health Checks: 
○​ Health findings categorized as Unhealthy, Healthy, Info, or Silenced. 
○​ Use the Skyline Health view for historical and current health insights. 
○​ Retest health findings using the "Retest" option in the vSAN interface​​. 

2.​ Performance Diagnostics: 
○​ Analyze maximum throughput, latency, and IOPS issues with vSAN 

Performance Diagnostics. 
○​ Set custom time ranges for diagnostic tests​​. 

3.​ I/O Trip Analyzer: 
○​ Diagnose VM I/O latency issues using visualizations of latency at each layer 

of the vSAN stack​​. 
4.​ ESXCLI Commands: 

○​ Useful commands for cluster and disk debugging: 
■​ esxcli vsan health for cluster health status. 
■​ esxcli vsan debug disk for debugging physical disks​. 

5.​ Log Analysis: 
○​ Utilize support bundle logs for VMware analysis. Logs include configuration 

files and specific vSAN health logs​​. 

Common Issues: 

1.​ Configuration Issues: 
○​ Misconfigured vSAN network settings. 
○​ Disk group errors, such as unhealthy disks or exceeded limits​. 

2.​ Performance Problems: 
○​ Latency caused by network congestion or hardware bottlenecks. 
○​ Improperly configured storage policies impacting VM compliance​. 

 

Objective 5.2.6: Diagnose and Identify Technical Issues Related to VMware NSX 

Tools and Techniques: 

1.​ NSX Runbooks: 
○​ Use predefined runbooks in NSX for runtime debugging, such as: 

■​ EdgeHealth: Identifies and fixes edge node issues. 
■​ OverlayTunnel: Diagnoses tunnel failures due to gateway or 

configuration errors​. 
2.​ NSX Logs: 

○​ Analyze logs located in /var/log/nsx/ for connectivity or performance 
bottlenecks. 

○​ Key logs include connections.log and 
global-manager/gmanager.log​. 

3.​ Debugging Tools: 



○​ Use the Online Diagnostic System (ODS) in NSX for runtime diagnostics and 
artifact collection. 

○​ API-based debugging provides granular control​. 
4.​ NSX Manager and Edge Diagnostics: 

○​ Check NSX Edge for BFD (Bidirectional Forwarding Detection) session 
issues. 

○​ Utilize the NSX Manager UI or API for real-time monitoring and 
troubleshooting​. 

Common Issues: 

1.​ Tunnel Connectivity: 
○​ Missing or down tunnels due to VLAN misconfigurations. 
○​ IP misalignments in Tunnel Endpoints (TEPs)​. 

2.​ Configuration Errors: 
○​ Port blocking on Distributed Virtual Switches (DVS) due to incorrect logical 

switch settings. 
○​ Controller connectivity issues stemming from FQDN resolution errors or 

underlay outages​. 

Sources:  

1.​ VMware Cloud Foundation Lifecycle Management Guide: Pages 33-42​​. 
2.​ vSAN Monitoring and Troubleshooting Guide: Pages 9-27​​. 
3.​ VMware vSphere Virtual Machine Administration Guide: Pages 319-321​​. 
4.​ NSX Administration Guide: Pages 235-237, 1469-1470, 377-378, 727. 

 

Objective 5.3 - Given a scenario, troubleshoot the VMware Cloud 
Foundation Deployment/Bring Up Process 

Overview of the Bring-Up Process 

The VMware Cloud Foundation (VCF) bring-up process involves deploying the management 
domain using VMware Cloud Builder. This process automates the deployment of vCenter 
Server, NSX, and SDDC Manager, along with the creation of resource pools and clusters. 

 

Key Troubleshooting Tools and Logs 

1.​ Supportability and Serviceability (SoS) Utility: 
○​ Use the SoS utility to collect logs and run health checks during deployment 

failures. 
○​ Key locations: 

■​ /var/log/vmware/vcf/sddc-support/sos.log​​. 
2.​ VMware Cloud Builder Logs: 

○​ Critical for diagnosing deployment issues. 



○​ Key log files: 
■​ JsonGenerator: Converts deployment workbooks to JSON. 

■​ Location: /var/log/vmware/vcf/sddc-support/ 
■​ vcf-bringup.log: Logs management domain deployment activities. 

■​ Location: /var/log/vmware/vcf/bringup/​​. 
3.​ Deployment Report: 

○​ Post-deployment reports can provide insights into configuration and potential 
issues​​. 

 

Common Deployment Issues and Solutions 

1.​ Validation Errors: 
○​ Cause: Incorrect or missing parameters in the deployment workbook. 
○​ Solution: 

■​ Fix workbook errors and re-upload. 
■​ Use the Planning and Preparation Workbook for detailed prerequisite 

checks​​. 
2.​ Networking Failures: 

○​ Cause: Issues with VLANs, MTUs, or DNS/NTP configurations. 
○​ Solution: 

■​ Verify network readiness using SoS health checks. 
■​ Correct VLAN or MTU misconfigurations and rerun deployment​​. 

3.​ Certificate Issues: 
○​ Cause: Mismatch between vSphere certificates and external CA 

requirements. 
○​ Solution: 

■​ Validate thumbprints before deployment. 
■​ Ensure proper certificate formats for external CAs​​. 

4.​ Failed Appliance Deployment: 
○​ Cause: Issues with vCenter Server, NSX Manager, or SDDC Manager 

deployment. 
○​ Solution: 

■​ Review vcf-bringup-debug.log for detailed error messages. 
■​ Revalidate ESXi hosts' connectivity and credentials​​. 

5.​ Configuration Drift: 
○​ Cause: Inconsistent environment configuration. 
○​ Solution: 

■​ Use the SoS tool to detect and rectify misconfigurations​​. 

 

Steps for Troubleshooting the Bring-Up Process 

1.​ Verify Prerequisites: 
○​ Confirm network readiness, resource availability, and workbook accuracy 

before deployment​​. 



2.​ Monitor Logs: 
○​ Use SSH to access VMware Cloud Builder and analyze logs for deployment 

steps and errors​​. 
3.​ Run SoS Health Checks: 

○​ Use the SoS utility to check environment health and validate the deployment 
state​​. 

4.​ Restart Deployment: 
○​ Rectify errors highlighted in the logs or SoS reports and restart deployment 

from VMware Cloud Builder​​. 
5.​ Escalate to VMware Support: 

○​ For unresolved issues, collect logs using SoS and submit to VMware support​​. 

 

Sources: 

●​ VMware Cloud Foundation Deployment Guide, Pages 20-42​​. 
●​ VMware Cloud Foundation Getting Started Guide, Pages 18-19​​. 

 

Objective 5.4: Perform Troubleshooting Tasks for vSphere 

Objective 5.4.1 - Identify the Procedure for Setting a Host in Maintenance Mode 

1.​ Steps to Enter Maintenance Mode: 
○​ In the vSphere Client, navigate to Home → Hosts and Clusters and select 

the desired host. 
○​ Right-click the host and select Maintenance Mode → Enter Maintenance 

Mode. 
○​ For DRS clusters: 

■​ Ensure Move powered-off and suspended virtual machines to 
other hosts in the cluster is selected. 

■​ Click OK to confirm. 
○​ For non-DRS clusters: 

■​ Migrate virtual machines manually to other hosts​​. 
2.​ Exiting Maintenance Mode: 

○​ Follow the same steps but select Exit Maintenance Mode​. 

 

Objective 5.4.2 - Resolve Host Connectivity Issues 

1.​ Steps to Resolve Connectivity Issues: 
○​ Verify host network settings (IP, DNS, gateway) for accuracy. 
○​ Test management network reachability using ping and traceroute. 
○​ Review logs: 

■​ /var/log/hostd.log: Host management activities. 
■​ /var/log/vmkernel.log: Kernel-level host operations. 



○​ Use SSH to validate connectivity to the host​​. 
2.​ Reconnecting Hosts: 

○​ Navigate to Home → Hosts and Clusters in the vSphere Client. 
○​ Right-click the host and select Connection → Connect to re-establish 

connectivity​​. 

 

Objective 5.4.3 - Resolve Certificate Issues 

1.​ Common Issues: 
○​ Expired or old certificates may remain active due to open sessions. 
○​ vCenter Server may fail to reconnect to hosts after certificate changes​. 

2.​ Solutions: 
○​ Restart the vCenter Server network stack to refresh certificate sessions. 
○​ Manually reconnect hosts in the vSphere Client if automatic reconnection 

fails​​. 

 

Objective 5.4.4 - Troubleshoot vCLS (vSphere Cluster Services) 

1.​ Symptoms: 
○​ Health of vCLS VMs impacts DRS functionality. 
○​ Errors in placement or power states of vCLS VMs​​. 

2.​ Solution: 
○​ Check vCLS VM health in the Cluster Services portlet on the cluster’s 

Summary tab. 
○​ Avoid manual power state changes, deletion, or reconfiguration of vCLS VMs 

as they are critical for DRS and HA functionality​​. 

 

Objective 5.4.5 - Troubleshoot Snapshot Issues 

1.​ Common Issues: 
○​ Snapshots failing to consolidate can lead to datastore clutter. 
○​ Insufficient datastore space can cause snapshot creation failures​​. 

2.​ Solution: 
○​ Use the Snapshot Manager in the vSphere Client to consolidate snapshots 

marked as “Consolidation is required.” 
○​ Free up datastore space to ensure successful snapshot operations​​. 

 

Objective 5.4.6 - Troubleshoot vSphere HA Host States 

1.​ Common HA Agent Errors: 
○​ Agent Unreachable: Network or host agent failures. 
○​ Uninitialized State: Host disconnected during HA reconfiguration. 



○​ Host Failed State: Issues with storage or network connectivity​. 
2.​ Solutions: 

○​ Reconfigure HA on affected hosts using the vSphere Client. 
○​ Address network connectivity issues and ensure all hosts are online. 
○​ Review /var/log/fdm.log for HA-related errors​​. 

 

Objective 5.4.7 - Troubleshoot Lifecycle Management 

1.​ Common Issues: 
○​ ESXi updates or host patching failures due to baseline compliance 

mismatches. 
○​ Conflicts with VIBs or dependency issues during update application​​. 

2.​ Solutions: 
○​ Use vSphere Lifecycle Manager (vLCM) to remediate compliance issues. 
○​ Review logs such as esxupdate.log for details on update failures. 
○​ Ensure hosts are in maintenance mode before applying patches​​. 

 

Sources: 

1.​ vSphere ESXi and vCenter 8.0.3 Management Guide: Pages 14–17, 84–86​​​. 
2.​ vSphere ESXi 8.0.1 VM Administration Guide: Pages 282–289​​​. 
3.​ vSphere ESXi and vCenter 8.0.1 Installation and Setup Guide: Page 165​. 
4.​ VMware Cloud Foundation Operations Guide: Page 30​. 

 

 

Objective 5.5 - Perform troubleshooting tasks for vSphere 
Networking 

Objective 5.5.1 - Identify the health of an NSX Edge Cluster to include 
Tier-0 and Tier-1 routers 

1.​ NSX Edge Cluster Health: 
○​ Use the NSX Manager to view the health status of the NSX Edge cluster: 

■​ Log in to NSX Manager. 
■​ Navigate to System > Fabric > Nodes > Edge Clusters. 
■​ Check the health and availability of edge nodes. 

○​ Edge clusters are configured for high availability using the 
nsx-default-edge-high-availability-profile. 

2.​ Tier-0 and Tier-1 Routers: 
○​ To monitor Tier-0 Gateway: 



■​ Navigate to Networking > Tier-0 Gateways in NSX Manager. 
■​ Verify the uplink connectivity and routing advertisements. 

○​ To monitor Tier-1 Gateway: 
■​ Ensure it is connected to the Tier-0 Gateway and provides connectivity 

to internal segments​​. 

Objective 5.5.2 - Resolve NSX overlay network connectivity or 
configuration issues in VMware Cloud Foundation 

1.​ Common Issues: 
○​ Hosts may not be correctly configured as transport nodes. 
○​ Overlay TEPs (Tunnel Endpoints) may have IP conflicts or routing 

misconfigurations. 
2.​ Troubleshooting Steps: 

○​ Validate TEP configuration: 
■​ Ensure TEP IP pools are correctly assigned in System > Fabric > 

Profiles > IP Pools. 
○​ Confirm that all hosts are added to the NSX overlay transport zone. 
○​ For transport nodes, verify VLAN IDs and routing configurations. 
○​ Check NSX Edge connectivity to upstream routers from the Tier-0 Gateway​​. 

 

Objective 5.5.3 - Resolve network connectivity or configuration issues 
on a vSphere Distributed Switch 

A vSphere Distributed Switch (vDS) provides centralized management for networking 
across multiple ESXi hosts. Connectivity issues on a vDS can lead to disrupted VM 
networking, loss of host management connectivity, or misconfigured VLANs. This 
guide provides troubleshooting steps, CLI commands, and remediation actions. 

Common Issues with vSphere Distributed Switch 

1.​ Hosts Lose Connectivity to vCenter Server​
 

○​ Occurs when network rollback is disabled and a misconfiguration in the 
management network port group on the vDS causes connectivity loss. 

○​ Solution: Use Direct Console User Interface (DCUI) to restore the network. 
2.​ VMkernel Adapter Configuration Issues​

 
○​ Misconfigured VMkernel adapters (vmk interfaces) can cause issues with 

vMotion, storage, Fault Tolerance, and management traffic. 
3.​ Misconfigured Uplink Failover Order​

 
○​ Changing the failover order of uplinks can disconnect VMs or hosts. 

4.​ VLAN Configuration Mismatches​
 



None

○​ The VLAN trunk ranges on the physical switch do not match those on the 
vDS. 

Steps to Resolve Network Issues on a vSphere Distributed Switch 

Step 1: Verify Distributed Switch Configuration Using vSphere Client 

1.​ Open vSphere Client and navigate to Networking. 
2.​ Select the Distributed Switch in question. 
3.​ Review the Uplink Configuration: 

○​ Ensure physical NICs (vmnics) are properly assigned to active uplinks. 
○​ Verify that uplink failover settings match expected behavior. 

4.​ Check VMkernel Adapter Configurations: 
○​ Go to Hosts and Clusters > Select Host > Configure > Networking > 

VMkernel Adapters. 
○​ Ensure correct VLAN tagging and IP assignments. 

Step 2: Troubleshoot Host Connectivity Issues 

1.​ If a host loses connectivity to vCenter Server, restore vDS settings via DCUI:​
 

○​ Log in to DCUI on the affected host. 
○​ Select Network Restore Options > Restore vDS. 
○​ Configure the uplinks and VLAN settings for the management network. 
○​ Apply the configuration to restore connectivity. 

2.​ Check the host network settings manually:​
 

esxcli network ip interface list 

esxcli network vswitch dvs vmware list 

Step 3: Check vSphere Distributed Switch Health Check 

1.​ Enable Health Check:​
 

○​ Navigate to Networking > vSphere Distributed Switch. 
○​ Go to Settings > Health Check > Enable. 
○​ Select VLAN, MTU, and Teaming Policy checks. 

2.​ If VLAN mismatch errors are detected:​
 

○​ Check VLAN trunking configuration on the physical switch. 
○​ Use the following command to verify VLAN settings on the host: 



None

None

esxcli network vswitch dvs vmware list 

Step 4: Verify and Correct Uplink Teaming and Failover 

1.​ Check active uplinks:​
 

○​ Go to vSphere Client > Networking > Distributed Switch > Uplinks. 
○​ Verify that there are enough uplinks for active-active or active-standby 

configurations. 
2.​ Modify Uplink Configuration if needed:​

 
○​ Right-click the port group, select Edit Settings. 
○​ Navigate to Teaming and Failover. 
○​ Adjust the failover order: 

■​ Active Uplinks: Primary NICs for traffic. 
■​ Standby Uplinks: Backup NICs in case of failure. 
■​ Unused Uplinks: NICs not in use. 

3.​ CLI Command to Check Teaming Status:​
 

esxcli network vswitch dvs vmware list 

Step 5: Restore Previous vSphere Distributed Switch Configuration 

1.​ If network rollback is enabled, vSphere can automatically revert misconfigurations. 
2.​ To manually restore: 

○​ Right-click the Distributed Switch > Settings > Restore Configuration. 
○​ Choose to restore from a backup file or previous configuration. 

CLI Commands for Advanced Troubleshooting 

Task CLI Command 

List all VMkernel adapters esxcli network ip interface list 

Check VLAN settings esxcli network vswitch dvs vmware 
list 



Verify uplink assignments esxcli network nic list 

Test connectivity between ESXi hosts vmkping -I vmk0 <destination-IP> 

Restart management network /etc/init.d/network restart 

Expected Outcomes 

●​ Restored network connectivity for vSphere hosts and virtual machines. 
●​ Correct VLAN, uplink, and failover settings applied to vSphere Distributed Switch. 
●​ No connectivity loss after configuration changes. 
●​ vSphere Distributed Switch Health Check passes without errors. 

Reference Pages in VMware vSphere 8.0 Documentation 

●​ Page 2073-2074: Resolving Management Network Errors on vSphere Distributed 
Switch. 

●​ Page 2213: Troubleshooting Uplink Failures & NIC Redundancy Issues. 
●​ Page 2194: vSphere Distributed Switch Health Check and VLAN Mismatch 

Troubleshooting. 

Objective 5.5.4 - Resolve load balancing issues in NSX 

Common Load Balancer Problems: 

1.​ Unreachable Virtual Services:​
 

○​ Misconfigured Pools or Health Monitors: Virtual services may become 
unreachable if backend server pools are misconfigured or if health monitors 
are not properly set up. 

2.​ Service Engine Failures:​
 

○​ NICs Failing to Acquire IP Addresses: Service Engines (SEs) may 
encounter issues if their network interfaces fail to obtain IP addresses, 
possibly due to IP pool exhaustion or misconfigurations. 

○​ Licensing Issues: Operational failures can occur if the NSX Advanced Load 
Balancer is not correctly licensed. 

Resolution Steps: 

1.​ Verify Virtual Services' Health Status:​
 

○​ Access the NSX Advanced Load Balancer Dashboard. 



None

None

○​ Navigate to Applications > Virtual Services. 
○​ Check the operational status of the virtual services. 
○​ If a service is down, inspect the associated pools and health monitors for 

misconfigurations or failures. 
2.​ Check Kubernetes Pods and Endpoints:​

 
○​ For environments integrating with Kubernetes, use: 

kubectl get endpoints -n <namespace> 

○​ Ensure that the endpoints correspond correctly to the intended services and 
that pods are in a Running state. 

3.​ Address Licensing or IP Pool Exhaustion for Service Engines:​
 

○​ Licensing: 
■​ In the NSX Advanced Load Balancer Dashboard, go to 

Administration > Licensing. 
■​ Verify that the license is valid and supports the required features. 

○​ IP Pool Exhaustion: 
■​ Navigate to Infrastructure > Cloud Resources > IPAM/DNS 

Profiles. 
■​ Check the IP pools to ensure there are sufficient IP addresses 

available for SEs. 
■​ If exhausted, consider expanding the IP pool or reclaiming unused 

addresses. 
4.​ Review Health Monitor Configurations:​

 
○​ In the dashboard, go to Templates > Health Monitors. 
○​ Ensure that health monitors are correctly configured for the specific 

application protocols and performance expectations. 
○​ Adjust parameters such as timeout, interval, and retry count as necessary. 

Additional Troubleshooting Steps: 

●​ Collecting Tech Support Logs:​
 

○​ Access the NSX Advanced Load Balancer CLI. 
○​ Execute the following command to collect tech support logs: 

show tech-support serviceengine <SE-Name> 

○​ These logs can provide detailed insights into SE issues. 



●​ Monitoring Faults:​
 

○​ Navigate to Operations > Events in the dashboard. 
○​ Review any faults or alerts related to the load balancing infrastructure. 
○​ Address the underlying causes as indicated in the event details. 

References: 

●​ Troubleshooting Avi Load Balancer - Broadcom TechDocs​
 

●​ Faults in Avi Load Balancer System - Broadcom TechDocs​
 

●​ Collecting Tech Support Logs using the NSX Advanced Load Balancer CLI - VMware 
Docs​
 

 

Objective 5.6 - Perform troubleshooting tasks for vSAN 

Objective 5.6.1 - Resolve connectivity or configuration issues with vSAN in VMware 
Cloud Foundation 

Common vSAN Connectivity and Configuration Issues 

●​ Cluster hosts cannot communicate due to network misconfigurations. 
●​ Missing or incorrectly configured VMkernel adapters for vSAN traffic. 
●​ MTU mismatch between vSAN hosts and physical switches. 
●​ Incorrect vSAN cluster configuration, such as mismatched vSAN storage policies. 
●​ vSAN Skyline Health reports network connectivity issues. 

Resolution Steps 

Step 1: Verify Network Configuration 

1.​ Ensure all vSAN hosts are connected to the same vSAN network.​
 

2.​ Check the VMkernel adapter configuration for vSAN traffic:​
 

○​ Open vSphere Client > Navigate to Hosts & Clusters. 
○​ Select a host > Click Configure > Go to VMkernel Adapters. 
○​ Ensure at least one adapter is enabled for vSAN traffic. 
○​ Verify correct VLAN tagging and ensure that each VMkernel adapter has an 

IP address in the correct subnet. 
3.​ Validate network connectivity between vSAN hosts using the following ESXi 

commands:​
 

https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere-supervisor/8-0/installing-and-configuring-vsphere-supervisor/troubleshooting-networking/troubleshooting-nsx-advanced-load-balancer.html
https://techdocs.broadcom.com/us/en/vmware-security-load-balancing/avi-load-balancer/avi-load-balancer/31-1/monitoring-and-operability-guide/application-troubleshooting/faults-in-avi-vantage-system.html
https://docs.vmware.com/en/VMware-NSX-Advanced-Load-Balancer/22.1/Monitoring_Operability_Guide/GUID-EFF9E7FA-542F-43D0-8861-91567CFABA40.html
https://docs.vmware.com/en/VMware-NSX-Advanced-Load-Balancer/22.1/Monitoring_Operability_Guide/GUID-EFF9E7FA-542F-43D0-8861-91567CFABA40.html


None

None

None

None

None

vmkping -I vmk2 <destination vSAN IP> 

4.​ Replace vmk2 with the actual vSAN VMkernel interface name.​
 

5.​ Ensure correct MTU settings:​
 

○​ vSAN requires a consistent MTU of 9000 (Jumbo Frames) across all 
nodes.​
 

○​ Check the MTU configuration using the following command:​
 

esxcli network ip interface list 

○​ If necessary, update the MTU setting:​
 

esxcli network ip interface set -i vmk2 -m 9000 

 

Step 2: Verify vSAN Cluster Membership 

1.​ Ensure all hosts are properly joined to the vSAN cluster:​
 

esxcli vsan cluster get 

2.​ Check if the host is part of the correct vSAN cluster:​
 

esxcli vsan cluster list 



None

None

None

3.​ If a host is missing from the cluster, manually add it in vSphere Client:​
 

○​ Go to vSAN Cluster > Configure > vSAN > Cluster Configuration. 
○​ Click Add Hosts and select the missing ESXi node. 

 

Step 3: Check vSAN Health and Logs 

1.​ Use vSAN Skyline Health to identify misconfigurations:​
 

○​ Navigate to vSphere Client > Monitor > vSAN > Skyline Health. 
○​ Look for warnings related to network partitioning or misconfiguration. 

2.​ Manually check for network errors in vSAN logs:​
 

cat /var/log/vmkernel.log | grep vsan 

3.​ Verify that vSAN network services are running:​
 

esxcli vsan network list 

 

Step 4: Restart vSAN Services if Necessary 

If issues persist, restart the vSAN network services: 

/etc/init.d/vsanmgmtd restart 

/etc/init.d/vsanvpd restart 

If restarting services does not resolve the issue, restart the ESXi host and verify connectivity 
again. 

 

Step 5: Collect Logs for Further Troubleshooting 

If the issue cannot be resolved manually, collect logs for VMware Support: 



None

None

sos --collect-logs --domain <domain-name> 

or 

vm-support -V 

 

Common Issues and Solutions 

Issue Possible Cause Resolution 

vSAN cluster not 
forming 

vSAN network 
misconfiguration 

Ensure VMkernel adapters are 
properly configured and connected 
to the correct vSAN subnet 

vSAN network 
partition detected 

One or more hosts cannot 
reach other vSAN nodes 

Verify physical switch configuration, 
VLAN tagging, and use vmkping to 
test connectivity 

High latency in 
vSAN storage 

MTU mismatch between 
vSAN hosts and physical 
switches 

Set consistent MTU size (9000) on 
all vSAN interfaces 

vSAN health check 
reports network 
errors 

Network routing or 
misconfigured firewall rules 

Check firewall rules, ensure vSAN 
traffic is allowed between nodes 

vSAN datastore is 
inaccessible 

Host is not part of the vSAN 
cluster 

Manually add host to the vSAN 
cluster using the vSphere Client 

 



Expected Outcomes 

●​ All vSAN hosts communicate successfully over the designated vSAN network. 
●​ vSAN health checks show no errors related to network misconfiguration. 
●​ vSAN datastore is fully operational and accessible to all ESXi hosts. 
●​ Any misconfigurations are resolved, and vSAN cluster services are running 

without issues. 

 

Reference Pages in VMware vSAN 8.0 Documentation 

●​ Page 161-165: Troubleshooting vSAN Network Issues 
●​ Page 326-332: Handling Failures and Recovering vSAN Cluster 
●​ Page 340-345: Common vSAN Troubleshooting Commands 
●​ Page 295-310: Monitoring vSAN Cluster & Skyline Health 

 

Objective 5.6.2 - Recover from a disk or controller failure in vSAN 

Proper handling of disk and storage controller failures in vSAN is critical to maintaining 
data integrity and system stability. VMware vSAN implements automated and manual 
recovery mechanisms to manage such failures effectively. 

Common Failures in vSAN 

●​ Disk Group Failures​
 

○​ Caused by a failed flash caching device or failed capacity disk. 
○​ If the caching device fails, the entire disk group is marked as degraded. 

●​ Storage Controller Failure​
 

○​ If a host contains a single storage controller, a failure impacts all disk 
groups on that host. 

○​ If a host has multiple controllers, only the disks attached to the failed 
controller are impacted. 

●​ Disk Failure with Deduplication & Compression Enabled​
 

○​ When deduplication and compression are enabled, the entire disk group 
must be removed and rebuilt if a capacity disk fails. 

Recovery Process for Disk or Controller Failures 

Step 1: Identify the Failed Component 

1.​ Use the vSphere Client:​
 

○​ Navigate to vSAN Cluster > Configure > Disk Management. 



None

None

None

None

○​ Identify the failed disks or degraded disk groups. 
2.​ Use CLI Commands to Verify Disk or Controller Status:​

 

esxcli vsan storage list 

3.​  

esxcli vsan health cluster get 

4.​ Review Logs for Errors:​
 

○​ Disk or storage controller failures log entries in /var/log/vmkernel.log. 
○​ Use the following command to check logs for vSAN errors: 

cat /var/log/vmkernel.log | grep vsan 

Step 2: Replace the Failed Disk or Storage Controller 

Replacing a Failed Disk 

1.​ Remove the Failed Disk from the Cluster:​
 

○​ Navigate to vSAN Cluster > Configure > Disk Management. 
○​ Select the failed capacity or cache device, then click Remove Disk. 
○​ If deduplication and compression are enabled, remove the entire disk 

group. 
2.​ Add the New Disk:​

 
○​ Install the new disk physically in the host. 
○​ If the disk is not detected, perform a rescan: 

esxcli storage core adapter rescan --all 

○​ Assign the new disk to vSAN Cluster > Configure > Disk Management. 

Replacing a Failed Storage Controller 



None

None

None

None

1.​ Place the Host in Maintenance Mode:​
 

esxcli system maintenanceMode set -e true 

2.​ Power Down the Host and Replace the Storage Controller.​
 

○​ Ensure the new controller firmware is supported (Check VMware 
Compatibility Guide). 

3.​ Power On the Host and Configure the Storage Controller in Passthrough Mode.​
 

esxcli storage core device list 

4.​ Exit Maintenance Mode:​
 

esxcli system maintenanceMode set -e false 

Step 3: Trigger Resynchronization 

If automatic rebuild is not enabled, manually trigger resynchronization: 

1.​ Navigate to vSphere Client > vSAN Cluster > Resyncing Objects. 
2.​ Click "Resynchronize" to start data rebuild. 
3.​ Use CLI to Monitor Rebuild Progress: 

esxcli vsan resync summary 

Common Issues & Troubleshooting Steps 

Issue Possible Cause Solution 



vSAN Disk Group Marked 
as Degraded 

Cache or capacity 
disk failure 

Replace the failed disk and 
trigger resynchronization 

Storage Controller Failure Hardware malfunction 
or driver issue 

Replace the controller and 
configure it in passthrough 
mode 

vSAN Does Not Detect New 
Disk 

Hardware or firmware 
incompatibility 

Perform device rescan and 
verify firmware compatibility 

Deduplication Prevents 
Single Disk Replacement 

Deduplication & 
compression enabled 

Remove and replace the entire 
disk group 

Resynchronization is 
Stalled 

Cluster has 
insufficient resources 

Verify available storage and use 
resync priority settings 

Expected Outcomes 

●​ The failed disk or storage controller is successfully replaced, and vSAN 
automatically or manually resynchronizes the data. 

●​ The vSAN cluster returns to a healthy state with no outstanding warnings in 
Skyline Health. 

●​ Virtual machines experience minimal disruption due to vSAN’s ability to tolerate 
component failures. 

Reference Pages in VMware vSAN 8.0 Documentation 

●​ Page 336-340: Storage Device and Disk Group Failures 
●​ Page 339-345: Storage Controller Failures and Recovery 
●​ Page 344-346: Replacing vSAN Disks and Controllers 

 

 

Objective 5.6.3 - Identify the process to update the vSAN database 

The vSAN Health database contains up-to-date definitions for monitoring, diagnosing, and 
resolving issues within a vSAN cluster. Keeping this database current ensures that vSAN 
Skyline Health can accurately detect potential risks, misconfigurations, and performance 



None

None

issues. VMware provides automatic updates for this database, but administrators can also 
perform manual checks and updates via the vSphere Client, CLI, PowerCLI, and API. 

Process for Updating the vSAN Health Database 

Step 1: Check the Current vSAN Health Database Version 

1.​ Access the vSphere Client and navigate to Hosts and Clusters. 
2.​ Select the vSAN Cluster that requires an update. 
3.​ Go to Monitor > vSAN > Skyline Health. 
4.​ Check for any alerts related to outdated health definitions. 
5.​ If an update is required, proceed to update the database. 

Step 2: Update the vSAN Health Database Using vSphere UI 

1.​ In the Skyline Health UI, locate the "Update Database" option. 
2.​ Click Update Database if an update is available. 
3.​ Follow the prompts to download and apply the latest vSAN health definitions. 
4.​ Once completed, click Retest to ensure the new health definitions are applied. 

Manual Health Checks Using CLI, PowerCLI, and API 

If automatic updates are not working or vSAN Health UI is inaccessible, manual checks 
can be performed using esxcli, PowerCLI, and API. 

CLI Method to Verify vSAN Health 

1.​ Log in to an ESXi host via SSH that is part of the vSAN cluster.​
 

2.​ Run the following command to check the current health status:​
 

esxcli vsan health cluster get 

3.​ To verify network configuration consistency across hosts, use:​
 

esxcli vsan network list 

4.​ To check for inconsistencies in vSAN disk configuration, run:​
 



None

None

None

None

None

esxcli vsan storage list 

PowerCLI Method for Checking vSAN Health 

1.​ Open PowerCLI and Connect to vCenter Server​
 

Connect-VIServer -Server <vCenter-IP> -User <admin> -Password 
<password> 

2.​ Check Overall vSAN Health​
 

Get-VsanClusterHealth -Cluster <ClusterName> 

3.​ Verify vSAN Network Configuration​
 

Get-VsanClusterNetworkHealth -Cluster <ClusterName> 

4.​ Check vSAN Disk Health​
 

Get-VsanClusterDisksHealth -Cluster <ClusterName> 

Updating the vSAN Health Database via API 

Administrators can also query and update vSAN Health using vSAN REST API. 

1.​ Check Current vSAN Health Database Status​
 



None

None

None

GET /api/v1/vsan/health 

2.​ Trigger a Manual Update of the vSAN Health Database​
 

POST /api/v1/vsan/health/update 

3.​ Verify Update Completion​
 

GET /api/v1/vsan/health/status 

This method is useful for automation workflows and when direct UI access is unavailable. 

Troubleshooting Common vSAN Health Update Issues 

Issue Possible Cause Resolution 

vSAN Health Database 
Update Not Available 

No internet access 
from vCenter Server 

Ensure vCenter can reach VMware 
Update servers 

Update Stuck in 
"Downloading" 

Network latency or 
vSAN Health Service 
issue 

Restart vSAN Health Service: 
/usr/sbin/vmon-cli -r 
vsan-health 

Health Checks Show 
Incorrect Results 

Outdated health 
database 

Perform a manual update and 
re-run checks 

vSAN Skyline Health Not 
Showing Results 

vSAN Health Service 
is not running 

Restart the service and re-test the 
health status 



 

Expected Outcomes 

●​ The vSAN Health database is updated with the latest definitions. 
●​ New health checks and recommendations are available for vSAN cluster 

monitoring. 
●​ Manual validation confirms that vSAN cluster components are healthy and 

functioning correctly. 
●​ Administrators can identify potential issues before they impact production 

workloads. 

Reference Pages in VMware vSAN 8.0 Documentation 

●​ Page 311-315: vSAN Skyline Health & Database Updates 
●​ Page 577-578: Updating vSAN Health and Troubleshooting 

 

Objective 5.6.4 - Identify the process to update the driver/firmware in vSAN 

Updating drivers and firmware in vSAN ensures compatibility, stability, and performance in 
VMware Cloud Foundation (VCF). The preferred method for updating firmware and drivers is 
vSphere Lifecycle Manager (vLCM), which allows centralized updates for ESXi hosts and 
vSAN clusters. 

Steps to Update Drivers and Firmware in vSAN 

Step 1: Verify Hardware Compatibility Using vSAN Health Check 

1.​ Log in to the vSphere Client and navigate to vSAN Cluster. 
2.​ Click Monitor > vSAN > Skyline Health. 
3.​ Look for any alerts related to outdated drivers or firmware. 
4.​ If updates are required, proceed to update using vLCM. 

Step 2: Use vSphere Lifecycle Manager (vLCM) for Driver and Firmware Updates 

1.​ Open vSphere Client and go to Menu > Lifecycle Manager. 
2.​ Select Image Depot and check if the latest vSAN HCL firmware and driver 

versions are available. 
3.​ If the updates are not present, manually import the vendor firmware and driver 

add-ons. 
4.​ Navigate to Hosts and Clusters, select the vSAN cluster, and go to Updates > 

vSphere Lifecycle Manager. 
5.​ Choose Update All Components to apply the latest drivers and firmware. 
6.​ Click Remediate to apply updates. 

Step 3: Reboot Hosts to Apply Updates (If Required) 



None

None

None

None

None

None

●​ If the update requires a host reboot, place the host in Maintenance Mode using: 

esxcli system maintenanceMode set -e true 

●​ Reboot the ESXi host using: 

reboot 

●​ After the reboot, take the host out of maintenance mode: 

esxcli system maintenanceMode set -e false 

Manual Update Using CLI 

If vSphere Lifecycle Manager is unavailable, updates can be applied manually. 

1.​ Check Installed Driver and Firmware Versions: 

esxcli software vib list | grep <driver-name> 

2.​ Download and Install the Latest Driver: 

esxcli software vib install -v 
/vmfs/volumes/datastore1/<driver>.vib 

3.​ Verify the Update was Applied: 

esxcli software vib get -n <driver-name> 

4.​ Reboot the ESXi Host for the changes to take effect. 

Using vSAN Build Recommendations for Firmware Compliance 



1.​ Enable vSAN System Baselines in vSphere Lifecycle Manager: 
○​ vSAN generates automated build recommendations based on the VMware 

Compatibility Guide. 
○​ Navigate to vSphere Client > Lifecycle Manager > Baselines. 
○​ Check for recommended updates and apply them to maintain compliance. 

Common Issues and Troubleshooting Steps 

Issue Possible Cause Resolution 

Hosts show as 
"Incompatible" in vSAN 
Health Check 

Outdated drivers or 
firmware 

Apply recommended firmware 
updates using vSphere Lifecycle 
Manager 

Firmware Update Fails Hardware Support 
Manager not 
configured 

Ensure that the OEM vendor’s 
firmware support package is 
installed 

Driver Updates Not 
Available in vLCM 

vSphere Update 
Depot not synced 

Manually import the latest driver 
VIBs from the vendor site 

Cluster Shows "Out of 
Compliance" 

Mixed driver versions 
across hosts 

Ensure all vSAN nodes have 
identical driver and firmware 
versions 

Expected Outcomes 

●​ All vSAN cluster nodes are updated to the latest supported firmware and driver 
versions. 

●​ vSphere Lifecycle Manager maintains compliance with the vSAN HCL. 
●​ No compatibility warnings appear in vSAN Health Check. 
●​ Hosts experience minimal downtime due to efficient update methods. 

Reference Pages in VMware Cloud Foundation 5.2 Documentation 

●​ Page 533-534: vSphere Lifecycle Manager and Firmware Updates 
●​ Page 277-278: Hardware Support Manager for Vendor Firmware Updates 
●​ Page 556-559: vSAN Build Recommendations & System Baselines 

 



Objective 5.6.5 - Interpret the Skyline vSAN Health Score and complete remediation 
action(s) 

The Skyline vSAN Health Score provides real-time insights into the health and 
performance of a vSAN cluster. This score is based on various health findings, which are 
categorized by severity. Administrators use this score to diagnose issues, perform 
remediation, and track cluster health trends over time. 

Interpreting the vSAN Health Score 

The vSAN Health Score is classified into different states: 

●​ Unhealthy (Red): Critical or major issues detected that require immediate 
attention. 

●​ Warning (Yellow): Issues that may impact performance or availability but are not 
yet critical. 

●​ Healthy (Green): No issues found, and the cluster is operating within normal 
parameters. 

●​ Info (Gray): Awareness notifications that do not require action but may provide 
useful insights. 

●​ Silenced: Health findings that have been intentionally suppressed to prevent 
unnecessary alarms. 

Steps to Check Skyline vSAN Health 

Step 1: Navigate to the Skyline Health Dashboard 

1.​ Log in to the vSphere Client and select the vSAN Cluster.​
 

2.​ Navigate to Monitor > vSAN > Skyline Health.​
 

3.​ Review the health findings categorized under different sections, such as:​
 

○​ Hardware compatibility 
○​ Network connectivity 
○​ Cluster configuration 
○​ Storage device health 
○​ Virtual machine object health 

4.​ If necessary, click the Retest button to refresh the health score and update the 
findings.​
 

Performing Remediation Actions 

Remediation actions vary based on the detected issues. 

1. Network Connectivity Issues 

●​ Verify vSAN VMkernel adapter configuration: 



None

None

None

None

None

esxcli vsan network list 

●​ Check MTU settings: 

esxcli network ip interface list 

●​ Run a connectivity test between hosts: 

vmkping -I vmk2 <destination-vSAN-IP> 

2. Hardware Compatibility Issues 

●​ Navigate to vSphere Client > Updates > vSphere Lifecycle Manager (vLCM). 
●​ Check if drivers and firmware are compliant with the VMware Compatibility 

Guide. 
●​ If updates are needed, remediate using vLCM or manually install firmware 

updates: 

esxcli software vib install -v 
/vmfs/volumes/datastore1/<driver>.vib 

3. Storage Device Failures 

●​ Identify failed disks using vSAN Health Check. 
●​ Replace faulty capacity or cache disks. 
●​ Rescan storage devices: 

esxcli storage core adapter rescan --all 

●​ If the health check indicates unresolved storage issues, trigger a manual 
resynchronization: 



None

None

esxcli vsan resync summary 

4. Cluster Misconfiguration 

●​ If vSAN reports inconsistent cluster configurations, verify build 
recommendations: 

esxcli vsan cluster get 

●​ Ensure vSAN data services (such as deduplication and compression) are 
properly enabled. 

●​ Validate vSAN storage policy compliance for all VMs. 

Using Historical Health to Identify Trends 

vSAN Skyline Health retains historical data for up to 30 days. This is useful for tracking 
intermittent issues. 

1.​ Enable Health History: 
○​ Navigate to vSAN Cluster > Configure > vSAN > Services. 
○​ Enable Historical Health Service. 

2.​ View Historical Health Trends: 
○​ In Skyline Health, click View History Details. 
○​ Use the custom date filter to analyze patterns over time. 
○​ Identify repeated warnings that may indicate an underlying issue. 

Silencing Alerts in vSAN Skyline Health 

If a false positive alert is causing unnecessary alarms: 

1.​ Navigate to vSAN Cluster > Monitor > Skyline Health. 
2.​ Select the health finding you want to silence. 
3.​ Click Silence Alert to suppress warnings. 
4.​ If the issue is later resolved, restore the alert by selecting Un-Silence. 

Common Issues & Troubleshooting 

Issue Cause Resolution 



vSAN Health Score is 
Unhealthy 

Critical hardware failure, 
network issue, or 
misconfiguration 

Check Skyline Health details, 
follow remediation steps based 
on issue category 

Drivers/Firmware 
Outdated 

Host firmware or driver 
version mismatch 

Use vSphere Lifecycle 
Manager (vLCM) to update 
drivers/firmware 

Cluster 
Misconfiguration 
Detected 

Incorrect vSAN policy or 
storage profile settings 

Use vSAN Health Check to 
identify policy misalignments 

Frequent Network 
Alerts 

MTU mismatch or 
inconsistent vSAN traffic 
settings 

Run network tests using 
vmkping and esxcli vsan 
network list 

Repeated Storage 
Resynchronization 

Disk failure or capacity 
imbalance 

Use esxcli vsan resync 
summary to monitor rebuild 
status 

Expected Outcomes 

●​ The vSAN Skyline Health Score accurately reflects cluster health. 
●​ Any unhealthy findings are remediated using appropriate troubleshooting steps. 
●​ Historical health data is available for long-term monitoring and trend analysis. 
●​ Critical alerts are addressed, while false positives can be silenced to reduce 

alert fatigue. 

Reference Pages in VMware vSAN 8.0 Documentation 

●​ Page 311-315: Skyline Health Interpretation & Remediation Actions 
●​ Page 577-578: Viewing Historical vSAN Health Data 
●​ Page 318-320: Common vSAN Health Issues & Fixes 

 

 



Objective 5.7 - Identify and perform troubleshooting tasks in 
VMware Cloud Foundation SDDC Manager 

Objective 5.7.1 - Resolve issues related to password management in 
VMware Cloud Foundation 

Effective password management in VMware Cloud Foundation (VCF) ensures security, 
compliance, and system stability. Password-related issues can arise due to expiration, 
policy violations, or failed rotations, requiring manual intervention using SDDC Manager 
UI or command-line tools. 

Password Requirements in VMware Cloud Foundation 

All passwords must comply with VMware security policies: 

●​ Minimum length: 15 characters 
●​ Maximum length: 127 characters 
●​ Must contain: 

○​ At least one uppercase letter 
○​ At least one lowercase letter 
○​ At least one numeric digit 
○​ At least one special character (@ ! # $ % ^ ?) 

●​ Restrictions: 
○​ No more than three consecutive identical characters 
○​ Cannot include dictionary words, palindromes, or predictable character 

sequences 

Passwords expire every 90 days by default and should be rotated regularly. 

Resolving Password Issues Using SDDC Manager UI 

1.​ Log in to the SDDC Manager UI as an administrator. 
2.​ Navigate to Security > Password Management. 
3.​ Identify the account with a failed or expired password. 
4.​ Click the three-dot menu next to the account and select Remediate Password. 
5.​ Enter and confirm the new password that meets VMware's security policy. 
6.​ Click Remediate to update the password across SDDC Manager and its 

components. 

Resetting Passwords Using the CLI 

If SDDC Manager UI is inaccessible, passwords can be reset using the command-line 
interface: 

Reset the SDDC Manager Root and Super User Passwords 

1.​ SSH into the SDDC Manager appliance using the vcf user account:​
 



None

None

None

None

ssh vcf@sddc-manager-fqdn 

2.​ Switch to the root user:​
 

su 

3.​ Run one of the following commands to reset passwords:​
 

passwd vcf     # Change the super user password 

passwd root    # Change the root password 

4.​ Enter the new password and confirm the change.​
 

Updating Expired Passwords 

If a password has expired, the following steps should be taken: 

1.​ Access the SDDC Manager Virtual Machine (VM) console via vSphere Client.​
 

2.​ Log in using the root account.​
 

3.​ Run the following command to update the password:​
 

passwd root 

4.​ Enter and confirm a new password that meets policy requirements.​
 

Automating Password Rotation Using API 

Passwords can be rotated automatically using SDDC Manager API. To update a password: 



1.​ Log in to the SDDC Manager UI. 
2.​ Navigate to Developer Center > API Explorer. 
3.​ Expand PATCH /v1/users/local/admin. 
4.​ Enter the old and new passwords, then click Execute. 
5.​ A Status 204, No Content response confirms a successful update. 

Common Password Management Issues & Troubleshooting 

Issue Cause Solution 

Password Expired Default 90-day expiration 
policy reached 

Reset the password using SDDC 
Manager UI or CLI 

Failed Password 
Rotation 

Misconfigured automation or 
API request failure 

Retry the password rotation 
manually using CLI 

Locked Out of 
SDDC Manager 

Too many failed login attempts Reset the password using 
vCenter Remote Console 

Password Does Not 
Meet Policy 

Does not comply with 
complexity rules 

Ensure the password follows the 
VMware security policy 

Expected Outcomes 

●​ Ensure system security by enforcing password complexity and expiration 
policies. 

●​ Recover from expired or failed passwords using SDDC Manager UI or CLI tools. 
●​ Maintain compliance with password rotation best practices. 

Reference Pages in VMware Cloud Foundation 5.2 Documentation 

●​ Page 458-460: Updating & Resetting SDDC Manager Passwords 
●​ Page 777-779: Expired Password Recovery & Rotation Policies 
●​ Page 454-455: SDDC Manager API for Password Management 

 



Objective 5.7.2 - Identify how to use the "sos" CLI tool to identify 
potential health issues in VMware Cloud Foundation 

The SoS CLI tool is a built-in diagnostic utility in VMware Cloud Foundation (VCF) that helps 
identify health issues in the SDDC Manager, workload domains, and underlying components. 
It allows administrators to perform health checks on VMware components, including vCenter 
Server, NSX, vSAN, and Lifecycle Management. 

●​ Usage of sos Tool: 
○​ The sos CLI tool provides diagnostics for health issues: 

■​ Run the command sos --check-health to identify potential 
problems with configurations and services. 

■​ Inspect logs for critical errors and warnings​​. 
●​ Steps: 

○​ Log in to the SDDC Manager appliance. 
○​ Run sos --check-health to validate health checks for various VMware 

Cloud Foundation components. 

This command runs diagnostic checks across all VMware Cloud Foundation components.​
 Additional checks: 

●​ Service Health Check: sos --services-health 
●​ Connectivity Check: sos --connectivity-health 
●​ Certificate Health Check: sos --certificate-health 
●​ vSAN Storage Check: sos --storage-health --run-vsan-checks 
●​ NTP Synchronization Check: sos --ntp-health 

Reference Pages in VMware Cloud Foundation 5.2 Documentation 

●​ Page 229-230: Health Check Options 
●​ Page 429-434: SoS Utility Overview & Commands​ 

 

Objective 5.7.3 - Identify how to use the "sos" CLI tool to collect logs for 
a workload domain as part of a support request 

The SoS CLI tool is used to collect logs from workload domains in VMware Cloud 
Foundation to assist in troubleshooting and support case escalation. The collected logs 
include vCenter Server, ESXi hosts, NSX, vSAN, and SDDC Manager logs. 

1.​ Log Collection Process: 
○​ Run the command sos --collect-logs --domain <domain-name> to 

gather logs for a specific workload domain. 
i.​ Where <domain-name> is the name of the workload domain 

requiring logs. 



ii.​ The logs are bundled into a compressed archive located in 
/var/log/vmware/vcf/sddc-support/. 

○​ Use the sos tool to package logs into a bundle for support cases. 
○​ Upload the log bundle securely to VMware's support portal following their 

instructions​​. 
2.​ Log Upload: 

○​ Use VMware's Secure FTP portal for secure log upload after collection. 
○​ Securely upload them to VMware Support via VMware Secure FTP: 

i.​ scp /var/log/vmware/vcf/sddc-support/<log-bundle>.tar.gz 
support@vmware-ftp.com:/incoming/ 

ii.​ Provide the support case number when submitting logs.  

Reference Pages in VMware Cloud Foundation 5.2 Documentation 

●​ Page 437: Log Collection Process 
●​ Page 434-437: SoS Log Bundling & Upload Commands 

 

Objective 5.7.4 - Identify scenarios for using the SDDC Manager local 
admin account 

The local admin account in VMware Cloud Foundation (VCF) is a critical fallback account 
used for administrative and recovery tasks when other authentication methods are 
unavailable. It is primarily used for emergency access and maintenance tasks in SDDC 
Manager. 

Scenarios Where the Local Admin Account is Used 

●​ Emergency Access During System Outages​
 

○​ When vCenter Server or SDDC Manager is unavailable, the local admin 
account can be used for authentication. 

○​ This is crucial when LDAP/Active Directory authentication fails or if there 
are issues with external identity providers. 

●​ Managing Services on the SDDC Manager Appliance​
 

○​ The local admin account allows administrators to restart, modify, or 
troubleshoot SDDC Manager services when GUI access is unavailable. 

○​ If network connectivity issues prevent remote logins, administrators can 
use this account for direct console access. 

●​ API-Based Authentication for Password Management and System Recovery​
 

○​ The local admin account is required for querying credentials stored in 
SDDC Manager when other user accounts are locked out.​
 

○​ This includes running API commands like:​
 



None

GET /v1/users/local/admin 

●​ Performing Password Rotation and Expired Account Recovery​
 

○​ If SSO administrator accounts become inaccessible, the local admin 
account can be used to reset or remediate passwords in VMware Cloud 
Foundation. 

○​ Passwords for NSX, vCenter, and other integrated components can be 
updated using API-based authentication. 

●​ Automated Backup and Maintenance Tasks​
 

○​ The local admin account can be configured for automation scripts to 
perform scheduled backups, password rotations, and workflow recovery. 

○​ When automation accounts fail, the local admin can be used to reset or 
reconfigure the automation settings. 

 

Access Control and Security Considerations 

●​ Restrict Local Admin Access​
 

○​ The local admin account should be used only when necessary and should 
not be relied upon for daily operations. 

○​ Limit access to authorized SDDC administrators only. 
●​ Enforce Strong Password Policies​

 
○​ Ensure that the local admin account password follows VMware’s 

recommended password complexity rules: 
■​ Minimum 15 characters 
■​ Must include uppercase, lowercase, numbers, and special 

characters 
■​ No three consecutive identical characters 

○​ Passwords should be regularly rotated and stored securely. 
●​ Audit and Monitor Local Admin Usage​

 
○​ Use SDDC Manager logs to track usage and detect any unauthorized 

attempts to access the local admin account. 
○​ Implement multi-factor authentication (MFA) where possible. 

 

Expected Outcomes 

●​ Ensure continuous access to VMware Cloud Foundation in case of authentication 
failures or outages. 



None

●​ Maintain security compliance by enforcing password rotation policies for the 
local admin account. 

●​ Enable quick recovery and remediation during system failures, password lockouts, 
or failed authentication attempts. 

 

Reference Pages in VMware Cloud Foundation 5.2 Documentation 

●​ Page 447-449: Local Account Creation and Management 
●​ Page 454-455: Password Policies for Local Admin Accounts 
●​ Page 459-460: Resetting Expired Local Admin Passwords 

 

Objective 5.7.5 - Identify how to query passwords for deployed 
components using SDDC Manager 

Proper password management is essential for securing VMware Cloud Foundation (VCF). 
SDDC Manager securely manages and rotates passwords for key infrastructure 
components, including vCenter, NSX, ESXi hosts, and workload domains. Administrators 
can query these passwords using either the SDDC Manager CLI or the API. 

Retrieving Passwords Using SDDC Manager CLI 

1.​ SSH into the SDDC Manager Appliance using an account with ADMIN privileges.​
 

2.​ Change to the /usr/bin directory (optional, as CLI commands can run from any 
location).​
 

3.​ Run the following command to retrieve stored credentials:​
 

lookup_passwords 

4.​ Enter the ADMIN username and password when prompted.​
 

5.​ The output will include passwords for USER and SYSTEM accounts.​
 

6.​ Store retrieved credentials in a secure, encrypted location for future use.​
 

Querying Passwords for Specific Components 

To retrieve credentials for a specific component, such as vCenter or NSX, use the SDDC 
Manager API Explorer: 



None

1.​ Log in to the SDDC Manager UI. 
2.​ Navigate to: Developer Center > API Explorer. 
3.​ Expand APIs for managing credentials. 
4.​ Select GET /v1/passwords and click Execute. 
5.​ The response includes credentials for all managed components. 

Updating SDDC Manager Passwords 

●​ Change the root or vcf (superuser) password:​
 

passwd vcf 

passwd root 

●​ Update passwords via the API:​
 

1.​ In SDDC Manager UI, go to Developer Center > API Explorer. 
2.​ Expand PATCH /v1/users/local/admin. 
3.​ Enter the old and new passwords, then click Execute. 
4.​ A Status 204, No Content response confirms a successful update. 

Security Considerations 

●​ Only users with the ADMIN role can query passwords. 
●​ Never store passwords in plaintext—use encryption for secure storage. 
●​ Rotate passwords regularly to comply with VMware security best practices. 
●​ Password expiration notifications appear in the SDDC Manager UI if passwords 

are close to expiring. 

Expected Outcomes 

●​ Securely retrieve stored credentials for VMware components using CLI or API. 
●​ Ensure only authorized users have access to critical infrastructure passwords. 
●​ Maintain system integrity and compliance by following recommended password 

management practices. 

Reference Pages in VMware Cloud Foundation 5.2 Documentation 

●​ Page 777-778: Retrieving and Managing Passwords Using SDDC Manager CLI 
●​ Page 459-460: Updating Passwords Using the API 
●​ Page 454-455: Password Expiration & Rotation Policies 

 

 



None

None

None

Objective 5.7.6 - Identify the steps to restart/resume a failed workflow 

Recovering from a failed workflow in VMware Cloud Foundation (VCF) requires identifying 
the root cause, assessing the impact, and using either SDDC Manager UI or command-line 
tools to resume or restart the workflow. 

 

Workflow Recovery via SDDC Manager UI 

1.​ Log in to the SDDC Manager UI. 
2.​ Navigate to Workflows > Failed Tasks. 
3.​ Locate the failed workflow in the Tasks list. 
4.​ Click Resume to attempt retrying the process. 
5.​ If the workflow continues to fail, review logs and error details before retrying. 
6.​ For persistent failures, perform manual remediation of underlying issues and restart 

the workflow. 

 

CLI-Based Workflow Restart 

1.​ Log in to the SDDC Manager appliance via SSH.​
 

2.​ Identify the failed workflow ID using:​
 

vracli workflow list | grep Failed 

3.​ Restart the failed workflow from the last execution point:​
 

workflow restart <workflow-id> 

4.​ Verify workflow status after restarting:​
 

vracli workflow status <workflow-id> 

5.​ If the workflow fails repeatedly, collect diagnostic logs for analysis:​
 



None

sos --collect-logs --domain <domain-name> 

 

Common Issues and Troubleshooting Steps 

Issue Cause Solution 

Workflow stuck in "In 
Progress" 

Insufficient resources or 
locked tasks 

Verify cluster resources and 
restart services 

Workflow fails due to 
NSX or vSAN errors 

Component misconfiguration 
or network failure 

Review logs and validate 
NSX/vSAN health 

Repeated workflow 
failure at the same step 

Incorrect dependencies or 
missing configurations 

Check prerequisites and 
manually resolve issues 

Cannot resume 
workflow via UI 

Critical error requiring manual 
intervention 

Restart workflow using CLI 

 

Expected Outcomes 

●​ Successfully restart or resume workflows that failed due to temporary issues. 
●​ Identify and troubleshoot critical failures before retrying workflow execution. 
●​ Maintain system stability by ensuring dependencies are correctly configured. 

 

Reference Pages in VMware Cloud Foundation 5.2 Documentation 

●​ Page 412-415: Workflow Execution and Recovery 
●​ Page 437-440: Troubleshooting SDDC Manager Workflows 
●​ Page 510-512: Log Collection for Workflow Failures 

Objective 5.8.1 - Generate and analyze reports on infrastructure 
performance, capacity, utilization, and compliance 



1.​ Generating Reports: 
○​ Use VMware Aria Operations (formerly vRealize Operations): 

■​ Navigate to Reports in the VMware Aria Operations UI. 
■​ Select Create Report and configure it with metrics like CPU, memory 

utilization, capacity, and compliance. 
■​ Schedule reports for periodic updates or generate them on-demand. 

2.​ Analysis Tools: 
○​ Utilize pre-built dashboards for insights into performance, capacity planning, 

and compliance. 
○​ Leverage Capacity Planning features to identify overcommitted or 

underutilized resources. 
3.​ CLI Commands: 

○​ Automate report generation using PowerCLI: 
■​ Example: Get-VROpsReport -Name "Infrastructure 

Performance" -OutputPath "C:\Reports" 
4.​ Use Case: 

○​ Analyze reports to detect resource bottlenecks, over-provisioning, or 
compliance violations​​. 

 

 

Objective 5.8 - Perform troubleshooting tasks with VMware Aria 
Suite 

Objective 5.8.2 - Optimize resource allocation and utilization to ensure 
efficient operation 

1.​ Optimization Steps: 
○​ Use Workload Optimization in VMware Aria Operations: 

■​ Detect oversized or undersized VMs through Optimization 
Recommendations. 

■​ Right-size resources (CPU, memory, disk) based on real-time insights. 
■​ Automate cluster workload balancing through DRS integration. 

○​ Regularly monitor Resource Utilization Dashboards to identify 
inefficiencies. 

2.​ CLI Commands: 
○​ Automate resource adjustments: 

■​ Example: Set-VM -VM <VMName> -MemoryMB <Value> 
-Confirm:$false 

3.​ Insights: 
○​ Implement proactive workload balancing to improve resource allocation 

efficiency and prevent contention​​. 

 



Objective 5.8.3 - Identify and implement improvements to enhance the 
efficiency, performance, and reliability of the VMware Cloud Foundation 
environment 

A well-optimized VMware Cloud Foundation (VCF) environment ensures better resource 
utilization, improved workload balancing, and increased system reliability. Enhancements 
can be made across compute, storage, and networking by leveraging VMware's built-in 
automation, monitoring, and optimization tools. 

 

Key Improvements 

●​ Enable Distributed Resource Scheduler (DRS)​
 

○​ Dynamically balances workloads across ESXi hosts within a cluster. 
○​ Reduces resource contention by ensuring virtual machines (VMs) receive 

adequate CPU and memory. 
○​ Use VMware Aria Operations Workload Optimization to fine-tune DRS 

behavior. 
●​ Use the Compliance Checker in VMware Aria Operations​

 
○​ Detects misconfigurations and security risks based on VMware best 

practices. 
○​ Ensures policy enforcement across workload domains. 
○​ Integrates with Skyline Health Diagnostics to recommend corrective 

actions. 
●​ Perform Proactive Tests for Infrastructure Performance and Recovery​

 
○​ Validate storage, compute, and network health through vSAN Proactive 

Tests and NSX troubleshooting tools. 
○​ Simulate failover scenarios to confirm HA (High Availability) and DRS 

effectiveness. 
●​ Optimize Resource Utilization​

 
○​ Analyze CPU, memory, and storage usage trends to reclaim unused 

capacity. 
○​ Identify and remove idle or overprovisioned VMs using VMware Aria 

Operations. 
○​ Configure Elastic DRS (eDRS) in VMware Cloud on AWS for auto-scaling. 

 

Implementation Tools 

●​ VMware Aria Operations – Optimization Insights​
 

○​ Provides recommendations for CPU, memory, and storage optimization. 



None

None

None

None

○​ Detects over-allocated VMs and suggests resource rightsizing. 
○​ Monitors host utilization trends to avoid performance bottlenecks. 

●​ Skyline Health Diagnostics​
 

○​ Identifies degraded cluster performance and compliance violations. 
○​ Runs automated remediation workflows to address issues proactively. 

●​ vSphere Client – Performance Charts​
 

○​ Analyzes VM and host performance over time. 
○​ Identifies high-latency storage paths and potential network congestion. 

 

CLI Commands for Configuration Validation 

●​ Check ESXi cluster configuration against VMware best practices:​
 

Get-Cluster -Name <ClusterName> | Test-VMHostConfiguration 

●​ List VMs with high CPU ready time:​
 

Get-VM | Sort-Object -Property CpuReady | Select-Object Name, 
CpuReady 

●​ Analyze host resource usage:​
 

esxtop 

●​ Identify and reclaim over-provisioned storage:​
 

Get-Datastore | Get-VM | Where-Object {$_.ProvisionedSpaceGB 
-gt $_.UsedSpaceGB} 



 

Expected Outcomes 

●​ Improve workload distribution and resource efficiency by leveraging DRS and 
automated scaling. 

●​ Reduce misconfigurations and security risks using compliance checks in VMware 
Aria Operations. 

●​ Ensure high availability and fault tolerance by proactively testing infrastructure 
resilience. 

●​ Optimize resource utilization by reclaiming unused CPU, memory, and storage 
capacity. 

 

Reference Pages in VMware Cloud Foundation 5.2 Documentation 

●​ Page 286-290: DRS Optimization & Workload Balancing 
●​ Page 312-315: Skyline Health & Compliance Checks 
●​ Page 422-425: Proactive Testing & Recovery Validation 
●​ Page 510-513: Resource Optimization & Performance Monitoring 

 

Objective 5.8.4 - Verify the health of a VMware Cloud Foundation 
deployment 

A healthy VMware Cloud Foundation (VCF) deployment ensures optimal performance 
and stability across compute, storage, and network infrastructure. Administrators can verify 
deployment health using GUI-based monitoring tools and command-line utilities. 

 

Verification Tools 

●​ Skyline Health Diagnostics in VMware Aria Operations or the vSphere Client​
 

○​ Navigate to Skyline Health from the vSphere Client or VMware Aria 
Operations. 

○​ Select vSAN Health, NSX Health, or General System Health Checks. 
○​ Review component-specific metrics for faults, misconfigurations, or 

degraded services. 
●​ Proactive Tests for Storage, Network, and Compute Validation​

 
○​ Conduct storage and hardware diagnostics under Skyline Health > vSAN 

Proactive Tests. 
○​ Perform NSX-T networking tests for connectivity, routing, and MTU 

validation. 
○​ Verify ESXi host health and vCenter connectivity status. 



None

None

None

None

●​ SDDC Manager System Status Dashboard​
 

○​ Check the overall health summary of workload domains and SDDC 
components. 

○​ Identify issues with certificate management, service failures, and lifecycle 
operations. 

 

CLI Commands for Health Verification 

●​ Run cluster-wide health checks for vSAN:​
 

esxcli vsan health cluster list 

●​ ​
Check vSphere Cluster Services (vCLS) status:​
 

esxcli vm process list | grep vCLS 

●​ ​
Verify NSX-T infrastructure health:​
 

nsxcli -c get logical-switch 

nsxcli -c get edge-cluster 

●​ ​
Collect logs for further diagnosis using SoS CLI:​
 

sos --collect-logs --domain <domain-name> 

 



Expected Outcomes 

●​ Validate that vSAN, NSX-T, and ESXi hosts are operating within 
VMware-recommended best practices. 

●​ Ensure storage, network, and compute resources are optimally configured and 
functioning as expected. 

●​ Identify any misconfigurations or failures affecting workload domains. 
●​ Provide log files and diagnostic reports for VMware support cases when needed. 

 

Reference Pages in VMware Cloud Foundation 5.2 Documentation 

●​ Page 312-314: Skyline Health Diagnostics & vSAN Health Checks 
●​ Page 442-445: SoS CLI Log Collection & Health Validation 
●​ Page 510-512: NSX-T Troubleshooting & Connectivity Testing 

 

Objective 5.9 - Identify and perform troubleshooting of vSphere 
Supervisor and its components (Troubleshooting vSphere IaaS 
Control Plane)  

The vSphere Supervisor is a critical component of VMware Cloud Foundation (VCF) that 
enables Workload Management by providing an integrated Kubernetes runtime within 
vSphere. Troubleshooting vSphere Supervisor involves diagnosing issues related to its 
deployment, networking, and interaction with NSX and vCenter. 

Key Areas for Troubleshooting 

1.​ Control Plane VM Placement: 
○​ Use anti-affinity rules to ensure control plane VMs are placed on separate 

datastores if using non-vSAN storage. 
○​ Steps: 

■​ Create a Datastore Cluster. 
■​ Enable Storage DRS and configure VM overrides for full automation​​. 

2.​ Network Configuration: 
○​ Check NSX-T configuration, ensuring Tier-0 and Tier-1 gateways are properly 

set for namespace connectivity. 
○​ Validate the NSX Edge uplinks and routes for external traffic routing​​. 

3.​ Workload Management: 
○​ Ensure all ESXi hosts are compatible with vSphere Supervisor (IaaS Control 

Plane) and connected via a vSphere Distributed Switch (VDS). 
○​ Use the Datacenter CLI (DCLI) to verify compatibility: 

■​ Example command: dcli com vmware vcenter cluster list 
■​ Compatibility check: dcli com vmware vcenter 

namespacemanagement clustercompatibility list​. 



4.​ Namespace Configuration: 
○​ Resolve external IP assignment issues for Kubernetes workloads by 

synchronizing the NSX trust store with Java trust certificates: 
■​ Run:​

keytool -importcert -alias <alias> -keystore 
/usr/lib/jvm/jre/lib/security/cacerts -storepass 
changeit -file <ca-file-path> 

■​ Restart affected services​. 
5.​ Log Analysis: 

○​ Use kubectl to inspect logs from Supervisor Pods: 
■​ Example command: kubectl -n vmware-system-nsx logs 

nsx-ncp-<id>​ 
○​ Tail Workload Management logs for deployment errors: 

■​ Command: tail -f /var/log/vmware/wcp/wcpsvc.log​ 

 

Common Issues and Solutions 

1.​ Incompatible vCenter Cluster: 
○​ Verify that the cluster meets system requirements: 

■​ Minimum two ESXi hosts, automated DRS, vSphere Distributed 
Switch 7.0, and sufficient storage. 

○​ Use DCLI commands to detect compatibility issues​. 
2.​ Namespace Network Failures: 

○​ Resolve NSX Tier-1 gateway errors by scaling Edge nodes or deleting 
unused workloads. 

○​ Restart the NSX Control Plane services (NCP) to apply changes​​. 
3.​ Resource Constraints: 

○​ Perform storage rebalancing for Supervisor Control Plane VMs using Storage 
DRS. 

○​ Ensure vSphere Pods have sufficient persistent storage on vSAN or NFS​​. 
4.​ Upgrade Issues: 

○​ Address insufficient load balancer capacity for Supervisor upgrades: 
■​ Add Edge nodes or delete unused workloads​. 

5.​ Failed Deployments: 
○​ Collect a support bundle for troubleshooting: 

■​ Use the vSphere Client or CLI tools to generate logs​​. 

 

CLI Commands for Troubleshooting 

1.​ Check Compatibility: 

dcli com vmware vcenter cluster list 



dcli com vmware vcenter namespacemanagement clustercompatibility 
list 

 

2.​ Inspect Supervisor Logs: 

kubectl get pods -A 

kubectl -n vmware-system-nsx logs nsx-ncp-<id> 

 

3.​ Tail Workload Management Logs: 

tail -f /var/log/vmware/wcp/wcpsvc.log 

 

4.​ Synchronize Certificates: 

keytool -importcert -alias <alias> -keystore 
/usr/lib/jvm/jre/lib/security/cacerts -storepass changeit -file 
<ca-file-path> 

 

Sources: 

1.​ vSphere with Tanzu Maintenance Guide, Pages 40-50​​. 
2.​ vSphere with Tanzu Installation and Configuration Guide, Pages 220-237​​. 

 

vSphere Supervisor Troubleshooting Guide 

The vSphere Supervisor is a critical component of VMware Cloud Foundation (VCF) that 
enables Workload Management by providing an integrated Kubernetes runtime within 
vSphere. Troubleshooting vSphere Supervisor involves diagnosing issues related to: 

●​ Deployment 
●​ Networking & NSX Integration 
●​ Workload & Namespace Failures 
●​ Log Collection & Analysis 
●​ Certificate & API Issues 

 

Key Areas for Troubleshooting 



None

Control Plane VM Placement 

●​ Use anti-affinity rules to ensure control plane VMs are spread across different 
hosts.​
 

●​ If using non-vSAN storage, ensure each control plane VM resides on separate 
datastores.​
 

●​ Check control plane VM power states if the Supervisor Cluster is not initializing:​
 

esxcli vm process list 

●​ ​
Enable Storage DRS and configure VM overrides to automate placement.​
 

 

Network Configuration & Connectivity Issues 

The vSphere Supervisor Cluster relies on NSX-T networking, including: 

●​ Tier-0 Gateway for external communication. 
●​ Tier-1 Gateway for internal workload traffic. 
●​ Proper Edge uplink configuration for correct routing. 

Network Troubleshooting Commands 

Task Command 

Verify NSX logical switches nsxcli -c get logical-switch 

Check Edge Node health get logical-routers 

Verify host-to-host connectivity vmkping -I vmk0 
<destination-ip> 



None

None

Restart NSX Control Plane (NCP) systemctl restart nsx-ncp 

View NSX logs cat /var/log/nsx/nsx-ncp.log 

Solution: If NSX networking is misconfigured, restart the NSX Control Plane (NCP) and 
verify log output. 

 

Workload Management Issues 

●​ Ensure all ESXi hosts: 
○​ Support vSphere Supervisor. 
○​ Are connected to a vSphere Distributed Switch (VDS). 
○​ Run the correct vSphere & NSX versions. 

Compatibility Check Commands 

dcli com vmware vcenter cluster list 

dcli com vmware vcenter namespacemanagement 
clustercompatibility list 

●​ If workloads fail to deploy, inspect pod logs:​
 

kubectl get pods -A 

kubectl logs <pod-name> 

Solution: If pods are stuck, restart Workload Control Plane services and check 
namespace configurations. 

 

Namespace Configuration Errors 



None

●​ If external IP assignment fails for Kubernetes workloads, sync Java Trust 
Certificates:​
 

keytool -importcert -alias <alias> -keystore 
/usr/lib/jvm/jre/lib/security/cacerts -storepass changeit 
-file <ca-file-path> 

●​ Restart affected services after updating trust certificates.​
 

 

Log Collection & Analysis 

Logs are essential for troubleshooting, and vSphere Supervisor logs are stored in 
multiple locations: 

Component Log File Location 

Supervisor Cluster Logs /var/log/vmware/wcp/wcpsvc.lo
g 

NSX Networking Logs /var/log/vmware/nsx/nsx-ncp.l
og 

vCenter API Requests /var/log/vmware/vapi/endpoint
.log 

Log Inspection Commands 

Task Command 

Monitor Supervisor Cluster Events tail -f /var/log/vmware/wcp/wcpsvc.log 



View Kubernetes Logs kubectl -n vmware-system-nsx logs 
nsx-ncp-<id> 

Restart Workload Control Plane 
Services 

systemctl restart wcp 

Solution: If logs show API failures, restart Workload Control Plane services and 
revalidate the configuration. 

 

Common Issues & Fixes 

Issue Cause Solution 

Supervisor Cluster 
Deployment Fails 

Incompatible vSphere version 
or misconfigured networking 

Check vSphere 
requirements using 
kubectl get nodes 

Namespace Network 
Failures 

NSX-T Tier-1 Gateway 
misconfiguration 

Restart NSX Control Plane 
(NCP) 

Workload Not 
Deploying 

Resource constraints on 
vSphere Pods 

Ensure adequate vSAN/NFS 
storage 

Certificate Expired vSphere API errors in logs Renew certificate using 
openssl and restart WCP 

Supervisor Upgrade 
Fails 

Insufficient NSX Load Balancer 
capacity 

Scale Edge Nodes or remove 
unused workloads 

 

CLI Cheat Sheet for vSphere Supervisor Troubleshooting 



Task Command 

Check Compatibility dcli com vmware vcenter cluster 
list 

View vSphere Supervisor Logs tail -f 
/var/log/vmware/wcp/wcpsvc.log 

Inspect Kubernetes Logs kubectl get pods -A 

Check NSX Networking nsxcli -c get logical-switch 

Verify Storage Health sos --storage-health 
--run-vsan-checks 

Restart Workload Management 
Services 

systemctl restart wcp 

 

Reference Pages in VMware Cloud Foundation 5.2 Documentation 

●​ Page 355-356: Workload Management Deployment & Troubleshooting 
●​ Page 698-699: vSphere Supervisor Cluster Details 
●​ Page 437: Using SoS for NSX Troubleshooting 
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