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distribution device (13) for determining the win/loss result of the game, and a control device (14) for
detecting fraud by comparing the win/loss result of the game with the value of the chips (9)
accommodated in the chip tray (17) before and after the recovery and redemption of the chips.
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Abstract

A surgical assist system comprising: an arthroscope configured to capture images of a target site,
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tracking system being separate from the arthroscope and configured to track a pose of the
arthroscope and a pose of the target site to detect one or more conditions associated with the
arthroscope and the target site; and one or more controllers coupled to the arthroscope and to the
tracking system and being configured to determine the varying dimension of the ROl at each of a
plurality of times based on images from the arthroscope and the conditions detected by the tracking
system. 98
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Description

SYSTEMS FOR ASSISTING SURGERY
TECHNICAL FIELD

The present invention relates to systems for assisting surgery.
BACKGROUND

Any references to methods, apparatus or documents of the prior art are not to be
taken as constituting any evidence or admission that they formed, or form part of
the common general knowledge.

While leg knee and hip joint surgery are common procedures, they require a skilled
and experienced surgeon to repair damage to ajoint, for example for the knee joint
a surgeon operates inside a small space whilst manually moving the patient's leg

Claims (18)

and steering the surgical instruments, such as the arthroscope, inside the joint
through a small incision. Such procedures are challenging, and research shows
that a safer environment can be created by providing feedback to the surgean
when moving a patient's limb, or using a robot to perform all or part of the surgery,
to adjust the joint. It would be desirable if a system were provided to measure a
region of interest (ROI) such as a joint gap reliably. Stereo systems used in other
minimally invasive surgeries (MIS) are not suited for knee arthroscopy for example,
due to the small size of the arthroscope with only a single lens and the harsh

environment inside the knee joint.

Although a few technologies such as deep learning can measure distance inside
the body, it is necessary to consider the precision required and thus, the practical
use of technology during surgical procedures such as an arthroscopic procedure. A
surgeon or robot's (Operator) capability to manoeuvre the surgical instrument or
4Amm wide arthroscope tip through an instrument gap of a few millimetres varies
and affects the measurement technology and error tolerance range for safe
navigation. For surgeons, factors such as experience, age and fatigue limit their
ability to manoeuvre instruments through a gap seen on a 2D image. For robots,
the manufacturing quality of links, gearboxes and controls determine how accurate
they can steer an end effector such as an arthroscope.
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1. A surgical assist system comprising: an arthroscope configured to capture
images of a target site, the target site having a region of interest (ROI) with a
varying dimension associated therewith; a tracking system being separate from
the arthroscope and configured to track a pose of the arthroscope and a pose
of the target site to detect one or more conditions associated with the
arthroscope and the target site; and one or more controllers coupled to the
arthroscope and to the tracking system and being configured to determine the
varying dimension of the ROI at each of a plurality of times based on images
from the arthroscope and the conditions detected by the tracking system.

2. The surgical assist system of claim 1, further comprising one or more
actuators being configured to move the target site, and wherein the one

or more controllers are configured to operate the one or more actuators

for physically altering the ROI to bring the varying dimension to a desired
value.

3. The surgical assist system of claim 1, wherein the ane or more
controllers are configured to: apply a mask to one or more of the images
for masking around the ROI; and segment each image to identify the ROI
with the varying dimension associated therewith.

4. The surgical assist system of claim 3, wherein the one or more
controllers are configured to determine a translation of the arthroscope
from the conditions detected by the tracking system.

5. The surgical assist system of claim 4, wherein the one or more
controllers are configured to approximate an uncertainty in
determination of the varying dimension by taking into account one or
more of the following: errors associated with segmentation of one or
more of the images; errors in the tracking system detecting the
translation of the arthroscope; and errors in the tracking system
detecting rotational motion of the arthroscope.

6. The surgical assist system of claim 4, wherein the ROl comprises

Title

Advanced medical robot

Arrangement for fixing a knee-joint in defined positions and for positional
control of instruments for replacing the knee-joint with a prosthesis

Apparatus for mechanically holding, maneuvering and maintaining a body part
of a patient during orthopedic surgery

Robotic instrument control system

Detecting meniscal tears in non-invasive scans

Controlled human pose estimation from depth image streams

Patient-specific joint replacement device for ligament repair

Robotic knee testing device, subjective patient input device and methods for
using same

Method and system for training a robot using human-assisted task
demonstration

Devices, techniques and methods for assessing joint spacing, balancing soft
tissues and obtaining desired kinematics for joint implant components

Motarized joint positioner

System and method of controlling a robotic system for manipulating anatomy of
a patient during a surgical procedure
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CocCTOosIHME NAaTEeHTOB Ha JaHHbIN MOMEHT:
BblgaHo 47.5 % naTeHToB
52.3 % NaTeHTOB OXWOAlT PAaCCMOTPEHMS

OcTanbHble NaTeHTbl 0TO3BaHbl U UX CPOK AeUCTBUA UcTek (0.2%).
poKk A

BbiBOObI: aKTyarnbHOCTb 3TOM TEMbI B TEKYLLIEE BPEMS HEOCMOPMMA,
3aNHTEpPEeCcOBaHHOCTb HaceneHns pe3ko Bo3pocna.

Ha naHHbIX nnachopmax A nosy4yuna BGonbLUoe KON-BO UCcneaoBaHum Ha
3Ty TEMY, BOSMOXXHOCTb NpOoBEPATb aBTOPUTETHOCTb NCTOYHNKA U
NoJ1Ty4UTb CMUCOK aKTyallbHbIX NATEHTOB.
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