12:30 pm Central

URL: https://unl.zoom.us/j/183382852

Phone: +1 669 900 6833 or +1 408 638 0968 or +1 646 876 9923
Meeting ID: 183 382 852 (password required)

Operations Meeting January 5, 2024

Attendees: Jeff D, Ashton, Fabio, Huijun, Derek
Apologies:

Fires

Announcements

o Jeff P is on Freshdesk triage next week, Derek (?) is up the following week

Nebraska (Derek, John, Huijun, Ashton)

e GRACC
o Gracc-email has been broken due to the cert changes. Have been working on
getting it on the latest base image but having issues getting the gfal2-python
bindings/packages installed and working.
e OASIS
O
e OSG Status Page (https://status.opensciencegrid.org/)
O
e Check_MK - Alerting
]
e CVMFS origin
)
e XRootD monitoring collector
O
e CVMFS Singularity sync

o

Madison (Brian Lin, Jeff Peterson, Jason)

Tiger


https://unl.zoom.us/j/183382852
https://status.opensciencegrid.org/

Frontends
e JLAB

O

e LIGO

o

e GLUEX

Chicago/Collaborations (Pascal)

Michigan (Shawn)

UCSD (Jeff, Diego, Fabio)
MISC:

Central Manager

Frontends
- UCSD CMS:

- UCLHC

Caches:

Hosted CEs

e Continuing gitops migrations
o 2 CEs left for migrations. One we plan on tearing down, the other is unresponsive
site



GWMS Factory

e Notified HTCSS team of openssl incompatibility between al9 factory and subset of
HTCondor CEs
o Was discovered because CMS still sends both scitoken (for auth) and x509 proxy
(not sure if actually still used for anything on WN)
Determined this happens to CEs still running HTCondor 9.0

Waiting on fix before declaring success for k8s factories and decommissioning
UCSD bare metal factory

AOB
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