A Quick Take on the Final Executive Order on Platforms and CDA 230
Daphne Keller, Stanford Cyber Policy Center

Updated from my annotated draft order here. A Twitter list of the main changes between the two
drafts is here, and Eric Goldman has a good detailed overview of the final order in this post. By
popular request, I’ve used less eye-jarring color coding this time, but the meaning remains the
same:

-: Atmospherics. Politically and philosophically interesting and important in the long term, as
I discuss here, but not legally effective as part of an executive order.

Orange: Legally dubious, requires agencies to disregard judicial interpretation of federal
legislation.

Yellow: Reasonable minds can differ.

This document is an attempt to be precise about the Order’s direct legal consequences. But the
purely atmospheric parts of the Order could have indirect legal consequences as well. To the
extent they scare platforms into adopting the White House’s preferred editorial policies, there are
questions about whether that exercise of state power would violate the First Amendment.
(Update: on June 2, 2020 CDT filed a lawsuit making this argument. Press coverage and a link to
the complaint are here.)
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By the authority vested in me as President by the Constitution and the laws of
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" This is an important issue. | wrote about it, and the relevant Supreme Court cases about First

arguments on all sides. For example, before Trump appointed him to the Supreme Court, Justice
Kavanaugh proclaimed himself solidly on the side of private Internet companies’ First Amendment rights
to establish and enforce editorial policy.


https://www.lawfareblog.com/who-do-you-sue-state-and-platform-hybrid-power-over-online-speech




% Interesting shift in emphasis from the Draft Order. It seemed to imply that platforms might be required to
carry *all* First Amendment-permitted speech, which would create the serious problems | discuss here.
The final Order leans harder on requiring clear and consistent enforcement of platform TOS rules,
instead. That's a less controversial idea. But, as | discuss here, it's hard to enforce that requirement
without much greater government intervention in (and, per the Order, regulatory agency oversight of)
Internet users’ speech.


http://cyberlaw.stanford.edu/blog/2019/05/what-online-content-are-we-regulating-illegal-speech-offensive-speech-and-platform
https://cyberlaw.stanford.edu/blog/2019/05/platform-content-regulation-%E2%80%93-some-models-and-their-problems




In particular, subparagraph (c)(2) expressly addresses protections from “civil
liability” and specifies that an interactive computer service provider may not
be made liable “on account of” its decision in “good faith” to restrict access to
content that it considers to be “obscene, lewd, lascivious, filthy, excessively
violent, harassing or otherwise objectionable.” It is the policy of the United
States to ensure that, to the maximum extent permissible under the law, this
provision is not distorted to provide liability protection for online platforms
that — far from acting in “good faith” to remove objectionable content —
instead engage in deceptive or pretextual actions (often contrary to their
stated terms of service) to stifle viewpoints with which they disagree. Section
230 was not intended to allow a handful of companies to grow into titans
controlling vital avenues for our national discourse under the guise of
promoting open forums for debate, and then to provide those behemoths
blanket immunity when they use their power to censor content and silence
viewpoints that they dislike. When an interactive computer service provider
removes or restricts access to content and its actions do not meet the criteria
of subparagraph (c)(2)(A), it is engaged in editorial conduct. It is the policy of
the United States that such a provider should properly lose the limited liability
shield of subparagraph (c)(2)(A) and be exposed to liability like any traditional

editor and publisher that is not an online provider.*

(b) To advance the policy described in subsection (a) of this section, all
executive departments and agencies should ensure that their application of

section 230(c) properly reflects the narrow purpose of the section and take all

* This mentions only 230(c)(2), but in my opinion you can tell it is also about 230(c)(1) both because of the
“exposed to liability like any traditional editor and publisher” language and because of the more explicit
discussion at Exec. Order 2(b), below. (I've talked to smart people who disagree, though, and think this is
truly only about (c)(2)). The original draft of the Exec. Order mentioned 230(c)(1) in this section.


https://docs.google.com/document/d/1JnK80wk4Smcu3lt4TCwajQNTk0_v1sNR-FGhnoMZyWM/edit#

appropriate actions in this regard.” In addition, within 60 days of the date of
this order, the Secretary of Commerce (Secretary), in consultation with the
Attorney General,® and acting through the National Telecommunications and
Information Administration (NTIA), shall file a petition for rulemaking with the
Federal Communications Commission (FCC) requesting that the FCC

expeditiously propose regulations to clarify:

(i) the interaction between subparagraphs (c)(1) and (c)(2) of section 230, in
particular to clarify and determine the circumstances under which a provider
of an interactive computer service that restricts access to content in a manner
not specifically protected by subparagraph (c)(2)(A) may also not be able to
claim protection under subparagraph (c)(1),” which merely states that a
provider shall not be treated as a publisher or speaker for making third-party
content available and does not address the provider's responsibility for its

own editorial decisions;

(i) the conditions under which an action restricting access to or availability of

material is not “taken in good faith” within the meaning of subparagraph

® To understand real-world consequences of this, | would love to see a list of agency decisions or potential
enforcement exercises that implicate 230. | suspect that list is short, but may include important things.

¢ The final Order adds a big new role for the Attorney General, and adds the Secretary of Commerce in
addition to NTIA.

" This is a major leap. Section 230 has a “good faith” limitation on (c)(2)(A) immunity (the immunity for
“‘wrongful takedown” claims) but not (c)(1) immunity (the immunity for failing to take down unlawful
content). The (c)(2)(A) immunity has to date been relatively inconsequential, since platforms keep winning
those cases on other grounds — it's not clear they even need 230(c)(2)(A) for this. The (c)(1) immunity,
however, is hugely consequential, and makes intermediary business models feasible. A few people have
advanced the “good faith is a (c)(1) requirement” argument in recent years, but to my knowledge no court
has accepted it. As a matter of statutory interpretation, | find it hard to justify.



(c)(2)(A) of section 230, particularly whether actions can be “taken in good
faith” if they are:®

(A) deceptive, pretextual, or inconsistent with a provider’s terms of service; or

(B) taken after failing to provide adequate notice, reasoned explanation, or a

meaningful opportunity to be heard; and

(iii) any other proposed regulations that the NTIA concludes may be

appropriate to advance the policy described in subsection (a) of this section.’

BB Protectin Taxpayer from Online

That [SSEI Frec BBBBB. (2) The head of each executive department and
agency (agency) shall review its agency’s Federal spending on advertising and
marketing paid to online platforms. Such review shall include the amount of
money spent, the online platforms that receive Federal dollars, and the

statutory authorities available to restrict their receipt of advertising dollars.

(b) Within 30 days of the date of this order, the head of each agency shall

report its findings to the Director of the Office of Management and Budget.

8 To the extent this is all just about the (c)(2)(A) immunity, it's arguable that these could be aspects of the
“good faith” inquiry, though that would raise questions about e.g. competitive impact on smaller platforms
and government’s role in resolving delicate editorial questions. Why NTIA and the FCC (rather than
courts) should be involved in this question is another matter. Some Communications law experts on
Twitter are saying the FCC simply lacks authority here. (I suspect they are right, especially Harold Feld,
but ’'m not expert enough to call this one.)

® The new Assistant Administrator of NTIA was described by Politico as “a law professor whose past work
has included representing a cast of fringe characters in free speech lawsuits against Twitter.”

1% This crazy color coding means “This section is either fine or totally unconstitutional, because it creates
a government blacklist of platforms with disfavored editorial positions.” | need to read up on the law here.
Also: federally funded PSAs/ads on platforms, or the elimination of those ads, can be a big deal. Watch
this space.



https://www.politico.com/newsletters/morning-tech/2020/05/04/ligado-in-the-limelight-as-senate-returns-to-washington-787312
https://twitter.com/ellgood/status/1266027054312628224
https://twitter.com/johnfblevins/status/1266039883187007490
https://twitter.com/publicknowledge/status/1266014995705483264

" Packingham is about the government restricting access to social media -- which can violate the First
Amendment. It is not about private companies restricting such access.

2 PruneYard is not about the First Amendment or federal policy. It is about whether the Supreme Court
will prevent claims under the California Constitution.



(c) The FTC shall consider taking action, as appropriate and consistent with
applicable law, to prohibit unfair or deceptive acts or practices in or affecting
commerce, pursuant to section 45 of title 15, United States Code. Such unfair
or deceptive acts or practice may include practices by entities covered by
section 230 that restrict speech in ways that do not align with those entities’

public representations about those practices."

Sec. 5. State Review of Unfair or Deceptive Acts or Practices and
Anti-Discrimination Laws. (a) The Attorney General shall establish a working

group regarding the potential enforcement of State statutes that prohibit
online platforms from engaging in unfair or deceptive acts or practices. The
working group shall also develop model legislation for consideration by
legislatures in States where existing statutes do not protect Americans from

such unfair and deceptive acts and practices. The working group shall invite

'3 This could be considered POstUring, since it’s basically only making a suggestion to the FTC. | have a
lot of questions about it, including how the FTC would hire enough staff to review all these disputes, and
how much budget that would require. But I've heard honest participants in the debate suggest this as a

way forward, so I'll leave it as yellow for now.



State Attorneys General for discussion and consultation, as appropriate and

consistent with applicable law.™

(b) Complaints described in section 4(b) of this order will be shared with the
working group, consistent with applicable law. The working group shall also

collect publicly available information regarding the following:"

(i) increased scrutiny of users based on the other users they choose to follow,

or their interactions with other users;'®

(ii) algorithms to suppress content or users based on indications of political

alignment or viewpoint;

(iii) differential policies allowing for otherwise impermissible behavior, when
committed by accounts associated with the Chinese Communist Party or

other anti-democratic associations or governments;

(iv) reliance on third-party entities, including contractors, media organizations,

and individuals, with indicia of bias to review content; and

(v) acts that limit the ability of users with particular viewpoints to earn money

on the platform compared with other users similarly situated.

4 Convening a working group: presumably within the federal AG’s authority. Doing so to circumvent
Congressionally created limits on federal authority, and channel federal resources (the Tech Bias
reporting tool output) toward state enforcement: hmmm. Seems sketchy?

'S This list is greatly expanded since the draft, and basically enumerates a bunch of hot button issues in
this space (reliability of fact checkers, algorithmic up/downranking, etc.).

'8 This is basic spam-fighting, and is important to making platforms usable, in ways that have nothing to
do with politics. These same tools are important for platforms finding ISIS and other violent extremist
content, putting this part of the order in tension with other very legitimate priorities.


https://techcrunch.com/2017/09/19/twitter-claims-tech-wins-in-quashing-terror-tweets/

Sec. 6. Leqislation. The Attorney General shall develop a proposal for Federal

legislation that would be useful to promote the policy objectives of this order.

‘ -
“ \‘

Sec. 8. General Provisions. (a) Nothing in this order shall be construed to

impair or otherwise affect:

(i)  the authority granted by law to an executive department or agency, or

the head thereof; or

(ii) the functions of the Director of the Office of Management and Budget

relating to budgetary, administrative, or legislative proposals.

(b) This order shall be implemented consistent with applicable law and

subject to the availability of appropriations.

(c) This order is not intended to, and does not, create any right or benefit,

substantive or procedural, enforceable at law or in equity by any party against

" New in this draft! Important. And totally legitimate in the sense that this is how laws are supposed to be
made. | can’t imagine I'll like the proposal, though -- and I'd bet money that it will raise its own First
Amendment problems.

'® This is a really broad definition. To the extent any of this reaches smaller platforms (your cousin’s
knitting blog, a local political organizer’s site, the NYT’s comments section) or infrastructure providers
(Amazon Web Services, DNS providers, Cloudflare) there are a lot of big questions to ask, including
questions about competition and telecommunications law.



the United States, its departments, agencies, or entities, its officers,

employees, or agents, or any other person.



