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Problem: Leveraging AI to automate AI safety research has been a core part of the strategy to 
safely scale AI to superintelligence (Leike, 2022; Clymer, 2025; Hobbhahn, 2025; Carlsmith, 
2025). Jan Leike of Anthropic believes automated alignment is our best bet in the medium term 
(Leike, 2025), though the UK AISI believes we must overcome automation collapse (Irving et al., 
2024). The inference-time compute (ITC) paradigm potentially makes this approach easier due 
to the interpretable nature of externalized reasoning (though there are concerns that the model’s 
reasoning does not reflect internal computation). 
 
However, AI sabotage of automated AI safety research is seen as one of the top threat models 
by AGI labs like Anthropic (Benton et al., 2024, Perez, 2025; Hebbar, 2025). Recent work at 
Anthropic confirms, through gentle nudging, models like Claude 3.7 Sonnet can subtly sandbag 
ML experiments (Gasteiger et al., 2025), undetectably degrading performance. Though it is not 
a real worry with current models, it’s essential to investigate this and provide mitigation 
strategies for future, more capable models so that we can safely leverage ITC for automated AI 
safety research. 
 
This poses a fundamental challenge: How can we trust AIs leveraging ITC for automating safety 
research if they are potentially covertly undermining it? Before we use more capable models, we 
require robust assurance arguments, structured within a safety case (Clymer et al., 2024), 
demonstrating that sabotage risks are sufficiently mitigated. Critically, we lack a systematic 
understanding of how ITC influences both the capability for subtle sabotage and our ability to 
detect it. This project seeks to study this issue and pave the way towards safe automated 
alignment research. 
 
Approach: Extending Anthropic's sabotage/sandbagging evaluations to investigate the role of 
ITC in the context of automating AI safety tasks, informing a safety case on automating 
alignment research. 
 

1.​ SafetyResearchBench: Develop a benchmark suite featuring tasks specific to AI 
safety R&D (e.g., variations on existing research, critiquing alignment arguments). 

2.​ ITC-Focused Sabotage Experiments: 
●​ Extend Anthropic's sandbagging experiments (Gasteiger et al., 2025) across a 

wider range of reasoning models. 
●​ Vary the amount of ITC allocated to: 

●​ (a) The Saboteur Agent: Does more thinking time enable more effective 
or subtle sandbagging on SafetyResearchBench tasks? 

●​ (b) The Monitor Agent: Does more thinking time allow a monitor to more 
reliably detect subtle sandbagging or sabotage attempts? 
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3.​ Safety Case: Develop a safety case arguing for the safe internal deployment of 
automated alignment researchers, informed by our empirical findings. Using established 
safety case methodologies (e.g., Clymer et al., 2024; Balesni et al., 2024; Korbak et al., 
2025; Hilton et al., 2025), we will construct this case by systematically addressing the 
sabotage risks (such as sandbagging and decision steering) identified through our 
experiments and conceptual work, and justify specific safeguards and control measures 
necessary for trustworthy automation of alignment research. 

 
Impact: This project directly addresses the threat of AI sabotaging safety research. It provides a 
systematic study of how inference-time compute influences both the risk of subtle 
sandbagging and the potential for its detection. Key Deliverables: (1) 
SafetyResearchBench, a benchmark for AI safety task automation and sabotage. (2) 
Quantitative results on ITC’s impact on sandbagging success and monitor effectiveness across 
different models. (3) A safety case for internally deploying automated AI safety researchers, 
providing guidance for labs on how to safely leverage AIs using ICT. 
 
Estimated Budget: $X (18 months) 
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